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ABSTRACT

This paper investigates the problem of determining when a computer agent should interrupt a person with whom it is working collaboratively as part of a distributed, multi-agent team, which is operating in environments in which conditions may be rapidly changing, actions occur at a fast pace, and decisions must be made within tightly constrained time frames. An interruption would enable the agent to obtain information useful for performing its role in the team task, but the person will incur a cost in responding. The paper presents a formalization of interruptions as multi-agent decision making. It defines a novel, efficient approximation method that decouples the multi-agent decision model into separate MDPs, thereby overcoming the complexity of finding optimal solutions of the Dec-POMDP model. For single-shot situations, the separate outcomes can be combined to give an exact value for the interruption. In more general settings, the closeness of the approximation to the optimal solution depends on the structure of the problem. The paper describes domain specific heuristic functions that improve the efficiency of the approximation further for a specific application.

1. INTRODUCTION

Effective collaborations require a range of communications among team members. This paper investigates one particular, important class of communication, interruptions. Interruptions are typically required for collaborative efforts when one agent on a team has information that will assist another agent in performing some subtask or will provide information that will enable the other agent to improve the performance of the group activity. The need to get information from another agent arises in mixed human-computer teams as well as in homogeneous computer-agent environments. For example, a (human) driver may see changes in weather conditions that affect route selection as they occur, while an automated navigation system without sensors does not. This information may be important for the navigation system in choosing the best route. However, interruptions are by their very nature disruptive. The extent to which they disrupt depends on what the person or agent being interrupted is doing when the interruption occurs. Thus, it is crucial to time interruptions appropriately. To do so requires accurately estimating the costs and benefits associated with an interruption [10, 3].

This paper reports research that contributes to methods for timing and managing interruptions appropriately in environments such as disaster rescue situations in which agents are distributed, conditions may be rapidly changing, actions occur at a fast pace, and decisions must be made within tightly constrained time frames. In contrast to work on timing interruptions in office or computer workstation settings, the approach to interruptions in such “fast-paced environments” must take into account the high levels of uncertainty and the limited resources (especially time) of the participants. In such settings, an accurate estimation of the usefulness of an interruption is especially crucial. Otherwise, the party being interrupted may refuse to respond, treating the interruption as an unnecessary disturbance so that it has no positive benefit.

The particular problem on which this paper focuses is the evaluation of the costs and benefits associated with an interruption. Prior work on interruption management [9, 4] has focused on the cost of interrupting a person either initially or repeatedly. Prior work on adjustable autonomy [15] has focused on determining when a system does not know enough and should transfer control to a person (i.e., the joint activity will benefit from its doing so). The model described in this paper takes into account the costs and benefits to two parties working together; it considers simultaneously the utility for both person and agent in a human-computer collaboration. Either costs or benefits or both may accrue to the person or for the system, and the overall usefulness of an interruption requires appropriately combining information from these two different perspectives.

The paper presents a decision making model for interruption management based on the Decentralized MDP (Dec-MDP) formalism, but addressing the problem of the complexity of Dec-MDP models which are NEXP-complete [1]. We propose a novel approximate model for interruption management that decouples multi-agent decision making problems into a pair of single agent problems. This approximation method replaces the Dec-POMDP with an MDP for one participant and a POMDP for the other participant, thus reflecting the different information available to the two parties. The elimination of the multi-agent decision mak-
ing overhead reduces the complexity of the solution from doubly exponential to exponential. A further reduction in complexity to close to polynomial is shown to be possible by combining POMDP solution techniques with domain specific heuristic functions.

The research we describe uses Colored Trails (CT), a game infrastructure that provides a clear analogue to goals, tasks, resources and the interactions among them, but abstracts from application domain specifics [8]. CT’s abstraction away from complicated underlying domains, enables investigations to focus on decision-making strategies, rather than specifying and reasoning about individual domain complexities. Prior uses of CT as a research test-bed for analyzing decision-making in multi-agent contexts [8, 5] have shown it engages people in playing both with other people and with computer agents. We designed a particular CT-game environment which provides a conceptually simple analogue of interruption-scenarios in fast-paced domains with uncertainties and partial information. It contributes to research on interruption management by enabling the calculation of the expected combined (person and agent) “theoretical” value of an interruption, which provides an upper bound on the actual value of the interruption. In the calculation of the theoretical interruption outcome, the player corresponding to the person is assumed to be fully rational, computationally unbounded and to act like an agent in a two agent collaboration. This calculation is intended to be used as a baseline with which to compare actual human decision-making in empirical studies of human-computer play of the CT interruption game. Such comparisons provide a basis for determining the kinds of biases people exhibit in such settings (i.e., the extent to which their decisions deviate from that dictated by the optimal calculation). An understanding of these biases will provide the basis for the design of systems able to predict more accurately a person’s tendency to accept or reject an interruption in a particular context. The paper also contributes to multi-agent decision making research by defining a novel method for decomposing computationally expensive DecPOMDPs into more tractable individual MDPs and POMDPs. This approximation method can be applied to any DecPOMDP that has a joint reward function decomposable to individual reward functions with nearly-decomposable transition function and action sets.

The next section of this paper introduces the CT-game environment which we use to investigate the problem of timing interruptions. Section 3 describes a decentralized MDP model for the interruption problem, which forms the basis for defining the approximation method. Section 4 describes the approximation method, which decouples multi-agent interruption decision problem to individual models. The paper concludes with a survey of related work and discussion.

2. THE CT INTERRUPTION GAME

To investigate the interruption management problem, we developed a team game of two players in which one of the players has information that will help the other player to perform a task. In this game, the player that lacks information has incentive to ask for it and the player that has the information has a reason to provide it, because interruptions are beneficial for the team’s work. The game is a board game, developed using the Colored Trails (CT) infrastructure, played by a person and a computer agent.

The CT game board is divided into cells, and both players and their goals are located on cells of the game board. The players move one square at a time towards their goal squares. Players reach their goals when they move to a square on which their goals are located. CT’s scoring function defines the overall objective of the players. It may be set so that, the players are purely self-interested (if players’ points only depend on their own performance), or have a social good component. The score is determined by the number of goals reached by the players but other factors can be included into the scoring function.

The CT “interruption game” designed for this research involves two players, one controlled by a computer agent and the other by a person, and individual goals for each of the players. The dynamically changing nature of the real world is modeled by having the goals move stochastically with a probability determined by a Gaussian function with the center at the current position of the player’s goal (see Figure 1). The Gaussian function restricts the goal movement; the goal cannot move closer to the player.

As part of the game setting, the person has complete information whereas the computer agent is unaware of the current position of its goal except in the initial position. The agent’s information about its goal diminishes over time, and its success in reaching its goal depends on getting information from the person. Thus, interruptions initiated by the agent are critical determinants of the result of the game. In the CT interruption game, the cost of interruption is set to losing the opportunity to move for one game turn. If an interruption is established, neither player is allowed to move for one game round. Analogously to interruption decisions, at the beginning of each turn, the agent decides whether to continue to move or to interrupt the person to get information but with the cost of losing the opportunity to move. The person is free to accept or reject an interruption request. If the person rejects the interruption request, the players continue their individual play, otherwise an interruption is established, the agent receives the current position of its goal and both players remain in their current locations. Thus to make an interruption decision, the agent should consider the tradeoff between making progress on its current task and suspending the current task to ask for or provide information.

When a goal is reached by a player, this player and her/its
goal are randomly relocated on the board starting another round of play. The game continues until a fixed number of turns are played. The quicker the players reach their goals, the more chance they have to reach additional goals and increase their score.

The CT interruption game gives players an incentive to collaborate by defining a common scoring function $S$, given below, where $s$ is the points awarded for getting to a goal, $h_k$ is number of turns it takes for the player to get to the goal $k$, and the sum is over all goals that have been reached by player $i$ where $A$ indicates agent, $P$ indicates person.

$$S = S_A + S_P \quad \text{and} \quad S_i = \sum_k (s - h_k)$$

The objective of the players is to maximize the shared scoring function $S$. In this setting, the agent has an incentive to request interruptions from the person for learning its goal position. The person has an incentive to accept the interruption requests as her success depends on the success of the agent since they share a common scoring function.

3. DEC-POMDP FORMALIZATION OF THE INTERRUPTION PROBLEM

The overarching goal of this research is to provide an accurate estimate of the value of an interruption at a particular time in a human-computer collaborative activity. Ideally, the agent would initiate an interaction with the person only when the interaction has positive value for the person. However, in many situations a person’s estimate of the value of an interruption may not match a fully rational computational estimate. Such mismatches may lead the person to refuse to respond to an interruption, thus further decreasing task performance. We are addressing this problem in two phases. First, we obtain a baseline of the “theoretical” value of an interruption, assuming the person to be fully rational and without any computational-resource limitations. We then use this baseline to enable empirical investigations of actual human behavior in modeled human-computer collaborative settings, and adapt the computer agent model based on these empirical results. This paper addresses the first phase, and this section presents a computational model that accurately captures the theoretical baseline of interruption values for the CT interruption game. Although we are calculating the fully rational, theoretical baseline, for clarity of presentation we continue to refer to the agent or player with complete information as “the person agent”.

Although an interruption is an action taken by an agent with partial information, this action affects both agents’ states, and consequently both reward functions. Thus, to compute the value of an interruption, its effect on both the person’s (agent with full information) and the computer agent’s (agent with partial information) individual performance must be taken into account. It is the aggregate of these two effects that determines the interruption’s value. It is notable that from an individual perspective, the performance of the individual being interrupted (i.e., the person) always decreases, while the performance of the individual making the interruption (i.e., the computer agent) may either increase or decrease. The challenge for the interrupter is to accurately identify situations in which the overall expected benefit to the team of the interruption is positive.

This section describes a Dec-MDP model for interruption decision making. We use a Dec-MDP model to derive policies that maximize the joint reward function, because of the uncertainty in the way state changes and the fact that the interruption action affects both players. Finding optimal solutions to the Dec-MDP problems has been proven to be NEXP-complete [1], and the complexity of finding an optimal solution to the Dec-MDP described in this section is doubly exponential in the number of players and the time horizon $H$. Although the optimal solution is infeasible even for moderately sized problems, this Dec-MDP provides the right theoretical baseline against which to compare the approximate model we define in Section 4.

The Dec-MDP model for interruption decision making in the CT interruption game uses the following terms: $B$ is the set of board positions; $|B|$ is the size of the game board; $p_{fv}, g_{fv}, p_{g}, g_{g} \in B$, are the positions of the person, person’s goal, the agent, and the agent’s goal respectively; $b$ is the belief state of the agent about its goal position; for $c \in B$, $b(c)$ is the probability of agent’s goal being on square $c$; $H$ is the horizon of the game; $a_{A} \in A_{A}$ is an action for the agent, where $A_{A} = \{\text{up, left, right, down, interrupt}\}$ is the set of actions for the agent; $a_{P} \in A_{P}$ is an action for the person, where $A_{P} = \{\text{up, left, right, down, accept(interrupt)}\}$ is the set of actions for the person; $s$ is the reward associated with catching the goal; $s^{b}$ is the state at time $h$; $P_{M}(g', p, g)$ is the probability of a goal move from position $g$ to position $g'$ when the player is in position $p$. Dec-MDP also requires a state estimator function for updating the belief state. The state estimator (SE) function updates the belief state $b$ of the agent to $b'$ given agent position $p$, where $\forall c \in B$, $b'(c') = \sum_{c} b(c) \times P_{M}(c', p, c)$.

Our Dec-POMDP is modeled by the tuple $< I, S, A, I, T, \Omega, O, R, H >$ where $I$ is the finite set of players, $I = \{\text{Person, Agent}\}$; $S$ is set of world states, represented as a cross product of $p_{fv}, g_{fv}, p_{g}, g_{g}$ and $b$; $A$ is the set of actions, $A = \{a_{P}, a_{A}\}$; $\Omega$ is the set of observations where $\Omega = \{O\}$; the observation probability function is undefined; $T : S \times A \times S \rightarrow [0, 1]$ is the state transition function. State transition probability is basically the multiplication of move probabilities of player’s goals to the squares given in the next state description, except where the agent or the player or both reach their goals. In those cases, uniform distribution probability is used instead of move probability for the player that catches her goal.

The reward function $R : S \times A \rightarrow \mathbb{R}$ is defined as,

$$R(s^{b}, A) = \begin{cases} (s - h) + b(p_{A}) \times (s - h) & \text{if } pr + ap = gp \\ b(p_{A}) \times (s - h) & \text{otherwise} \end{cases}$$

4. APPROXIMATING THE OPTIMAL POLICY

In this section, we describe an efficient way of approximating the joint decision making for the interruption game with individual MDP solutions. The approximation decouples nearly-decomposable Dec-MDP models into individual decision-making constituents in such a way that the combination of the results of the two models gives an accurate estimation of the collaborative outcome. This approximation reduces the complexity of decision making in such models to the complexity of solving the individual constituent MDPs.

We describe the use of this approximation to estimate the outcome of interruption provided individual decision making models in CT interruption game in Section 4.1. Decision making models for the agent and person perspectives are presented in Sections 4.2 and 4.3 respectively. In Section 4.4,
using the presented by agent position. The state of the model of the agent's perspective is represented by the current agent's goal position belief state when the interruption is established and the EU when no interruption is established.

\[ EOI = EU^I - EU^{NI} \]

where \( EU^I \) indicates the expected utility of interruption, and \( EU^{NI} \) indicates the expected utility of no interruption. An interruption is beneficial when EOI is positive.

Having two different players leads to two different perspectives on the interruption outcome; \( EOI_P \) is the person's perception of interruption outcome which we will refer to as “person’s perspective”, \( EOI_A \) is the agent’s perception of interruption outcome which we call “agent’s perspective”. With decoupling, EOI is approximated by combining the value of interruption for individual perspectives of the person (P) and the agent (A).

\[ EOI = EOI_P + EOI_A \]

The EOI of a single player is the difference in expected values of two possible states, one in which an interruption is established and the other in which it is not.

\[ EOI_P = EU^I_P - EU^{NI}_P \] and \( EOI_A = EU^I_A - EU^{NI}_A \)

The expected values for individual states are provided by the decision making models for the person (P) and the agent (A) which are given in Sections 4.2 and 4.3. A state of the model of the person’s perspective is represented by the current person position \( p \), person’s goal position \( g \) and current turn number \( h \). \( Pr(g', p, g) \) is the probability of a goal move from position \( g \) to \( g' \) with player position \( p \). \( B \) is the set of all board positions.

\[ EU^I_P = EU_P(p, g, h) \]

\[ EU^I_A = EU_A(p, g', h + 1) \]

The state of the model of the agent’s perspective is represented by agent position \( p \), agent’s goal position belief state \( b \), and current turn \( h \). After each turn, \( b \) is updated to \( b' \) using the \( StateEstimator(SE) \) function given in Section 3.

\[ EU^I_A = EU_A(p, b, h) \] and \( EU^I_B = EU_A(p, b', h + 1) \)

For any given world state, our algorithm approximates EOI, the overall expected benefit of interrupting the person. If EOI is estimated to be beneficial, an interruption is established between the person and the agent; otherwise both players follow their individual optimal policy. The resulting policy is a complete description of the agent and person actions. The policy is optimal for players' individual actions, but suboptimal for the timing of interruptions. This approximation reduces the complexity of the multi-agent decision making process to that of two separate single agent decision making processes.

### 4.2 Individual Decision Making Model for the Person Perspective

The person’s perspective is fully observable and is modeled as a Markov Decision Process (MDP). The terms used for the person perspective MDP formalization are as follows: \( B \) is the set of board positions; \( |B| \) is the size of the game board; \( p \in B, g \in B \) are the positions of the person and her goal respectively; \( H \) is the horizon of the game; \( a \in A \) is an action where \( A = \{up, left, right, down\} \) is the set of actions; \( s \) is the reward associated with reaching the goal; \( P_M(g', p, g) \) is the probability of a goal move from position \( g \) to position \( g' \) when the person is in position \( p \); \( S^b \) is the state at time \( h \).

MDP that represents the person perspective is the tuple \( < S, A, T, R > \) where \( S \) is the set of states, expressed as a cross product of \( p \) and \( g \); \( A \) is the finite set of allowed actions for the person; \( T : S \times A \times S \rightarrow [0, 1] \), the state transition function is defined as,

\[ Pr(S^{h+1} = [p', g', h + 1]|S^h = [p, g, h], a) = T(S^{h+1}, a, S^b) \]

\[ T(S^{h+1}, a, S^b) = \begin{cases} P_M(g', p', g) & \text{if } p + a = p' \text{ and } p + a \neq g \\ 0 & \text{otherwise} \end{cases} \]

\[ R : S \times A \rightarrow R \], the reward function is defined as,

\[ R(S^h, a) = \begin{cases} s - h & \text{if } p + a = g \\ 0 & \text{otherwise} \end{cases} \]

The value function for optimal policy calculation is:

\[ V^π(S^h) = max_a[R(S^h, a) + \sum_{S^{h+1}} T(S^{h+1}, a, S^b) \times V^π(S^{h+1})] \]

MDPs can be solved in the number of arithmetic operations polynomial to the size of the state space, number of actions and the number of bits required to represent the transition function and the reward function [11]. We use ExpectiMax solution algorithm, because it is sufficiently efficient, simple to implement and easy to adopt to solve NOMDP models.

\[ V^π \] is the value function that maximizes the utility of the person’s perspective.

\[ V^π([p, g, h]) = max_a[R([p, g, h], a) + \sum_{c \in B} T([p + a, c, h + 1], a, [p, g, h]) \times V^π([p + a, c, h + 1])] \]

where \( S^b = [p, g, h] \). ExpectiMax algorithm constructs a decision tree that computes the value function \( V^π \). Starting from an initial state, ExpectiMax branches into two levels, one branch over the four possible actions, and the other over the \(|B|\) possible positions to which the goal can move. The expected outcome is calculated by taking the weighted average of the outcome of each branch with its branching probability. The size of the decision tree is \(|B|^2 \times |A|^H\) which is exponential in the length of the horizon. With memoization, the number of nodes visited by the complete policy search is bounded by \(|B|^2 \times |H|\) and the solution becomes practical.
4.3 Individual Decision Making for the Agent Perspective

Agent decision making is modeled with a No Observation Markov Decision Process (NOMDP) because the interaction component is excluded from the individual model.

The terms used for the agent perspective NOMDP formalization are as follows: \( B \) is the set of board positions; \( |B| \) is the size of the game board; \( p \in B \) is the position of the agent; \( b \) is the belief state of the agent about its goal position: for \( c \in B \), \( b(c) \) is the probability of agent’s goal being on square \( c \); \( H \) is the horizon of the game; \( a \in A \) is an action, where \( A = \{ \text{up, left, right, down} \} \) is the set of actions; \( s \) is the reward associated with catching the goal; \( S^h \) is the state at time \( h \). The state estimator (SE) function updates the belief state \( b \) to \( b' \) given agent position \( p \), where \( \forall c' \in B \), \( b'(c') = \sum_{c \in B} b(c) \times P_a(c', p, c) \).

The NOMDP that represent the agent perspective is the tuple \( \langle S, A, T, R \rangle \) where \( S \) is the set of states, expressed as a cross product of \( p \) and \( b \), \( A \) is the finite set of allowed actions for the agent, \( T : S \times A \times S \rightarrow [0, 1] \) state transition function is defined as:

\[
P_T(S^{h+1} = [p', b', h + 1]|S^h = [p, b, h], a) = T(S^{h+1}, a, S^h)
\]

\[
T(S^{h+1}, a, S^h) = \begin{cases} 
1 & \text{if } p + a = p' \text{ and } \text{SE}(p', b) = b' \\
0 & \text{otherwise}
\end{cases}
\]

\[
R : S \times A \rightarrow R \text{ the reward function is defined as,}
\]

\[
R(S^h, a) = b(p) \times (s - h)
\]

The value function for optimal policy calculation is:

\[
V^\Pi(s) = \max_a R(S^h, a) + \sum_{S'^{h+1} \in S} T(S'^{h+1}, a, S^h)V^\Pi(S'^{h+1})
\]

The set of initial states is the finite combination of agent positions and goals. An infinite number of state possibilities exist, because the belief distribution is incorporated into the state space, however only small regions of the state space are reachable from the finite set of initial positions. In order to eliminate the unreachable states and only consider those that are reachable, we customize the well-known Expectimax algorithm, which is a version of Value Iteration that focuses on reachable states [13].

\[ V^\Pi \] is the value function that maximizes the utility of the agent’s perspective.

\[
V^\Pi([p, b, h]) = \max_a[R([p, b, h], a) + (1 - b(p)) \times V^\Pi([p + a, SU(p + a, b), h + 1])]
\]

where \( S^h = [p, b, h] \). Starting from an initial state, a policy tree is constructed that maximizes the value function \( V^\Pi \).

At each level, the tree selects an agent action that maximizes the value function and the agent’s belief state is updated by the Special Update (SU) function (See Appendix 2 for the SU function). The branching continues until the horizon is reached. Even with dynamic programming, the complexity of the complete search is exponential in the length of the horizon, \( (|A| \times |B|)^H \).

To overcome this complexity, we define a domain specific heuristic to cut down the search space. A basic heuristic for the CT interruption game is selecting actions that take the agent closer to its goal. To have a more efficient policy search algorithm, this heuristic is integrated into the complete search algorithm. While constructing a policy tree, only actions that take the agent closer to its goal are included in the search.

Figure 2 compares the running times of exact and heuristic-approximate NOMDP search algorithms. By pruning moves that are estimated to be unbeneficial, the branching factor becomes either 1 or 2 for each node of the decision tree. For the CT interruption game where \( |A| = 4 \) and complexity of the exact search is \( (4 \times |B|)^H \), the best case complexity of the heuristic-approximate NOMDP search algorithm is \( H \times |B| \).

![Figure 2: Comparison of exact algorithm and heuristic-approximate algorithm running times](image)

The optimality of the heuristic-approximate policy search algorithm depends on the characteristics of the setting. Experiments on a CT Interruption game with moderate uncertainty (0.5 goal movement probability, 1.0 Gaussian variance (see Appendix 2 for the goal movement calculation)) shows that in 3% of the states, the best action assignment differs for the approximate-heuristic and exact policies. In such states, an action that takes the agent away from its goal is preferred, as this action limits its goal’s movement and helps the agent to reach its goal faster. If the environment is certain, the heuristic-approximate algorithm is equivalent to the exact solution. When uncertainty is high in the environment, it is possible that this simple heuristic becomes insufficient and diverges from optimality. In this case, more sophisticated heuristics can be introduced to achieve better accuracy.

For our experiments, we used a heuristic that was specific for the CT interruption game. Heuristics that are suitable to the properties of the model should be explored to generalize the heuristic search approach to different settings. If such heuristics exist for the given setting, combining them with policy search methods is promising to significantly increase the efficiency of the solution.

4.4 Analysis of the Approximation Method

Previous sections have described how decoupling a single decentralized decision making model into individual models provides efficiency gains in the CT interruption game setting. This approximation method can be further generalized to collaborative decentralized decision making problems that are nearly decomposable to individual models. The necessary conditions for applying the decoupled approximation techniques are having a joint reward function that can completely decompose into individual rewards and a joint transition function. This section describes a generalization
of our approximate approach to general problems that satisfy this set of conditions.

In a general fully collaborative setting, there exists a set of agents $I = \{I_1, \ldots, I_n\}$ which share a common reward function $R$ that is a combination of individual reward functions $R_1, \ldots, R_n$:

$$R(R_1, \ldots, R_n) \rightarrow \mathbb{R}$$

The agents have a single joint action $JA$ to be taken when all $n$ agents agree on doing $JA$ and a set of individual actions. When agents do not agree on taking action $JA$, the agents act individually. The individual decision making model of agent $i$ selects the best individual actions $a_i$ for the current state $S_i$. The estimated outcome of agent $i$ for taking $JA$ is calculated using two possible next states $S_{i,JA}^T$ and $S_{i,JA}^{NJA}$ of agent $i$, which are explored by feeding the joint transition function $T$ with $S_i$ and $JA$. $S_{i,JA}^T = T(S_i, JA)$ is the next state of agent $i$ after taking $JA$. $S_{i,JA}^{NJA} = T(S_i, a_i)$ is the next state of agent $i$ after taking individual best action $a_i$ ($NJA$ refers to “No Joint Action”).

From the individual decision making model of agent $i$, two expected utility values are extracted; $EU_i(S_{i,JA}^T)$ which is the expected utility of agent $i$ at state $S_{i,JA}^T$, $EU_i(S_{i,JA}^{NJA})$ which is the expected utility of agent $i$ at state $S_{i,JA}^{NJA}$. The expected outcome (EO) of taking joint action $JA$ is calculated as:

$$EO_{JA} = R(EU_1(S_{1,JA}^T), \ldots, EU_n(S_{n,JA}^T)) - R(EU_1(S_{1,JA}^{NJA}), \ldots, EU_n(S_{n,JA}^{NJA}))$$

For any time step $t$, $EO_{JA}$ is calculated for the current world state. $JA$ is taken when $EO_{JA}$ is positive. Otherwise individual optimal policies are followed.

The approach given above has two assumptions. It is assumed that the model has a single joint action and the deterministic transition function maps a given state to a single next state given action $JA$. Both of these assumptions can be relaxed. Given multiple joint actions $JA_1, \ldots, JA_K$, EO values are estimated for every $JA_i$. Among positive $EO_{JA_i}$ values, the joint action with highest $EO_{JA_i}$ is selected as the next action. If the joint transition function maps a current state $S$ and joint action $JA$ to a set of next states $S_{i,JA}^{T+j}$, $EO_{JA}$ is calculated as the weighted sum of $S_{i,JA}^{T+j}$ with corresponding transition probabilities.

As a result of the high complexity of constructing the optimal joint policy, we cannot provide an empirical comparison of the approximate policy with the optimal policy. However, observations of the agent player’s interruption decisions during empirical studies using the CT interruption game, suggest the policy generated by the approximate method leads to good decisions. The agent appears to interrupt only when its goal has moved significantly. This behavior results from the approximate method embodying individual policies for the agent which are optimal, and interruption decisions that consider the effect of an interruption for both players. The person is only interrupted if the expected value of the interruption is larger than the expected value of acting individually. The method also takes into account the near decomposability of the problem and the additive structure of the reward function.

In calculating an expected value of a given world state with the decentralized MDP model in CT interruption game, Dec-MDP uses look ahead and includes the effect of future interactions in the utility calculation. The optimal joint policy may schedule multiple interruptions to maximize the joint reward. In contrast, our approximation method only includes the immediate effect of the interruption in the expected outcome calculation by ignoring the future possibilities of interaction. This is one reason why the joint policy constructed by our approximate method is sub-optimal. On the other hand, for single-shot games, where the agent is allowed to interrupt only once, the value for interaction is the same between the optimal policy and the approximate policy. If joint actions are always beneficial for the collaborative benefit, then the policy generated by the approximate algorithm is optimal because in this case the optimal joint policy is just the combination of optimal individual policies. The approximation method is expected to diverge from the optimal policy as the number of joint actions increases.

In many human-computer interaction settings, the interaction frequency is much lower than the frequency of individual actions taken by the computer agent and the person. In such settings, having optimal policies for individual actions and sub-optimal timing for the joint actions may be preferred for avoiding the significant overhead of solving the decentralized decision model. Therefore, we believe that this approximation may be useful for many human-computer interaction settings.

Our future work focuses on investigating the effect of interaction frequency on the optimality of approximate policy. We know that the approximate policy is optimal if there is no interaction and wish to determine the accuracy of our approximate algorithm as it is modified to produce multiple interruptions.

5. RELATED WORK

Optimally solving Dec-MDP models is known to be NEXP [1], making it necessary for us to investigate an efficient approximation to Dec-MDP solutions in the CT interruption setting. Several approximate solution methods have been investigated in prior work that also aimed to overcome the complexity barrier. This section briefly compares our approach to these alternatives.

Joint Equilibrium based Search for Policies (JESP) use dynamic programming to reach local optima [12], and its worst case complexity is greater than what we achieve with our approach. Several proposals rely on problem specific heuristics [14, 16]. Such problem specific heuristics do not address the general human-computer interaction settings considered in this paper. Xuan et al. introduces multiple heuristic functions to make communication decisions. Their hybrid heuristic is similar to our Expected Outcome of Interruption calculation [16]. It compares the information gain with the communication cost to decide whether to communicate, but the introduction of their idea is primarily to give details of such calculation. Our work can be considered as an extension that investigates the applicability of this approach in more detail. Beynier et al. is interested in more general settings in which time and resource constraints exist between multiple decentralized collaborative agents [2]. Similar to our approach, their work estimates the optimal joint policy by creating individual optimal policies for agents. Their work focuses on scheduling individual tasks by considering time and resource constraints. They don’t consider the problem of estimating the value of joint actions. In future work, we hope to combine our EOI calculation with this algorithm to find new ways to better e-
estimate the value of interruption.

The multi-agent decision making literature presents a variety of models that consider communication as a component of decision making. Decentralized Partially Observable Markov Decision Process (Dec-POMDP) is an extension of the Dec-MDP framework that has a distinct component for deciding when and how to communicate. Finding optimal solutions to Dec-POMDP-Com models is as hard as optimally solving Dec-MDP models. For our problem, Dec-MDP-Com does not provide a more powerful representation than Dec-MDP models. Having an individual communication component as Dec-POMDP-Com models do, is not compatible with the interruption management problem, because it is necessary to incorporate interruption into the general decision making to investigate the trade off between acting individually and initiating interruptions.

A more general framework that covers cases in which agents may have different models is the Interactive Partially Observable Markov Decision Process (I-POMDP). I-POMDP allows defining individual reward functions for agents and therefore representing their preferences. We will investigate I-POMDPs in future work, after collecting data for human behavior in CT interruption game.

6. CONCLUSION

Accurately calculating the expected costs and utilities of interruptions, taking into account the perspectives of both the interrupter and the party being interrupted, is important for effective interruption management. This paper investigates the estimation of interruption outcomes for two-party, collaborative human-computer activities in environments in which conditions may be rapidly changing, actions occur at a fast pace, and decisions must be made within tightly constrained time frames. This estimation problem is a new, interesting area of application for Dec-MDP methods. The paper presents a novel approximation approach which decouples computationally expensive Dec-MDPs into multiple individual MDP models and then recombines the interruption output of the models to provide an estimate of the multi-perspective, collaborative value of an interruption. This approximation technique can be generalized to Dec-MDPs that have completely decomposable joint reward functions and nearly decomposable transition functions and action sets. The approach provides significant efficiency gains when compared with the complexity of finding optimal solutions. In future work, we plan to compare the results of this approach empirically to exact methods and to other approximate solution methods to provide a detailed optimality and efficient analysis.
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APPENDIX 1: Creating Compact State Space

The set of configurations of our game framework is the combination of possible board positions of agent, person, and their individual goals. Using the symmetric geometry of our game board significantly reduces the search space to be considered to construct a complete policy.

Figure 3: 4 symmetries divide game board into 8 symmetric pieces.

Table 1: Symmetry transformations that maps given regions into region 1

<table>
<thead>
<tr>
<th>Region</th>
<th>Transformations</th>
<th>Region</th>
<th>Transformations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>5</td>
<td>H, V</td>
</tr>
<tr>
<td>2</td>
<td>D2</td>
<td>6</td>
<td>D1, D2</td>
</tr>
<tr>
<td>3</td>
<td>H, D1</td>
<td>7</td>
<td>H, D2</td>
</tr>
<tr>
<td>4</td>
<td>V</td>
<td>8</td>
<td>H</td>
</tr>
</tbody>
</table>

APPENDIX 2: CT Interruption Game Specific Functions

We present three CT interruption game specific functions that are used in Section 3 and Section 4 to update the belief state of the agent.

SpecialUpdate (SU) function is a special state estimator function that performs a game specific update on the belief.
Algorithm 1 GaussianTable: Constructs a probability table that holds probability of goal’s movement from initial position g to each board position

Require: Updated player position p', goal position g, gaussian variance \( \tau \)
Ensure: Corresponding Gaussian Table GT
for each cell \( c \in B \) do
   if distance\((c,c')<\)distance\((g,g')\) then
      set \( Table(c) = 0 \)
   else
      \[ \frac{-distance(c, g)}{\tau^2} \]
      set \( Table(c)=e^{-\frac{-distance(c, g)}{\tau^2}} \)
   end if
end for
normalize GT
return GT

Algorithm 2 \( P_M \): Calculating goal’s movement probability to a given cell

Require: Updated goal position g', updated player position p', current goal position g
Ensure: Probability of goal g moving to position g'

\( GT = \text{GaussianTable}(p', g) \)
return Table\((g')\)

state before branching the policy tree to the next time steps (see Section 4.3 for more information). Given that \( p_A \) is the current position of the agent, branching to the next time step without reaching to the goal indicates that the goal is not located on position \( p_A \). \( b \) is updated accordingly by setting \( b(p_A) \) to 0. Next, \( b \) is normalized in a way that the distribution sums to 1, and it is updated with the state estimator function (see Section 4.3 for SE function).

Algorithm 3 SpecialUpdate (SU): Special Update to given Belief State

Require: Player position \( p \), belief state \( b \)
Ensure: Updated belief state \( b' \)
set \( b(p)=0 \)
normalize \( b \)
\( b'=\text{SE}(p, b) \)
return \( b' \)
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