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Abstract

We present a new, high-speed technique to track the three-dimensional translation and rotation of non-spherical colloidal particles. We capture digital holograms of micrometer-scale silica rods and sub-micrometer-scale Janus particles freely diffusing in water, and then fit numerical scattering models based on the discrete dipole approximation to the measured holograms. This inverse-scattering approach allows us to extract the position and orientation of the particles as a function of time, along with static parameters including the size, shape, and refractive index. The best-fit sizes and refractive indices of both particles agree well with expected values. The technique is able to track the center of mass of the rod to a precision of 35 nm and its orientation to a precision of 1.5°, comparable to or better than the precision of other 3D diffusion measurements on non-spherical particles. Furthermore, the measured translational and rotational diffusion coefficients for the silica rods agree with hydrodynamic predictions for a spherocylinder to within 0.3%. We also show that although the Janus particles have only weak optical asymmetry, the technique can track their 2D translation and azimuthal rotation over a depth of field of several micrometers, yielding independent measurements of the effective hydrodynamic radius that agree to within 0.2%. The internal and external consistency of these measurements validate the technique. Because the discrete dipole approximation can model scattering from arbitrarily shaped particles, our technique could be used in a range of applications, including particle tracking, microrheology, and fundamental studies of colloidal self-assembly or microbial motion.
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1. Introduction

Measurements of the dynamics of colloidal particles are key to understanding the mechanisms of colloidal aggregation [1] and self-assembly [2]. Microscopic measurements of the diffusion of individual particles can furthermore be used to infer interactions between particles [3] as well as the local rheological properties of the medium in which the particles are suspended [4]. Most microscopic measurements are constrained to two dimensions because of the limited depth of field of wide-field microscopy [5]. Confocal microscopy can be used to capture three-dimensional (3D) dynamics of spherical and non-spherical particles [6, 7], but the time required to scan the beam through a 3D sample limits these measurements to large particles or particles in a viscous fluid.

Holographic microscopy is an alternative technique that can in principle capture 3D colloidal dynamics with acquisition times orders of magnitude smaller than those of confocal microscopy. In a holographic microscope, light from a coherent source scatters from the sample and interferes with a reference wave—which can simply be the transmitted, undiffracted beam. The interference pattern, or hologram, contains phase information about the scattered wave and can be used to determine the 3D position of the particle. Because holograms can be captured as fast as a camera allows and then processed offline, the technique can be used to probe millisecond or even microsecond dynamics. The 3D information is typically recovered through optical or numerical reconstruction [8]. Cheong and co-workers [9] used this method to track the 3D translation and rotation of a high-aspect-ratio (1:25) copper oxide nanoparticle through numerical reconstruction and a skeletonization procedure. However, for wavelength-scale particles the precision of reconstructions is limited owing to distortions in the reconstructed volume [10, 11].

We demonstrate a precise way to measure the dynamics of wavelength-scale, non-spherical colloidal particles from holographic measurements. Our approach, which uses an inverse-scattering analysis rather than reconstruction, follows the work of Lee and coworkers [12], who showed that fitting a Lorenz-Mie scattering solution to a measured hologram yields nanometer-scale-precision measurements of the positions of spherical particles. Researchers from our group, including Fung and coworkers [13, 14] and Perry and coworkers [15] later showed that the translational, rotational, vibrational, and nonequilibrium dynamics of several interacting wavelength-scale spheres could be measured with high precision by fitting...
Mackowski and Mishchenko’s T-matrix solution [16] to holograms of multiple colloidal particles. All of these measurements were limited to spheres, or collections of spheres, because the fitting technique requires a solution for the scattered field, and exact solutions are known for very few particle morphologies.

One can, however, perform approximate numerical scattering calculations for a wide variety of particles using the Discrete Dipole Approximation (DDA) of Purcell and Pennypacker [17]. We show that numerical scattering calculations using the DDA can be fit to holograms of non-spherical particles, allowing us to track 3D translational and rotational dynamics at high precision, even for particles with subtle asymmetries. We use these measurements to determine translational and rotational diffusion coefficients and show that the measured values agree well with theoretical calculations, validating the technique. Although DDA calculations are orders of magnitude slower than calculations of exact scattering solutions, parallelization of the scattering calculations and the fitting algorithm can significantly reduce the analysis time.

2. Experimental Methods

We use two types of anisotropic particles in this study: silica rods and polystyrene/TiO$_2$ Janus particles suspended in water (Figure 1). The silica rods are synthesized using a modified one-pot method recently reported by Kuijik and coworkers [18, 19]. In the initial growth step, we make silica rods with a length (L) of 1.45 ± 0.06 µm and diameter (D) of 0.29 ± 0.02 µm, which are then used as seeds in subsequent growth steps [20] to produce the final silica rods. The size of the rods, as determined by scanning electron microscopy (SEM), is 1.0 ± 0.2 µm (minor axis) by 2.0 ± 0.2 µm (major axis) (Figure 1a). We fabricate the Janus particles by depositing 50 nm of TiO$_2$ onto sulfate-terminated polystyrene (PS) particles (Invitrogen), as described in reference [21]. The polystyrene particle diameter, as determined by SEM, is 900 ± 100 nm (neglecting anomalously large particles). The TiO$_2$ cap covers approximately one hemisphere of the particle, as shown in Figure 1d.

For holographic imaging, we suspend the particles in deionized water at approximately 10$^{-3}$ volume fraction and place them in sample cells consisting of two No. 1 glass coverslips (VWR) separated and sealed by vacuum grease (Dow Corning). To validate the DDA method, we also image a 0.95-µm-radius polystyrene sphere (Invitrogen) diffusing in a 54% v/v glycerol solution.

![Figure 1: The non-spherical particles used in our experiments. Top row, silica rods; bottom row, Janus particles consisting of a polystyrene sphere coated with a 50-nm-thick layer of TiO$_2$. The orientation of both types of particles is defined by the orientation of the unit vector u and its projection onto the x – y plane, p. The z-axis coincides with the direction of the incident plane wave illumination. (a) Scanning electron micrograph of the rods. Scale bar is 1 µm. (b) The rod is modeled as a spherocylinder with semi-minor-axis length a and semi-major-axis length b. (c) Measured hologram of a single rod. (d) Scanning electron micrograph of the Janus particles. The dotted line outlines the TiO$_2$ cap. Scale bar is 300 nm. (e) The Janus particle is modeled as a plain polystyrene sphere with a hemispherical cap of TiO$_2$ (orange). A cross section perpendicular to the equator is also shown. (f) Measured hologram of a Janus particle, shown in false color to highlight asymmetry.](image-url)

![Figure 2: Schematic of our digital in-line holographic microscope. A series of lenses, including the condenser, shapes light from a 660 nm laser diode (Opnext HL6545MG) into a plane wave to illuminate the sample. An objective collects the transmitted light and light scattered from the sample, and a high-speed camera (Photon Focus) captures the hologram formed by the interference between scattered and transmitted waves.](image-url)

We capture holograms with a digital holographic microscope built on a Nikon (TE2000-E) inverted microscope, as shown in Figure 2 and described in detail in [13, 22]. When imaging the Janus particles we use a 100× oil-immersion objective (Nikon) with a high numerical aperture (1.40) that allows us to maximize detail in the holograms. When imaging the silica rods, which sediment rapidly owing to their density, we use a 60× water-immersion objective (Nikon), which has a lower numerical aperture (1.20) but a larger working distance that allows us to capture longer trajectories. To obtain true bulk-diffusion measurements, we retain data only from particles that remain at least 20 µm away from the sample cell boundaries throughout the trajectory.

In a typical experiment we use 50 mW of laser power and a 0.015 ms exposure time per camera frame for the 60× lens or 0.05 ms for the 100× lens. These exposure times are short enough to minimize blurring due to Brownian motion. We capture holograms with a Photon Focus MVD-1024E-160 camera at 100 frames per second, store them in RAM using a frame grabber (EPIX PIXCI E4), and then save to disk for further processing. For each trajectory we also record a background image from the same region of the sample cell before or after the particle is present to account for scattering and illumination defects in the optical train.
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3. Fitting holograms using the DDA

In contrast to holograms of spheres, holograms of non-spherical particles do not have azimuthal symmetry about the central maximum (see Figure 1c, f). The azimuthal asymmetry encodes information about the particle shape and orientation, while the radial spacing of the interference fringes encodes the particle position. To quantitatively extract this information, we fit a scattering model to the holograms.

In our fitting procedure, we compute holograms from a model, compare the computed holograms to experimentally recorded ones, and iterate until the model matches the data. To compute the hologram, we model the physical process of hologram formation: the interference of scattered and reference fields. In an inline hologram, the reference field is approximately equal to the incident field $\mathbf{E}_i$, as long as the density of scatterers is low. In our experiments, we work at low concentrations of particles, so that we can assume $\mathbf{E}_i$ is a constant plane wave. The observed intensity is therefore

$$I_{\text{hologram}} = |\mathbf{E}_o + \mathbf{E}_s|^2,$$

where $\mathbf{E}_s$ is the scattered field, which we must compute to simulate the hologram. Previous work [12, 13, 15, 22] used numerical implementations of the Lorenz-Mie solution or a multi-sphere superposition solution [16] to compute $\mathbf{E}_s$. However, these exact solutions are limited to spheres or collections of spheres. For the non-spherical particles used here, we must compute $\mathbf{E}_s$ approximately. We do this using the discrete dipole approximation, as implemented by the open-source scattering code ADDA [23].

To compute a hologram, we calculate the scattering angles for each pixel in the detector, then invoke ADDA to compute the scattering matrix of the voxelated particle at each scattering angle. We obtain the electric field $\mathbf{E}_i(i, j)$ at each pixel $(i, j)$ on the detector from the scattering matrices, angles, and distances. Finally, we numerically interfere the computed $\mathbf{E}_i(i, j)$ with $\mathbf{E}_o(i, j)$, a plane wave, to obtain the hologram. All of these steps are implemented in our open-source hologram processing code, HoloPy (http://manoharan.seas.harvard.edu/holopy/).

Once we have created a DDA scattering model for a particle, we use nonlinear minimization to fit the model to measured, background-divided, normalized holograms, thereby obtaining measurements of the positions, refractive index, and geometrical parameters of individual particles. Formally, we use the Levenberg-Marquardt algorithm to minimize the objective function

$$f(p) = \sum_{i,j} \left| \frac{I_{\text{measured}}(i, j) - I_{\text{computed}}(i, j; p)}{I_{\text{measured}}(i, j)} \right|^2 = \chi^2$$

where

$$I_{\text{measured}} = \frac{I_{\text{data}}}{I_{\text{background}}} - \frac{I_{\text{background}}}{I_{\text{data}}},$$

and $p$ is the set or a subset of the parameters used by the DDA model to calculate the scattering from the particle. The minimization typically requires several iterations to converge. We then use the fitted position and orientations obtained from a time-series of holograms to compute the diffusion coefficients.

Because the two types of particles have different geometries, we must use different sets of parameters to model them. We model the rod, which has rounded ends as shown in Figure 1a, as a dielectric spherocylinder with refractive index $n$, hemisphere radius $a$ (equal to the length of the semi-minor-axis), and semi-major-axis length $b$. The full set of parameters is

$$p_{\text{rod}} = \{r, n, a, b, \theta, \psi, \alpha\},$$

where $r$ is the center of mass position, $\theta$ and $\psi$ are Euler angles describing particle orientation (see Figure 1b), and $a$ is a normalization constant [12]. We model the Janus particle (Figure 1d) as a dielectric sphere with refractive index $n_{\text{PS}}$ and radius $a_{\text{Janus}}$ capped by a hemispherical dielectric shell with index $n_{\text{TiO}_2}$, and thickness $t$. Here the set of parameters is

$$p_{\text{Janus}} = \{r, n_{\text{PS}}, n_{\text{TiO}_2}, a_{\text{Janus}}, t, \theta, \psi, \alpha\},$$

where $r$ is the center of the sphere, $\theta$ and $\psi$ are the Euler angles shown in Figure 1e, and $a$ is again a normalization constant.

To assess the validity of the fits, we examine the coefficient of determination, $R^2$, which measures how much of the variation from the mean value of one hologram is captured in another:

$$R^2 = 1 - \frac{\sum_{i,j} |I(i, j) - \bar{I}|^2}{\sum_{i,j} |I(i, j) - \bar{I}|^2},$$

where $\bar{I}$ is the mean value of the normalized hologram. $R^2$ is a useful quantity because unlike $\chi^2$, which is sensitive to the amplitude of the hologram fringes, the $R^2$ values for good fits do
not vary markedly across experimental systems with different scattering cross sections [24]. We use $R^2$ to assess how well DDA reproduces the results of exact Lorenz-Mie calculations for holograms of spheres and to assess how well the holograms from our model match data from experiments.

Because DDA calculations take at least an order of magnitude longer than Lorenz-Mie calculations for scatterers of the same size, we aim to fit all the frames in parallel. This goal is complicated by convergence requirements. In practice, we have found that the minimization does not converge unless the initial guess for $\{p\}$ is close to the global minimum of the objective function. Therefore our usual procedure [13, 14] is to fit the frames sequentially: we use reconstruction to manually obtain an initial guess for the first frame of the trajectory and then use the best-fit result for each frame as the initial guess for the next. Here such a process would take too long. A DDA calculation takes on the order of 30 seconds on a single CPU; since about 200 such calculations are required for each minimization to converge, it would take 20 weeks to sequentially fit a 2000-frame trajectory. We therefore use the procedure described below and illustrated in Figure 4 to obtain the initial guesses for each frame and fit the frames in parallel:

1. **Select the most asymmetric region:** The particle orientation is primarily encoded in the rotational asymmetry of a hologram. We maximize sensitivity to the particle orientation by cropping the hologram to leave only the most asymmetric region, the first fringe or two around the central maximum. We use a Hough transform-based algorithm [25] to locate the center of the hologram. For our experiments the first fringe is located within a 140 × 140 pixel area.

2. **Find approximate position with a Lorenz-Mie fit:** We obtain an estimate of the particle’s position by approximating it as a sphere with parameters $\{p\} = \{R_{\text{Mie}}, n, \alpha_{\text{Mie}}, \alpha\}$ and fitting the Lorenz-Mie solution to the hologram. This fit is very fast (order of 10 seconds per frame) and although $\chi^2$ is large, $R_{\text{Mie}}$ provides a good initial guess for the position of the particle’s center.

3. **Make rotation library:** We use the DDA to calculate holograms of the non-spherical particle over a range of Euler angles $\theta$, $\psi$, assuming a center position $R_{\text{Mie}}$.

4. **Use library to guess angles:** We compare this library to the experimental hologram and determine the Euler angles $\theta$, $\psi$ that yield the highest $R^2$ value.

5. **Initial DDA fit:** We fit the DDA model to the measured hologram using the guess for $R_{\text{Mie}}$ from step 2, $\theta$, $\psi$ from step 4, bulk values for the index or indices, and an estimate of the geometrical parameters $a$ and $b$ or $\alpha_{\text{Mie}}$ and $t$ from SEM images. We allow all parameters to vary during the fit. In this step, we fit the first 500 frames of a trajectory, discard the fits that fail to converge, then calculate the average best-fit refractive indices and radii.

6. **Final DDA fit:** Because the particle’s physical properties should not change across a trajectory, we fix the refractive indices and radii to the average values from step 5 and fit the cropped holograms for an entire trajectory to obtain the position and orientation as a function of time.

This procedure removes the serial dependency between the frames in a time series, allowing us to send each frame in the initial (step 5) and final (step 6) DDA fits to an individual CPU on a computing cluster. However, removing the serial dependency potentially introduces artifacts in the trajectories of the particles, since the results from each frame are not used to constrain the results of the next. We must therefore detect and correct spurious fit results.

There are two kinds of errors. The first arises because the rod particles are symmetric, having two degenerate orientational unit vectors pointing in opposite directions. In a trajectory constructed from a series of parallel fits, the fitted orientational unit vector may therefore flip almost 180° between frames. Using the probability density function for rotational displacements described in reference [14] and an estimated rotational diffusion coefficient $D_{\text{est}} = 0.3 \text{ s}^{-1}$, we estimate that the probability of a 90° or greater change in angle between frames is zero, to within machine precision. Therefore we can correct artificial flips by examining pairs of frames in the trajectory and flipping the vector in the second frame by 180° if the angle changes by more than 90° between frames.

The second type of spurious fit result arises because the Levenberg-Marquardt algorithm is sensitive to noise. Depending on the initial guess, a fit can converge to a secondary minimum in which the orientational unit vector $\mathbf{u}$ points in a direction mirrored about the x-y plane from that of the previous frame. A small number of these bad fits systematically increases the apparent diffusion coefficient.

We therefore reject contributions to the mean-square displacement where the probability of the measured angular dis-

---

Figure 4: Procedure for fitting DDA models to experimental holograms of non-spherical particles to extract position and orientation. The numbers refer to the steps in the text.
place is less than 0.0001. Again, we calculate the probability of observing a given displacement using the probability density function for rotational displacements described in reference [14] and an estimated rotational diffusion coefficient $D_{rot} = 0.3$ s$^{-1}$. Using $D_{rot} = 0.2$ s$^{-1}$ or $D_{rot} = 0.4$ s$^{-1}$ changes the coefficients extracted from the data by less than 7%, an effect which we include in the error on the measured diffusion coefficients. This procedure eliminates poor fit results while minimizing the bias of results toward our estimated diffusion coefficient.

4. Results and Discussion

We demonstrate the validity and usefulness of the DDA as a tool for holography and particle tracking through a series of experimental and computational tests. First we compare the results of DDA and Lorenz-Mie calculations for scattering from spherical particles, which the Lorenz-Mie solution models exactly. Next we fit the DDA model to holograms of a rod and a Janus particle, and we obtain translational and rotational diffusion coefficients from the mean-square displacements measured across time-series of holograms. We compare the measured diffusion coefficients to predicted values to demonstrate that we accurately and precisely capture the particle motion.

4.1. Validation of DDA calculations and fits

We first examine how the approximations involved in our DDA implementation affect the quality of the fits and calculated holograms. To do this, we compare holograms of spheres calculated with our DDA model to those calculated from the Lorenz-Mie solution. We are interested in two effects: first, how aliasing introduced by the voxelation affects the precision of fitting holograms and, second, how the absence of a near-field calculation in ADDA affects the accuracy of the holograms. By “near field” we mean the part of the scattered field that does not follow an asymptotic $1/r$ decay. ADDA calculates only the asymptotic portion of the scattered field. In previous work [13, 24] we found that it was necessary to include the full radial dependence of $E_r$ to accurately fit holograms of particles close to the focal plane.

We test the validity of the scattering model, including our voxelation scheme, by fitting the DDA model and the Lorenz-Mie solution to 893 measured holograms of a 0.95-$\mu$m-radius polystyrene sphere (Invitrogen) freely diffusing in a 54% v/v glycerol solution. We fix both the refractive index and radius of the particle and allow only the center position of the sphere to vary. Throughout the trajectory, the particle remains 15 $\mu$m to 18 $\mu$m from the focal plane.

We find that the best-fit x- and y-coordinates obtained by fitting the DDA model differ negligibly (0.3 ± 0.1 nm) from those obtained from Lorenz-Mie, while the best-fit z-coordinates differ by 194 ± 1 nm, a significant offset. This difference in apparent axial position might arise from voxelation errors or the asymptotic approximation for the radial dependence of the scattered field. The Lorenz-Mie model includes non-asymptotic corrections for the scattered field, while the DDA model does not.

The offset in the z-coordinate does not affect our dynamical measurements, which depend only on the displacement of the particle, not its absolute position. We find that the total displacements $\|r(t) - r(0)\|$ for the DDA and Lorenz-Mie models, as calculated from the best-fit coordinates for the entire trajectory, agree to within 0.5 nm (Figure 5a) for most of the frames analyzed. The maximum deviation in displacement is 2 nm, which is within the reported accuracy of holographic measurements based on inverse-scattering analysis [12]. Thus the systematic error in the absolute particle position appears to cancel when calculating the displacement, and the resulting displacement measurements are nearly as precise as those obtained by fitting the data to the exact Lorenz-Mie solution.

To further examine the impact of the asymptotic approximation for the scattered field, we compare holograms computed from the DDA model and Lorenz-Mie solutions for a 450-nm-radius sphere at various distances from the imaging plane. Inset: voxelation of the 450-nm-radius sphere used in the DDA model. The voxel size is 34 nm. The particle refractive index is 1.585.

To examine the average of fitted values for the optical properties and sizes of our non-spherical particles. We find $n = 1.495 ± 0.012$ for the rod, $n_{PS} = 1.581 ± 0.046$ for the polystyrene particle and $n_{TiO_2} = 2.74 ± 0.23$ for the shell of the Janus particle, all of which are close to bulk values for the materials. The best-fit dimensions of the rod are $2a = 1.002 ± 0.037$ $\mu$m and $2b = 2.158 ± 0.143$ $\mu$m, in agreement with the measurements from SEM. The fitted dimensions of a Janus particle are $a_{Janus} = 443 ± 20$ nm, in excellent agreement with the SEM images, and $t = 47 ± 8$ nm, in good agreement with the expected value based on the TiO$_2$ deposition process.

Qualitatively, the trajectories of the particles we obtain by fitting the DDA model to time-series of holograms are consistent with stochastic Brownian motion (Figure 6). Furthermore, the
4.2.1. Theoretical predictions

For clarity, we denote all predicted values of diffusion coefficients with a prime symbol (‘). The diffusion coefficients of a spherocylinder can be expressed as power series in the aspect ratio $\omega = b/a$, as discussed in the appendix of reference [27], which is adapted from references [28] and [29]:

$$D_r' = \frac{k_BT}{8\pi \eta b} \left( \ln \omega + 0.3863 + 0.6863/\omega - 0.0625/\omega^2 - 0.01042/\omega^3 - 0.000651/\omega^4 + 0.0005859/\omega^5 \right)$$  

(6)

where $D_t = (2D_r + D_\perp)/3$. We compare our results to the predicted value for $D_\perp$, which is a linear combination of the measured diffusion coefficients. From the same reference, we obtain the rotational diffusion coefficient:

$$D_r' = \frac{3k_BT}{8\pi \eta b} \left( \ln \omega + 2 \ln 2 - \frac{11}{6} \right) + \frac{\ln 2}{\ln(1 + \omega)} \left[ \frac{1}{3} - 2 \ln 2 + \frac{11}{6} - |a| + a \cdot \Omega \right]$$  

(7)

where

$$a = [13.04468, -62.6084, 174.0921, -218.8365, 140.26992, -33.27076],$$

and

$$\Omega = [\omega^{-1/4}, \omega^{-2/4}, \omega^{-3/4}, \omega^{-4/4}, \omega^{-5/4}, \omega^{-6/4}].$$

Because the rods are slightly asymmetric—flatter on one end of the rod than the other (see Figure 1a)—we also compare our results for the translational and rotational diffusion coefficients to theoretical predictions for a cylinder with flat ends [30]:

$$D_r \approx \frac{k_BT}{8\pi \eta b} \left( \ln \omega + 0.839 + 0.185/\omega + 0.233/\omega^2 \right)$$  

(8)

$$D_l \approx \frac{k_BT}{4\pi \eta b} \left( \ln \omega - 0.207 + 0.980/\omega - 0.133/\omega^2 \right)$$  

(9)

$$D_r \approx \frac{3k_BT}{8\pi \eta b} \left( \ln \omega - 0.662 + 0.917/\omega - 0.050/\omega^2 \right).$$  

(10)

We use the laboratory temperature and uncertainty, $21 \pm 2^\circ C$, the corresponding viscosity for water, and the dimensions of the particle from the hologram fits to calculate the predicted diffusion coefficients and their uncertainties. As the values of rod’s fitted dimensions are not normally distributed, we do not include them when propagating the errors.

4.2.2. Translational diffusion

To extract translational diffusion coefficients from the data, we first calculate the mean-square displacements parallel and perpendicular to the major axis. For short lag times $\tau$ we calculate

$$\Delta r_x^2 = \langle (\text{t} + \tau - \text{t}) \cdot \mathbf{u}(\text{t})^2 \rangle = 2D_l \tau + 2\epsilon_x$$  

(11)

$$\Delta r_y^2 = \langle (\text{t} + \tau - \text{t}) \cdot \mathbf{u}(\text{t})^2 \rangle = 4D_r \tau + 4\epsilon_x$$  

(12)

where the angle brackets denote a time average over all contributing pairs from a single trajectory. We then determine the diffusion coefficients $D_l$ and $D_r$ and measurement errors $\epsilon_x$ and $\epsilon_{\perp}$ by fitting a linear model to the measured mean-square displacements.

Figure 6: Trajectories of particles as determined from DDA fits. (a) Rod trajectory captured at 100 frames per second for 30 seconds. (b) Janus particle trajectory captured at 100 frames per second for 30 seconds.
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cients used to fit our scattering model to the Janus particle holograms, as they are only weakly asymmetric. In particular, we find that the best-fit polar angle \( \theta \) is often spurious. There are two local minima in the objective function, corresponding to two polar angles reflected about the x-y plane, and two different \( z \)-coordinates: if we calculate a hologram of a Janus particle with \( \theta = 0 \) and \( z = 8.0 \ \mu m \), and we fit to it using an initial guess of \( \theta \geq \pi/2 \), the fit converges to \( \theta = \pi \) and \( z = 7.811 \ \mu m \). We find an \( R^2 = 0.9997 \) and a per-pixel \( \chi^2 \) of \( 3.8 \times 10^{-6} \), showing that the best-fit and original holograms are essentially identical. These calculations suggest that errors in the best-fit polar angle are correlated with those of the \( z \)-coordinate. Noise in the hologram could therefore cause the fitting algorithm to converge to either local minimum. Indeed, we estimate our noise floor for the 8-bit images to be at least an order of magnitude larger at \( 1/(255)^2 = 1.5 \times 10^{-5} \) [14]. Increasing the asymmetry of the hologram, for example by increasing the aspect ratio or using a metal-coated Janus particle as in reference [5], should eliminate this problem. But for the results shown below, we determine dynamical data only from the best-fit x- and y-coordinates and the azimuthal angle \( \psi \).

4.3. Janus particles

We find that it is more difficult to fit our scattering model to the Janus particle holograms, as they are only weakly asymmetric. In particular, we find that the best-fit polar angle \( \theta \) is often spurious. There are two local minima in the objective function, corresponding to two polar angles reflected about the x-y plane, and two different \( z \)-coordinates: if we calculate a hologram of a Janus particle with \( \theta = 0 \) and \( z = 8.0 \ \mu m \), and we fit to it using an initial guess of \( \theta \geq \pi/2 \), the fit converges to \( \theta = \pi \) and \( z = 7.811 \ \mu m \). We find an \( R^2 = 0.9997 \) and a per-pixel \( \chi^2 \) of \( 3.8 \times 10^{-6} \), showing that the best-fit and original holograms are essentially identical. These calculations suggest that errors in the best-fit polar angle are correlated with those of the \( z \)-coordinate. Noise in the hologram could therefore cause the fitting algorithm to converge to either local minimum. Indeed, we estimate our noise floor for the 8-bit images to be at least an order of magnitude larger at \( 1/(255)^2 = 1.5 \times 10^{-5} \) [14]. Increasing the asymmetry of the hologram, for example by increasing the aspect ratio or using a metal-coated Janus particle as in reference [5], should eliminate this problem. But for the results shown below, we determine dynamical data only from the best-fit x- and y-coordinates and the azimuthal angle \( \psi \).

4.3.1. Theoretical predictions

We use the Stokes-Einstein and Stokes-Einstein-Debye relations [32, 33] to model the translational and rotational diffusion of the Janus particles, which are approximately spherical:

\[
D_t' = k_B T/6\pi \eta
\]

and

\[
D_r' = k_B T/8\pi \rho a^3
\]

Because the hydrodynamic radii of polymer particles—like the PS core in our Janus particle—tend to be larger than the radii measured optically or with electron microscopy due to charged or hairy surfaces [34, 35], we do not directly compare the measured diffusion coefficients to values predicted from the theory. Instead, we calculate the effective radius \( a_{\text{eff}} \) from both the measured translation and rotational diffusion coefficients using Equations (14) and (15). We then compare these values to the best-fit diameter from the holograms and to each other.
4.3.2. Translational diffusion

To determine the translational diffusion coefficients for the Janus particle, we ignore the translational motion in the direction parallel to the imaging axis (z-axis) because the polar angle \( \theta \) has an uncertainty that affects the best-fit \( z \)-position, as discussed previously. We treat the Janus particle as a sphere and calculate the translational diffusion coefficient from the mean-square displacement projected onto the \( x - y \) plane:

\[
\langle \Delta x^2(\tau) + \Delta y^2(\tau) \rangle = 4D_{\perp \text{Janus}} \tau + 4e^2
\]  

(16)

where \( e \) is the tracking precision.

Figure 8: (a) Measured mean-square displacement of the Janus particle in the axes perpendicular to the imaging axis. The solid line is a fit to \( 4D_{\perp \text{Janus}} \tau + 4e^2 \). (b) Measured autocorrelation of the particle’s projected orientational unit vector \( \mathbf{p} \). The solid line is a fit to an multi-exponential decay.

By fitting the mean-square displacement to a linear model, we obtain \( D_{\perp \text{Janus}} = 0.419 \pm 0.003 \ \text{nm}^2/\text{s} \) (see Figure 8). We then use Equation 14 at \( 21 \pm 2^\circ \text{C} \) to obtain an effective particle radius \( a_{\text{eff}} = 524 \pm 15 \ \text{nm} \), which is larger than the optical radius from holography (443 \( \pm 20 \ \text{nm} \) for bare polystyrene, 490 \( \pm 20 \ \text{nm} \) with the TiO\(_2\) layer). As discussed above, the larger hydrodynamic radius is expected for polymer particles [34, 35]. These results are summarized in Table 2.

We obtain a tracking precision of \( e = 21.8 \ \text{nm} \) from the fits for the directions perpendicular to the imaging axis, which is smaller than the size of one voxel (approximately 35 nm) and again on par with the tracking precision of complex scatterers such as spheres in clusters [13, 15].

4.3.3. Rotational diffusion

Although the best-fit polar angle \( \theta \) is unreliable, we can extract the rotational diffusion coefficients from the data by considering only the azimuthal angle \( \psi \). To do this, we derive an expression for the autocorrelation of the projection of the orientational unit vector onto the \( x - y \) plane \( \mathbf{p}(t) = \cos \psi(t) \hat{x} + \sin \psi(t) \hat{y} \):

\[
\langle \mathbf{p}(t) \cdot \mathbf{p}(t + \tau) \rangle = \frac{1}{4} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} \left( S_{\ell}^1 \right)^2 \exp[-(\ell + 1)D_{\parallel} \tau].
\]

(17)

where \( S_{\ell}^1 \equiv \int_0^1 P_{\ell}^1(x) \, dx \) and \( P_{\ell}^1(x) \) are associated Legendre polynomials of order 1 (see Appendix for further details). This expression is a multiexponential that depends on \( D_{\parallel} \) and can be evaluated numerically.

To determine the rotational diffusion coefficient we fit Equation 17 to the data and obtain \( D_{\parallel \text{Janus}} = 1.15 \pm 0.05 \ \text{s}^{-1} \) (see Figure 8). From Equation 15 and a temperature of \( 21 \pm 2^\circ \text{C} \), we calculate an effective particle radius of \( a_{\text{eff}} = 523 \pm 6 \ \text{nm} \), in excellent agreement with the \( a_{\text{eff}} = 524 \pm 15 \ \text{nm} \) obtained from translational motion. These results are summarized in Table 2. The quantitative agreement between the hydrodynamic radii calculated from the translational and rotational diffusion coefficients demonstrates the internal consistency of our fitting method, showing that the technique can effectively track the rotation and translation of Janus particles in water, despite the small asymmetry of the particles and holograms.

Although we do not use the \( z \)-coordinate or the polar angle \( \theta \) to obtain these results, they would nonetheless be difficult to obtain with a traditional optical microscope. The particles diffuse rapidly, moving more than 5 \( \mu\text{m} \) in \( z \) throughout the trajectory, which might take them too far out of focus during a 2D microscopic measurement. Furthermore, the fit to the scattering model allows a quantitative determination of the azimuthal angle with no calibration required. Tracking this angle could be useful in other studies, for example to determine how quickly a particle orients in response to an external field or another object.

5. Conclusions and future work

We have shown a new technique to measure the 3D translational and rotational dynamics of colloidal particles. Our results show that holographic microscopy can capture the 3D position and orientation of non-spherical colloidal particles, and that these variables can be tracked precisely by fitting scattering models based on the discrete dipole approximation to the measured holograms. The technique has high precision and temporal resolution, as evidenced by the measured rotational diffusion coefficient for the Janus particle, which is an order of magnitude larger than previously measured 3D diffusion coefficients of a freely-diffusing particle.
We can address many of the limitations of our approach by improving our DDA implementation and fitting procedure. We intend to improve the accuracy of the measurements by antialiasing the voxelation and incorporating near-field corrections to the scattering calculations, as described in reference [36]. Spurious fits might be suppressed with an additional fitting pass that enforces a physically plausible trajectory, perhaps assisted by a Kalman filter [37].

Because the DDA is applicable to scatterers with arbitrary size, shape, and refractive index profiles, our technique could be used to measure the dynamics of a wide variety of particles. This makes it suitable for a number of different applications, including microrheology, measurements of interactions between non-spherical particles, and fundamental studies of colloidal self-assembly and bacterial motion.
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Appendix: Projection Correlation Function $\langle p(t) \cdot p(t + \tau) \rangle$

In this Appendix, we derive Eq. 17, with which we measure the rotational diffusion coefficient $D_r$ of a Janus particle in Sec. 4.3.

The isotropic rotational diffusion of a particle can be quantified by studying the trajectory on the unit sphere of a unit vector $\mathbf{u}$ fixed to the particle. Computing the autocorrelation $\langle \mathbf{u}(t) \cdot \mathbf{u}(t + \tau) \rangle$, where $\tau$ is a lag time, from experimental data allows the measurement of the rotational diffusion coefficient $D_r$. This requires tracking the entire 3D orientation of the particle. Here we consider how $D_r$ can be measured when only a two-dimensional azimuthal projection of $\mathbf{u}$ is observed, as is the case for the Janus particles.

In our experiments, we observe the normalized projection of $\mathbf{u}$ onto the laboratory $x - y$ plane, which is perpendicular to the optical axis. In spherical polar coordinates, where the tip of $\mathbf{u}(t)$ has coordinates $\theta(t)$ and $\phi(t)$ on the unit sphere, this projection is given by $p(t) = \cos \psi(t) \hat{x} + \sin \psi(t) \hat{y}$. From the data, we can then compute the autocorrelation of $p(t)$:

$$\langle p(t + \tau) \cdot p(t) \rangle = \langle \cos(\psi(t + \tau)) \cos(\psi(t)) + \sin(\psi(t + \tau)) \sin(\psi(t)) \rangle. \quad (1)$$

To simplify the notation, we will use primes to denote angles at time $t + \tau$; the unprimed angles $\theta$ and $\psi$ are at time $t$. Thus,

$$\langle p(t + \tau) \cdot p(t) \rangle = \langle \cos \psi' \cos \psi + \sin \psi' \sin \psi \rangle. \quad (2)$$

We show that $D_r$ can be determined from experimental measurements of $\langle p(t + \tau) \cdot p(t) \rangle$ by calculating this autocorrelation for a particle undergoing isotropic rotational diffusion characterized by $D_r$. We neglect translation-rotation coupling and therefore ignore the translational diffusion of the particle. Let $f(\theta, \psi; t) \ d\Omega$ be the probability of finding $\mathbf{u}$ in the solid angle $d\Omega$ near $(\theta, \psi)$ at time $t$. The probability density $f$ is governed by a rotational Fick’s law [38]:

$$\frac{\partial f}{\partial t} = D_r \left( \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial f}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 f}{\partial \phi^2} \right). \quad (3)$$

The operator on the right is the Laplacian on the unit sphere. Computing $\langle p(t + \tau) \cdot p(t) \rangle$ requires knowing the transition probability density $K(\theta, \psi, \theta', \psi'; \tau)$ for $\mathbf{u}$ to move from $(\theta, \psi)$ to $(\theta', \psi')$ after a lag time $\tau$. If we assume that the distribution of initial orientations $(\theta, \psi)$ is uniform, such that $f = 1/(4\pi)$, then using Eq. 2 the autocorrelation of $p$ will be given by [38]

$$\langle p(t + \tau) \cdot p(t) \rangle = \int \int \left( \cos \psi \cos \psi' + \sin \psi \sin \psi' \right) \frac{K(\theta, \psi, \theta', \psi'; \tau)}{4\pi} d\Omega d\Omega'. \quad (4)$$

The transition probability $K$ is given by the probability density $f(\theta', \psi'; \tau)$, governed by Eq. 3, with the following initial condition:

$$f(\theta', \psi'; 0) = \frac{\delta(\theta' - \theta) \delta(\psi' - \psi)}{\sin \theta'} \quad (5)$$

where $\delta$ denotes the Dirac delta function. Separation of vari-
ables leads to the following solution for $K$:

$$
K(\theta, \phi, \theta', \phi'; \tau) = \sum_{\ell=0}^{\infty} C_{\ell} P_{\ell}^2(\cos \theta') \exp \left[ -\ell(\ell + 1)D_r \tau \right] + \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} \sum_{p=1}^{2} C_{\ell m}^p Y_{\ell m}^p(\theta', \phi') \exp \left[ -\ell(\ell + 1)D_r \tau \right]. 
$$

(6)

Here, $P_{\ell}^2(\cos \theta')$ is a Legendre polynomial, and the $Y_{\ell m}^p(\theta', \phi')$ are real spherical harmonics [39]:

$$
Y_{\ell m}^p(\theta', \phi') = \begin{cases} 
P_{\ell}^p(\cos \theta') \cos m\phi' & \text{if } p = 1 \\
\frac{2\ell + 1}{4\pi} P_{\ell}^p(\cos \theta') \sin m\phi' & \text{if } p = 2.
\end{cases}
$$

(7)

The initial condition in Eq. 5 results in the expansion coefficients being

$$
C_{\ell 0} = \frac{2\ell + 1}{4\pi} P_{\ell}(\cos \theta)
$$

(8)

for the azimuthally symmetric ($m = 0$) terms and

$$
C_{\ell m}^p = \frac{2\ell + 1}{2\pi} \left( \frac{\ell - m}{\ell + m} \right) Y_{\ell m}^p(\theta, \phi)
$$

(9)

for the remaining terms.

Consider the first term on the right side of Eq. 4 which contains $\cos \psi \cos \psi'$. By orthogonality of $\cos \psi$ and $\cos \psi'$, only terms in $K$ with $m = 1$ and $p = 1$ contribute to the integral. Integration over $\psi$ and $\psi'$ contributes two factors of $\pi$, and so we obtain

$$
\int \cos \psi \cos \psi' \frac{K(\theta, \phi, \theta', \phi'; \tau)}{4\pi} d\Omega d\Omega' = \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1) 8\pi^2} \exp \left[ -\ell(\ell + 1)D_r \tau \right] \pi^2
$$

$$
\times \int P_{\ell}(\cos \theta) \sin \theta d\theta \times \int P_{\ell}(\cos \theta') \sin \theta' d\theta'.
$$

(10)

Integrating the remaining term of Eq. 4 over $\psi$ and $\psi'$ gives exactly the same result. Defining

$$
S_{\ell}^1 = \int_{-1}^{1} P_{\ell}(x) dx,
$$

(11)

we obtain Eq. 17 in the manuscript:

$$
\langle \mathbf{p}(t) \cdot \mathbf{p}(t + \tau) \rangle = \frac{1}{4} \sum_{\ell=1}^{\infty} \frac{2\ell + 1}{\ell(\ell + 1)} \left( S_{\ell}^1 \right)^2 \exp \left[ -\ell(\ell + 1)D_r \tau \right].
$$

(12)

Note that $S_{\ell}^1 = 0$ for even $\ell$ due to the parity of $P_{\ell}(x)$. To evaluate our result numerically, we use DiDonato’s recursion relation for $S_{\ell}^1$ [40]:

$$
S_{\ell+2}^1 = \frac{\ell(\ell + 2)}{\ell(\ell + 1)(\ell + 3)} S_{\ell}^1.
$$

(13)

Unlike the results obtained by prior workers on this problem, our solution can be easily computed and used to measure $D_r$ from experimental data. Saragosti et al. obtain a series expression equivalent to Eq. 12, but their solution contains complicated angular integrals that are left unevaluated [41]. They therefore determine $D_r$ from a $\ell = 1$ approximation of Eq. 12. While the $\ell = 1$ term indeed dominates when $D_r \tau$ is large, the autocorrelation can be measured most precisely near $\tau = 0$, at which the number of independent angular displacements is largest. In this regime, the single-exponential approximation of Saragosti et al. falls, and our full solution is necessary.

We verified our result, Eq. 12, by computing $\langle \mathbf{p}(t) \cdot \mathbf{p}(t + \tau) \rangle$ for simulated rotational trajectories of particles undergoing rotational diffusion. We simulated rotational diffusion using the algorithm of Beard and Schlick [42]. Figure 9 shows the autocorrelations computed from simulated trajectories with two different $D_r$ along with fits to Eq. 12. We find excellent agreement between the simulated autocorrelations and best fits to Eq. 12; the values of $D_r$ determined from the best fits agree with the simulation input values to 0.5% or better.
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