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Abstract

Phononic crystals and acoustic metamaterials are heterogeneous materials that enable manipulation of elastic waves. An important characteristic of these heterogeneous systems is their ability to tailor the propagation of elastic waves due to the existence of band gaps – frequency ranges of strong wave attenuation. In this Thesis, I report discoveries of three new types of band gaps: i) Band gaps induced by geometric frustration in periodic acoustic channel networks; ii) Band gap induced by high connectivity in periodic beam lattices; and iii) Topological band gaps in gyroscopic phononic crystals that protects one-way edge waves. The investigations presented here shed new light on the rich dynamic properties of phononic crystals and acoustic metamaterials, opening avenues for new strategies to control mechanical waves in elastic systems.
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Artificially structured composite materials that enable manipulation of elastic waves have received significant interest in recent years, not only because of their rich physics, but also for their broad range of applications. An important characteristic of these heterogeneous systems is their ability to tailor the propagation of elastic waves due to the existence of band gaps – frequency ranges of strong wave attenuation.

In phononic crystals, band gaps are generated by Bragg scattering – the scattering of waves by a
periodic arrangement of scatterers with dimensions and periods comparable to the characteristic wavelengths (a simple discrete example system in 1D is shown in Fig. 1.1a). In contrast, for acoustic metamaterials, localized resonance within the medium is exploited to attenuate the propagation of waves. In this case, The local resonant modes are designed to hybridize with the propagating wave modes to produce a range of exotic behaviors, such as band gaps, negative refraction and negative effective dynamic properties (a simple discrete example system 1D is shown in Fig. 1.1b).

Historically, the study of wave propagation in geometrically ordered media can date back to Rayleigh’s treatment of wave propagations in geometrically ordered media in his book *The Theory of Sound*. Since then, this research topic has grown significantly into an emerging multi-disciplinary area that encompasses concepts and techniques from both condensed matter physics and acoustical engineering. The technical word, "phonon", originally came from the study of vibrations of atomic crystal lattices. In general condensed matter physics, it is defined as the quantum of vibrational energy and the quasi-particle representing sound in a solid. In recent years, the term also gained popularity in studies on classical waves and acoustics, especially in the context of geometrically ordered media. After the discovery of the first complete phononic band gap by Sigalas and Economou in 1993, a new term, "phononic crystal", was then coined by Kushwaha and his colleagues, differentiating it from its counterparts in electronics and optics. On the other hand, "acoustic metamaterials" are typically associated with localized resonances, which was first demonstrated in the pioneering work by Liu and his colleagues in 2000, and has since proliferated into a
rich subject with numerous applications.

During the last decade, there has been a fast growing number of research activities in the study of phononic crystals and acoustic metamaterials. Their band gap properties have been exploited to design devices for noise reduction\(^{31,103,77}\), vibration control\(^{18,11,54}\) and wave guiding\(^{32,111,88,26}\), and these practical applications have generated rising interest in the fundamental mechanisms and controlling parameters of band gaps.

In this thesis, numerical simulations and experiments are combined to investigate three new types of band gaps.

First, in Chapter 2, I demonstrate both numerically and experimentally a new type of band gaps induced by geometric frustration in two-dimensional acoustic networks consisting of a periodic array of narrow air channels. Interestingly, while resonant modes are ubiquitous in all network geometries, we show that they give rise to band gaps only in the geometrically frustrated ones (i.e. those comprising triangles and pentagons). Our results not only reveal a new mechanism to control the propagation of waves in specific frequency ranges, but also open avenues for the design of a new generation of smart systems to manipulate sound and vibrations.

Second, Chapter 3 shows that by tuning the average connectivity of a beam network, locally resonant band gaps can also be generated in structures without embedding additional resonating units. In particular, a critical threshold for average connectivity is identified, far from which the band gap size is purely dictated by the global lattice topology. By contrast, near this critical value, the detailed local geometry of the lattice also has strong effects. Moreover, in stark contrast to the static case, we find that the nature of the joints is irrelevant to the dynamic response of the lattices. Our results not only shed new light on the rich dynamic properties of periodic lattices, but also outline a new strategy to manipulate mechanical waves in elastic systems.

Third, Chapter 4 reports a new type of phononic crystals with topologically nontrivial band gaps for both longitudinal and transverse polarizations, resulting in protected one-way elastic edge
waves. In our design, gyroscopic inertial effects are used to break the time-reversal symmetry and realize the phononic analogue of the electronic quantum (anomalous) Hall effect. We investigate the response of both hexagonal and square gyroscopic lattices and observe bulk Chern numbers of 1 and 2, indicating that these structures support single and multi-mode edge elastic waves immune to backscattering. These robust one-way phononic waveguides could potentially lead to the design of a novel class of surface wave devices that are widely used in electronics, telecommunication, and acoustic imaging.

Finally, concluding remarks on all three new types of band gaps and the future outlook of the research field of phononic crystals and acoustic metamaterials are given in Chapter 5.
Any intelligent fool can make things bigger, more complex, and more violent.

It takes a touch of genius—and a lot of courage to move in the opposite direction.

Albert Einstein
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Band Gap by Geometric Frustration

Geometric frustration arises when interactions between the degrees of freedom in a lattice are incompatible with the underlying geometry. This phenomenon plays an important role in many natural and synthetic systems, including water ice, spin ice, colloids, liquid crystals, and proteins. Surprisingly, despite the fact that geometrical frustration is scale-free, it has been primarily studied at the micro-scale and only very recently the rich behavior of macroscopic frustrated systems, which can be easily fabricated and manipulated, started to get explored.

Here, we investigate the effect of geometric frustration on the propagation of sound waves in macroscopic acoustic networks comprising a lattice of narrow air channels. While an unfrustrated square network transmits acoustic waves of any frequency, we demonstrate both numerically and experimentally that in a triangular network geometric frustration provides a new mechanism to generate sonic band gaps - ranges of frequency in which the waves cannot propagate through the acoustic network. In fact, sonic band gaps have been previously achieved either by the Bragg-type collective scattering and interference in ordered arrays of solid inclusions in air or by resonant hybridization and energy localization in channels with embedded resonators. In contrast, our results indicate that, by harnessing geometric frustration, hybridization band gaps can be induced in networks of air channels without the need of embedding additional resonators.

We start by calculating the dispersion relation for acoustic networks comprising a periodic array of narrow air channels of length $L$ and cross-sectional width $t$, for which $t << L$. In any individual channel the free vibrations of the enclosed air column can be described by the 1D wave equation, which can be solved analytically yielding the resonance angular frequencies

$$\omega_n = \frac{n \pi c}{L} = \frac{2 \pi c}{\lambda_n}, \quad n = 1, 2, 3\ldots$$  

(2.1)

where $c$ is the speed of sound in the channel and we have assumed both ends of the channel to be
either open or closed. Differently, for a periodic network of air channels the wave equation can only be solved numerically because of the complex geometry. In particular, here we use the finite element (FE) method and discretize the acoustic lattice into a number of 1D elements. The dispersion relation for an acoustic network is then calculated by focusing on its unit cell, applying Bloch type boundary conditions, and solving the discretized equation:

$$[K(k) - \omega^2 M] \mathbf{p} = 0,$$

(2.2)

for wave vectors $k$ within the first Brillouin zone (more details on the algorithm are provided in Appendix A). Note that in Eq. (2.2) $\omega$ denotes the angular frequency of the propagating pressure wave, $\mathbf{p}$ is a vector containing the nodal values of the acoustic pressure and $K$ and $M$ are the acoustic stiffness and mass matrices, respectively.

In Fig. 2.1 we show the acoustic dispersion relations in terms of the normalized frequency $\Omega = \omega/\omega_s = \omega L / (2 \pi c)$ calculated for square and triangular acoustic networks. Both band structures are characterized by equally spaced flat bands located at $\Omega = n/2$ ($n$ being an integer, $n = 1, 2, 3...$), a clear signature of the resonant modes with wavelength $\lambda = 2L/n$ localized in the individual air channels. Interestingly, the dispersion relations also indicate that for the triangular network the odd numbered resonant modes (i.e. $n = 1, 3, 5, ...$) generate acoustic band gaps, highlighted by the grey areas in Fig. 2.1(b).

To understand the dispersion plots reported in Fig. 2.1, we first note that, in general, a localized resonant mode tends to hybridize with any propagating wave mode near the resonant frequency, resulting in the formation of a band gap due to the avoided crossing (see dashed red lines and shaded red area in Fig. 2.2(a)). However, an exception occurs if the wave mode orthogonal to the resonant one can propagate in the system, since the lack of any possible coupling between the two modes prevents the hybridization process. As a result, a true crossing between the two bands arises (see
Figure 2.1: Acoustic networks comprising a periodic array of narrow air channels: (a) square lattice and (b) triangular lattice. Lattice configurations, unit cells (highlighted in red) and Brillouin zones are shown on the left. The calculated dispersion relations are shown on the right. The grey regions in (b) highlight the hybridization band gap induced by geometric frustration.

intersections between solid red and blue/green lines in Fig. 2.2(a)) and no gap is formed.

Next, we apply this argument to the square and triangular acoustic networks. To this end, we start by focusing on the resonant modes of the air column enclosed by a single channel. Since both ends of the each channel are open, the pressure field of the fundamental resonant mode is given by \( p(x) = p_0 \sin(\pi x/(2L)) \) (\( p_0 \) being a constant and \( x \in [0, L] \)) and is symmetric with respect to the center of the tube (see Fig. 2.2(b)). Consequently, the mode orthogonal to the fundamental one at the same frequency/wavelength is anti-symmetric, \( p(x) = p_0 \cos(\pi x/(2L)) \) (see Fig. 2.2(c)). While this orthogonal mode can be supported by the square network (Fig. 2.2(d)), it is not compatible with the triangular lattice (Fig. 2.2(e)), so that the system becomes frustrated. Importantly, our numerical results indicate that such frustration results in the formation on an hybridization band gap at \( \Omega = 0.5 \) - a phenomenon that has never been reported before.

In addition, we note that the absence of band gap in the vicinity of the flat band at \( \Omega = 1.0 \)
Figure 2.2: Geometric frustration in acoustic networks: (a) schematic of the dispersion relation of an acoustic network showing the formation of an hybridization gap at $\Omega = 0.5$ due to avoided crossing (dotted red lines) and the suppression of the gap at $\Omega = 1.0$ due to true crossing (intersection between solid red and green lines); (b) pressure distribution associated to the fundamental mode for the air column enclosed by a single channel with open ends; (c) wave mode orthogonal to the fundamental one for a single channel with open ends; the orthogonal mode shown in (c) can be supported by (d) the square network, but cannot be supported by (e) the triangular network, so that the system becomes frustrated; (f) pressure distribution associated to the second mode for the air column enclosed by a single channel with open ends; (g) wave mode orthogonal to the second one for a single channel with open ends; the orthogonal mode shown in (g) can be supported by both the (h) square and (i) triangular lattices.
is due to the fact that the mode orthogonal to the second resonant one can be supported by both
the square and triangular networks. In fact, the pressure field of the second resonant mode for the
individual channels, \( p(x) = p_0 \sin(\pi x/L) \), is anti-symmetric with respect to the center of the
channel (Fig. 2.2(f)), so that the orthogonal mode, \( p(x) = p_0 \cos(\pi x/L) \), is symmetric (Fig. 2.2(g)).
It is easy to see that such orthogonal mode is geometrically compatible with both the square (Fig.
2.2(h)) and triangular (Fig. 2.2(i)) networks, as well as any other equilateral lattice geometry. As a
result, no locally resonant gap appears at \( \Omega = 1.0 \) in any acoustic network.

At this point, we also highlight the fact that the formation of locally resonant band gaps induced
by geometric frustration is a robust phenomenon. In fact, although in Fig. 2.1 we focus only on
the square and triangular geometry, we have also investigated the wave propagation in a number
of other acoustic networks and found that any lattice comprising triangles or pentagons is charac-
terized by frustration induced acoustic band gaps (see Fig. S1 in Appendix A). Moreover, while the
results presented in Fig. 2.1 are for ideal acoustic networks made of 1D channels, we have also investig-
igated the effect of the finite width \( t \) of the tubes. To this end, we have performed FE simulations
using the commercial package ABAQUS/Standard and studied the dynamic response of lattices
comprising 2D rectangular channels of length \( L \) and width \( t \) meshed with 4-node bilinear acoustic
elements (ABAQUS element type AC2D4). The calculated band structures for the square and trian-
gular networks characterized by \( L/t = 20 \) are reported in Figs. 2.3(a) and (b), respectively, and
show that the dynamic response of the system is not significantly affected by the finite-width of the
channels (additional numerical results for networks comprising tubes with different values of \( L/t \)
are reported in Fig. S2 of Appendix A).

We also conduct steady-state analysis to calculate the transmission of finite size networks com-
prising \( 6 \times 6 \) unit cells made of 2D rectangular channels with \( L/t = 20 \). In these simulations an
harmonic input pressure, \( p_{input} \), is applied at the end of the central channel on the left edge of the
model. In Fig. 2.4 we report the steady-state pressure fields obtained for the square and triangular
networks at \( \Omega = 0.45 \) (in the gap induced by geometrical frustration in the triangular network) and \( \Omega = 0.95 \) (in the vicinity of the second resonant frequency of a single channel). The results show that in the triangular network at \( \Omega = 0.45 \) the acoustic energy is completely localized near the excitation site and no signal is transmitted to the opposite end of the lattice (Fig. 2.4(c)) - a clear indication of a band gap. Differently, in all other cases the acoustic waves are found to propagate through the networks (Figs. 2.4(a), (b) and (d)).

Finally, to validate the numerical predictions, we fabricate samples of the square and triangular acoustic networks comprising \( 6 \times 6 \) unit cells (Figs. 2.5(a) and (b)). The individual air channels have length \( L = 40 \) mm, a square cross-section of \( 2 \times 2 \) mm (so that \( L/t = 20 \) and \( \omega_i = 4 \) kHz) and are engraved into an acrylic plate of thickness \( 8 \) mm with the use of a laser etching machine (KT150, Kern Laser Systems). A flat acrylic plate is then glued on the top of the etched plate to cover the air channels. During the all the experiments, the sample is surrounded with sound-absorbing foams to minimize the effect of the ambient noise. Moreover, an open channel on one of the edges of the samples is connected to an input chamber containing an earphone (352C22, PCB Piezotronics) to excite a broadband white noise signal between 1 kHz and 8 kHz and a microphone to measure the
Figure 2.4: Pressure field distribution in finite-sized acoustic networks comprising $6 \times 6$ unit cells: (a) square lattice at $\Omega = 0.45$, (b) square lattice at $\Omega = 0.95$, (c) triangular lattice at $\Omega = 0.45$ and (d) triangular lattice at $\Omega = 0.95$. The color indicates the pressure amplitude normalized by the input signal amplitude ($p_{\text{input}}$).
amplitude of the generated sound waves. Another microphone is then placed at an air channel opening on the opposite side of the sample to detect the transmitted signal and the acoustic transmittance is calculated as the ratio between the pressure amplitudes detected by the two microphones (i.e. $p_{\text{output}}/p_{\text{input}}$).

The continuous red lines in Figs. 2.5(c) and (d) show the experimentally measured transmittance for the square and triangular sample, respectively, while the blue dashed lines correspond to the transmittance as predicted by steady-state FE simulations. First, we note that the transmittance for the square lattice does not show regions of significant attenuation and fluctuates around -30 dB for experimental data and around -20 dB for numerical results. Such low baseline value is mainly attributable to the dispersion of vibrational energy through the channel openings on the edges, while the 10 dB difference between experimental and numerical results is due to the dissipation in the viscous boundary layers, an effect which is not accounted for in the FE simulations. Differently, for the triangular network a significant drop (up to $\sim -60$ dB) in the transmittance is observed between 2.5 kHz and 6 kHz (i.e. for $\Omega$ between 0.3 and 0.7), confirming the existence of the band gap induced by geometric frustration predicted by our analysis.

In summary, we demonstrated both numerically and experimentally that geometric frustration can be exploited to control the propagation of sound waves in networks of narrow air channels. In fact, we found that in acoustic networks comprising triangles or pentagons sonic band gaps emerge in the vicinity of the odd numbered resonant frequencies of the individual channels because of geometric frustration. Remarkably, while sonic band gaps have been previously achieved either by Bragg scattering in ordered arrays of solid inclusions in air or by mode hybridization in channels with embedded resonators, our results reveal a new mechanism to suppress the propagation of sound waves in specific frequency ranges. We also note that the frustration-induced band gaps demonstrated in this study are characterized by a very peculiar feature: although they are the result of resonance hybridization, their presence completely depend on the lattice geometry.
Figure 2.5: Transmittance of finite-sized networks: fabricated samples with (a) the square and (b) triangular networks. The input chamber is connected to the left edge of the samples, while the microphone to measure the amplitude of the generated sound waves is attached to the right edge. The frequency-dependent transmittances for the samples are shown in (c) and (d) for the triangular and square network, respectively. Both experimental (continuous red lines) and numerical (dashed blue line) results are shown. The grey regions in (d) highlight the hybridization band gap as predicted for the corresponding infinite structure (see Fig. 2.1(b)).
This makes them very different from the locally resonant band gaps previously observed in metamaterials comprising embedded resonators\cite{112,68,19,44,13,57}, since those have been shown not to be affected the spatial arrangement of resonators\cite{67,115}, and also to be retained in the case of randomly distributed resonators\cite{6}. Given the broad range of applications recently demonstrated for systems with acoustic band gaps, including wave guiding\cite{101,148}, frequency modulation\cite{49,94}, noise reduction\cite{77} and acoustic imaging\cite{63,49,82}, we expect geometrically frustrated acoustic networks to play an important role in the design of the next generation of materials and devices that control the propagation of sound.
The important thing in science is not so much to obtain new facts as to discover new ways of thinking about them.

William Henry Bragg
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Band Gap by Connectivity

Lattice structures have long fascinated physicists and engineers not only because of their outstanding functionalities, but also for their ability to control the propagation of elastic waves. While the study of the relation between the connectivity of these systems and their static properties has a long history that goes back to Maxwell. However, rules that connect the dynamic response to the network topology have not been established. Generally speaking, the topology of structures comprising a interconnected network of elastic beams can be effectively described by the coordination number ($\bar{z}$), which is defined as the average number of connections at joints. From a static point of view, reducing $\bar{z}$ makes the structure less rigid until a critical threshold is reached, below which deformation modes of zero energy emerge$^{71,87,136,72}$. A global stability criterion that purely depends on $\bar{z}$ was first determined by Maxwell for pin-joined lattices comprising spring-like ligaments$^{71}$, and then modified to account for the nature (pin or welded) of the joints$^{94}$, the bending stiffness of the struts$^{16,12}$, self-stresses$^{16}$, dislocation defects$^{90}$, collapse mechanisms$^{47}$ and boundary modes$^{92,120,114,40}$. In recent years, the dynamic response of periodic lattices has also attracted considerable interest$^{76,59,24,46}$ because of their ability to tailor the propagation of elastic waves through directional transmissions$^{101,93,31,19}$ and band gaps (frequency ranges of strong wave attenuation)$^{74,93,31,19}$. However, though several studies have shown that the wave propagation properties of periodic lattices are highly sensitive to the architecture of the network$^{101,74,93,31,19}$, a global criterion connecting the frequency and size of band gaps to the lattice topology is still not yet in place.

In this letter, we study the effects of both the global coordination number ($\bar{z}$) and the local geometric features of periodic networks made of slender beams with finite bending stiffness on the propagation of elastic waves. We consider two dimensional periodic lattices made of Euler-Bernoulli beams supporting both bending and axial deformations. Each beam is made of a linear elastic isotropic material, has length $L$, mass per unit length $m$, bending stiffness $EI$, axial stiffness $EA$ and is characterized by a slenderness ratio $\lambda = L\sqrt{EA/(EI)} = 20$. However, it is important to note that all results presented in the paper are not affected by this specific choice of $\lambda$ and that identical
Figure 3.1: Band structures of triangular periodic beam lattices. (a) Dispersion relation of the triangular lattice with welded joints. (b) Dispersion relation of the triangular lattice with pin joints. The lattice and unit cells with both welded and pin joints are shown as insets. Bandgaps are shown as grey-shaded areas and the flat bands at their lower edge are highlighted in red. The Bloch modes of the flat band (the third mode) at high symmetry points of the Brillouin zone (G, X and M, see Appendix B) are shown in (c) and (d) for the case of welded and pin joints, respectively. A plot presenting both band structures normalized by the same factor is included in Appendix B.
findings can be obtained for network of beams characterized by any value of $\lambda > 10$. To study the propagation of small amplitude elastic waves in such lattices, we perform frequency-domain wave propagation analysis\(^{227,225}\) within the finite element (FE) framework using the commercial package Abaqus/Standard and Bloch-type boundary conditions are applied to the edges of the unit cell. We then solve the frequency-domain wave equation for wave vectors in the Brillouin zone using a perturbation method. Details are given in Appendix B.

We start by investigating the propagation of elastic waves in the triangular lattice (characterized by connectivity $\tilde{z} = 6$) with both pin and welded joints. Figures 3.1a and 3.1b show the band structures in term of the normalized frequency $\omega/\omega_{\text{welded}}$ and $\omega/\omega_{\text{pin}}$, where $\omega_{\text{welded}} = 22.4 \sqrt{EI/(mL^4)}$ and $\omega_{\text{pin}} = \pi^2 \sqrt{EI/(mL^4)}$ are the first natural frequency of the a single beam with both ends fixed (welded) and free to rotate (pin), respectively. As previously predicted\(^{91}\), the dispersion relations indicate that the structure is characterized by a band gap. However, while such band gap is believed to be due to Bragg scattering, our analysis surprisingly indicates that it is generated by localized resonance, a fact that has not been clearly pointed out before. This important observation is clearly supported by the fact that, regardless of the type of joints, the band at the lower edge of the band gap is completely flat (see red lines in Figs. 3.1a and 3.1b) and located in correspondence of the first natural frequency of the beams (i.e. $\omega/\omega_{\text{welded}} = 1$ and $\omega/\omega_{\text{pin}} = 1$). Furthermore, the Bloch mode shapes of the flat band at the high-symmetry points G, X and M reported in Figs. 3.1c and 3.1d confirm that each beam vibrates independently according to its natural mode. As a result, the vibration energy is localized by the single-beam resonant mode, preventing the propagation of the elastic waves. In previous studies, the local resonance mechanism was typically realized in heterogeneous systems comprising two,\(^{122,227,225}\) three,\(^{68,135,67}\) or four\(^{57}\) different constituent materials. Remarkably, in periodic triangular lattices, even with a single material and building block, local resonances can be exploited to generate band gaps, providing a foundation for the design of a new class of systems to manipulate the propagation of elastic waves. Furthermore, our results also demonstrate that, in or-
der to attenuate the propagation of elastic waves through localized resonances, it is not necessary to 
embed additional resonating components within the beam lattices. Such single-building-block and single-material system with locally resonant band gap has been previously realized in one-dimensional setup only.

Having demonstrated that the triangular beam lattice is characterized by a locally resonant band 
gap regardless of the type of joints, we now investigate the dynamic response of the hexagonal lat-
tice, which has the same lattice symmetries of the triangular lattice but a much smaller coordination 
number (i.e. $\bar{z} = 3$). As shown in Fig. 3.2a, the hexagonal lattice with welded joints also exhibits an 
almost flat band at the resonant frequency of the beams (i.e. $\omega = \omega_{\text{welded}}$). However, in this case 
the flat-band resonant mode does not open a band gap regardless of the types of joints (identical 
behavior is found in the case of pin joints, as shown in Appendix B). By comparing to the triangu-
lar lattice, we note that the absence of the locally resonant band gap in the hexagonal lattice could 
arise either because of the low connectivity number $\bar{z}$ or the different angle $\alpha$ between connected 
bands. To further inspect the contribution of the latter factor, by keeping $\bar{z} = 3$ and varying $\alpha$ 
from $2\pi/3$ to $\pi/3$, we construct periodic lattices that are topologically equivalent to the hexagonal 
lattice and study their dynamic response. As clearly shown in Figs. 3.2b-3.2d, though the phononic 
band structure evolves significantly as $\alpha$ changes, no band gap is observed. It is especially important 
to note that for $\alpha = \pi/3$ the beams are arranged exactly as in the triangular lattice. However, the 
network topology is different, as only three, instead of six, beams connect to each other at each joint 
(see inset in Fig. 3.2d). Thus, these results conclusively show that the global topology of the network 
described by the coordination number plays a crucial role in determining the existence of locally res-
onant band gaps. In addition, our analysis indicates that this conclusion is not affected by the nature 
of the joints (additional results for pin joints are included in Appendix B).

Next, to further demonstrate the role of the coordination number on the formation of locally 
resonant band gaps, we investigate a number of periodic beam lattices with $3 < \bar{z} < 6$, as shown
Figure 3.2: Band structure of periodic lattices with $2 = 3$ and welded joints. (a) Hexagonal lattice ($\alpha = 2\pi /3$); (b) Topologically equivalent lattice with $\alpha = \pi /2$; (c) Topologically equivalent lattice with $\alpha = 5\pi /12$; and (d) Topologically equivalent lattice with $\alpha = \pi /3$. The lattice structures and unit cells used in the calculations are shown as insets. Note that for $\alpha = \pi /3$ the arrangement of the beams is the same as for the triangular lattice, but the connectivity is still $2 = 3$. In fact, although for clarity the green-colored joints are drawn separately in the unit cell of d, they are positioned at the same spatial location. No locally resonant band gap is found for any of the configurations. Results for the same lattices with pin joints are provided in Appendix B.
in Fig. 3.3a. These hybrid lattices are generated by considering enlarged unit cells of the triangular lattice and randomly removing a number of joints and all beams attached to them. Alternatively, lattices with \( \bar{z} \) close to 3 are constructed starting with an enlarged unit cell of the hexagonal lattice and filling some randomly chosen hexagons with six triangles. For each value of \( \bar{z} \) multiple configurations are analyzed and, since these periodic lattices do not share the same spatial symmetry of the triangular and hexagonal lattices, additional Bloch vectors are considered to determine the presence of band gaps, as detailed in Appendix B. The results are summarized in Fig. 3.3b, where the width of the band gap \( \Delta \omega \) is reported for different hybrid lattices with \( 3 < \bar{z} < 6 \). Each circular marker in the plot represents the average gap width of all configurations considered for that particular value of \( \bar{z} \), while the corresponding error bar spans the range of observed \( \Delta \omega \). Interestingly, for lattices with low connectivity (i.e. \( 3 < \bar{z} < 3.7 \) - yellow region in Fig. 3.3b), no locally resonant band gap is observed at \( \omega = \omega_{\text{welded}} \).

In contrast, when \( 4.6 < \bar{z} < 6.0 \) (red region in Fig. 3.3b), all considered lattices possess a locally resonant band gap. In particular, for structures with a very high average connectivity (i.e. \( \bar{z} > 5.5 \)), the band gap width \( \Delta \omega \) is linearly correlated to the coordination number \( \bar{z} \). On the other hand, if \( 4.6 < \bar{z} < 5.7 \), although a locally resonant band gap always exists, its size is not solely determined by \( \bar{z} \), but also affected by the specific arrangement of the beams within the unit cell. Finally, when \( 3.7 < \bar{z} < 4.6 \) (orange region in Fig. 3.3b), depending on the local geometric features, the lattice may either have or not have a locally resonant band gap.

The results presented in Fig. 3.3 not only confirm that the global topology of the lattice is the leading factor in determining the existence of a locally resonant band gap, but also indicate that for an intermediate range of \( \bar{z} \) the detailed geometry of the lattice plays an important role. To further understand the effect of the arrangement of the beams in lattices characterized by intermediate values of \( \bar{z} \), we also study rhombic lattices with \( \bar{z} = 4 \) and investigate the effect of the angle \( \theta \) between the beams at the joints. We start from the case of \( \theta = \pi/2 \), the well-known square lattice, which
Figure 3.3: Dynamic response of periodic lattices with $3 < \bar{z} < 6$. (a) Representative unit cells constructed either starting from the triangular lattice and removing a number of randomly chosen nodes or starting from the hexagonal lattice and filling a number of randomly chosen hexagons with six triangles. For two unit cells with $\bar{z} = 4.615$ also the band structures are shown. b, Relation between normalized average band gap size $\Delta \omega/\omega_{\text{welded}}$ and coordination number $\bar{z}$. The band gap size is computed as the difference between the upper and lower edges of the gap. The error bar at each data point indicates the band gap range of frequencies spanned by all different configurations characterized by the same value of $\bar{z}$. 
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does not have a locally resonant band gap. However, as shown in Fig. 3.4, when the angle $\theta$ is progressively reduced, a locally resonant band gap appears for rhombic lattices. Interestingly, we also find that a maximum band gap width is achieved for $\theta = 56\pi/180$, regardless of the joint types. Therefore, our results indicate that, when extended to the dynamic response of the beam lattices, Maxwell's rule can be relaxed. In fact, while $\bar{z} = 4$ represents the critical threshold below which a lattice made of spring-like ligaments becomes unstable, the rhombic lattices at the threshold can still possess a locally resonant band gap by carefully choosing the angle $\theta$.

In summary, we have numerically investigated the dynamic response of periodic beam lattices. We have found that, in highly connected lattices, the beams themselves act as mechanical resonators, enabling the generation of locally resonant band gaps. Similar to the observation reported for the effective static properties of lattices, our results indicate that the presence and width of the locally resonant band gap depends on the coordination number (i.e. average lattice connectivity, $\bar{z}$). A reduction of $\bar{z}$ results in a decrease of the band width, until a critical threshold is reached, below which the band gap completely closes. On the other hand, we have found that, different from
the ground state static properties\textsuperscript{94,16,11}, the dynamic response of the system is not sensitive to the type of joints. Under dynamic loading, the lattices are in an excited state characterized by a finite level of energy, and the response is not qualitatively affected by the bending stiffness of the joints. Moreover, we have also shown that the average connectivity is not enough to predict the dynamic characteristics of a system when $\bar{z}$ is near the critical threshold. In fact, we identified a transition region where the dynamic response of the lattices is sensitive to the detailed architecture of the network. Our work paves the way towards the design of a new class of systems made of identical elastic beams that can effectively attenuate the propagation of elastic waves at low frequencies by exploiting local resonances. As an example, highly connected periodic lattices with beam length $\sim$ 40 mm, thickness $\sim$ 2.0 mm, which are made of an acrylic polymer that can be easily 3D-printed (Young’s modulus $\sim$ 1.14 GPa, density $\sim$ 1050 kg/m\(^3\)), exhibit a locally resonant band gap in the audible frequency range (i.e. at around 590 Hz and 1340 Hz for the case of pin and welded joints, respectively).
No, no. These concepts (topological bundle theory) were not dreamed up.
They were natural and real.

Shiing-Shen Chern

God made the bulk; surfaces were invented by the devil.
Wolfgang Pauli

4

Topological Band Gap

Topological states in electronic materials, including the quantum Hall effect\cite{121} and topological insulators\cite{135,96}, have inspired a number of recent developments in photonics\cite{40,69}, phononics\cite{95,44,64,135,137} and mechanical metamaterials\cite{114,50,90,21}. In particular, in analogy to the quantum anomalous Hall effect\cite{15}, one-way electromagnetic waveguides in two-dimensional systems have been realized by breaking time-reversal symmetry\cite{15,130,110,109}.

Very recently unidirectional edge channels have been proposed for elastic waves using Coriolis force in a non-inertial reference frame\cite{129}, but such a rotating frame is very difficult to implement in solid state devices. Moreover, one-way propagation of scalar acoustic waves has also been proposed by introducing rotating fluids\cite{34,40,86}. However, it is important to recognize that elastic waves in solids have both transverse and longitudinal polarizations, while acoustic waves in fluids are purely longitudinal. As a result, it is challenging to achieve topological protection for elastic waves on an integrated device platform.

Here, we present a robust strategy to create topologically nontrivial edge modes for both longitudinal and transverse polarizations in a solid medium. In particular, we introduce gyroscopic phononic crystals, where each lattice site is coupled with a spinning gyroscope that breaks time-reversal symmetry in a well-controlled manner. In both hexagonal and square lattices, gyroscopic coupling opens band gaps that are characterized by Chern numbers of 1 and 2. As a result, at the edge of these lattices both single-mode and multi-mode one-way elastic waves are observed to propagate around arbitrary defects without backscattering.

To start, we consider a hexagonal phononic crystal with equal masses ($m_z = m_1$) connected by linear springs (red and black rods in Figs. 4.1a and 4.1b). The resulting unit cell has four degrees of freedom specified by the displacements of $m_1$ and $m_z$ ($U = [u_x^{m_1}, u_y^{m_1}, u_x^{m_z}, u_y^{m_z}]$). Consequently, there are a total of four bands in the band structure (Fig. 4.1c). Note that this is the minimal number of bands required to open a complete band gap, since the first two elastic dispersion bands are pinned at zero frequency. The phononic band structures are calculated by solving the dispersion
Figure 4.1: Ordinary and Gyroscopic Phononic Crystals: (a) Schematic of the hexagonal lattice. The blue and grey spheres represent concentrated masses $m_1$ and $m_2 = m_1$, respectively. The red and black straight rods represent mass-less linear springs with stiffness $k_1$ and $k_2 = k_1 / \omega_0$, respectively. The dashed cell is the primitive cell of the lattice. (b) Unit cell for the ordinary (non-gyroscopic) phononic crystal. (c) Band structure of the ordinary (non-gyroscopic) phononic crystal. The inset is the Brillouin zone. (d) Schematic of a gyroscope with the top tip pinned to a mass in the lattice. (e) Unit cell for the gyroscopic phononic crystal. (f) Band structure of the gyroscopic phononic crystal ($\alpha_i = \alpha_z = 0.3 m_1$) with the Chern numbers labeled on the bulk bands. The frequencies are normalized by $\omega_0 = \sqrt{k_i / m_i}$. 
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\[
[K(\mu) - \omega^2 M] U = 0
\]  
(4.1)

for wave vectors \(\mu\) within the first Brillouin zone. Here, \(\omega\) denotes the angular frequency of the propagating wave and \(M = \text{diag}\{m_1, m_2, m_3, m_4\}\) is the mass matrix. Moreover, \(K\) is the \(4 \times 4\) stiffness matrix and is a function of the Bloch wave vector \(\mu\). The band structure of this simple lattice is shown in Fig. 4.1c. As expected, in the long wavelength regime (near \(G\)-point) the first and second bands correspond to transverse and longitudinal modes, respectively, while for short wavelengths (near \(K\)-points) all modes are found to have mixed polarization (detailed analysis of the modal polarization is given in Appendix C). Moreover, we observe a quadratic degeneracy between the third and fourth bands at the center of the Brillouin zone and a complete gap between the second and third bands due to the lack of inversion symmetry. However, this gap is topologically trivial, since time-reversal symmetry is not broken and the Chern numbers of the bands are all zero.

In order to break time-reversal symmetry, we introduce gyroscopic coupling\(^{30,14,17}\) and attach each mass in the lattice to the tip of the rotational axis of a gyroscope, as shown in Fig. 4.1d. Note that the other tip of the gyroscope is pinned to the ground to prevent any translational motion, while allowing for free rotations. Because of the small-amplitude in-plane waves propagating in the phononic lattice, the magnitude of the tip displacement of the each gyroscope is given by

\[
U_{\text{tip}} = h \sin \vartheta \approx h \vartheta = h \Theta e^{i \Theta} \quad \text{for} \quad |\Theta| \ll 1,
\]  
(4.2)

where \(h\) and \(\vartheta\) denote the height and nutation angle of the gyroscope (Fig. 4.1d) and \(\Theta\) is the amplitude of the harmonic change in \(\vartheta\). Interestingly, the coupling between the mass in the lattice and the gyroscope induces an in-plane gyroscopic inertial force perpendicular to the direction of \(U_{\text{tip}}\)

\[
F_g = \pm i \omega^2 \alpha U_{\text{tip}}
\]  
(4.3)
where $\alpha$ is the spinner constant that characterizes the strength of the rotational coupling between two independent inertias in the 2D plane. As a result, the mass matrix in Eq. (4.1) becomes,

$$
\tilde{M} = M + \begin{pmatrix}
0 & i\alpha_1 & 0 & 0 \\
-i\alpha_1 & 0 & 0 & 0 \\
0 & 0 & 0 & i\alpha_2 \\
0 & 0 & -i\alpha_2 & 0
\end{pmatrix},
$$

where $\alpha_1$ and $\alpha_2$ denote the spinner constants of the gyroscopes attached to $m_1$ and $m_2$, respectively. We note that the imaginary nature of the gyroscopic inertial effect indicates directional phase shifts with respect to the tip displacements, which breaks time-reversal symmetry.

We now consider the band structure of the gyroscopic hexagonal lattice. Interestingly, we find that the original band gap between the second and third bands first closes into a Dirac cone at the $K$-points and then reopens as we gradually increase the magnitude of $\alpha_1$ and $\alpha_2$. In particular, for $\alpha_1 = \alpha_2 = 0.07m$, the gap is closed and a pair of Dirac cones at $K$-points emerges, while for $\alpha_1 = \alpha_2 = 0.3m$, the gap reopens, as shown in Fig. 4.1f. We also note that this topological transition at $\alpha_1 = \alpha_2 = 0.07m$ is accompanied by a band inversion\textsuperscript{127} between the second and third bands near the $K$-points (the complete process of this topological transition is shown in the Appendix C). Since each Dirac point carries a Berry phase of $\pi$ and there is a pair of Dirac cones in the first Brillouin zone\textsuperscript{1}, we expect the total exchange of Berry curvature between the two bands to be $2\pi$, resulting in one chiral edge state in the gap between the second and third bands. Similarly, we also observe that the quadratic degeneracy found for the ordinary lattice between the third and fourth bands at the Brillouin zone center (see Fig. 4.1c) is opened into a full band gap when gyroscopic coupling is introduced (see Fig. 4.1f). Since such a quadratic touching carries a $2\pi$ Berry phase\textsuperscript{25},

\textsuperscript{1}Note that on the boundary of the first Brillouin zone of the hexagonal lattice there are six Dirac points. However, since at each point only one third of the Dirac cone is included in the first Brillouin zone, we have a pair of Dirac cones in total.
Figure 4.2: Edge modes in Gyroscopic Phononic Crystal: (a) 1D band structure showing bulk bands (black dots) and edge bands (colored lines). Red solid lines represent edge modes bound to the top boundary, while blue dashed lines represent edge modes bound to the bottom boundary. (b) Modal displacement fields of top edge states with negative group velocities. (c) Modal displacement fields of bottom edge states with positive group velocities.

there should be one chiral edge state in the gap between the third and fourth bands. Importantly, the fact that band gaps in Fig. 4.1f are topologically-nontrivial is confirmed by the non-zero Chern numbers labeled on the bands (the calculations conducted to compute these topological invariants are detailed in the Appendix C). Therefore, in the frequency ranges of these nontrivial band gaps, we expect gapless one-way edge states, whose number is dictated by the sum of Chern numbers below the band gap, in agreement with our intuitive arguments of Berry phase.

To verify the existence of such one-way edge states, we perform one-dimensional (1D) Bloch wave analysis on a supercell comprising $20 \times 1$ unit cells, assuming free boundary conditions for the top and bottom edges. In full agreement with the bulk Chern numbers, the band structure of the supercell shows one one-way edge mode on each edge in both band gaps. For modes bound to the top edge (Fig. 4.2b), the propagation can only assume negative group velocities (red solid lines with negative slope in Fig. 4.2a). On the other hand, the modes bound to the bottom edge (Fig. 4.2c) possess positive group velocities (blue dashed lines with positive slope in Fig. 4.2a). Since these edge modes are in the gap frequency range where no bulk modes may exist, they cannot scatter into the bulk of the phononic crystal. Furthermore, their uni-directional group velocities guarantee the absence
of any back scattering and result in the topologically protected one-way propagation of vibration energy.

![Figure 4.3: Transient Response of a gyroscopic phononic crystal consisting of \(20 \times 20\) unit cells with a line defect on the right boundary: Snapshots of the displacement field at (a) \(t = 2T_0\), (b) \(t = 12T_0\), (c) \(t = 22T_0\) and (d) \(t = 32T_0\), where \(T_0 = \frac{\sqrt{m_i/k_i}}{\omega_0}\) is the characteristic time scale of the system. Starting from \(t = 0\), a time-harmonic excitation force \(\mathbf{F}(t) = [F_x(t), F_y(t)] = [1, 1]F_0e^{-\omega_0 t}\) is prescribed at the site indicated by the red arrow.]

To show the robustness of these edge states, we conduct transient analysis on a finite sample comprising \(20 \times 20\) unit cells with a line defect on the right boundary created by removing twelve masses and the springs connected to them (Fig. 4.3a). A harmonic force excitation, \(F_0e^{-\omega_0 t}\), is prescribed at a mass site on the bottom boundary (red arrow in Fig. 4.3a) with frequency within the bulk band gap between the second and third bands (\(\omega/\omega_0 = 1.3\)). In Fig. 4.3 we plot snapshots of the velocity field at different time instances, \(t/T_0 = 2, 12, 22\) and \(32\), where \(T_0 = \frac{\sqrt{m_i/k_i}}{\omega_0}\) is the characteristic time scale of the system. Remarkably, because of their topological protection, the edge modes circumvent both the sharp corner and the line defect without any reflection. We note that,
although the results presented in Fig. 4.3 are for an harmonic excitation with 45° inclination (i.e. 
\[ \mathbf{F}(t) = [F_x(t), F_y(t)] = [1, 1]F_0e^{-i\omega t} \], the one-way edge propagations are not affected by the
direction of the applied force (additional results are included in the Appendix C).

Next, we investigate the effect of the lattice geometry and start with an ordinary square phononic
crystal with masses \( m_i \) connected by springs with elastic constant \( k_i \). To make the lattice statically
stable, we add an additional mass \( m_2 = m_i \) at the center of each unit cell and connect it to its
four adjacent \( m_i \) masses by springs with elastic constant \( k_2 = 2k_i \) (See Figs. 4.4a). The band struc-
ture for this lattice (shown in Fig. 4.4b) contains a pair of three-fold linear degeneracies among the
first, second and third bands at the \( X \) points of the Brillouin zone. Note that this type of degener-
cacy, consisting of a locally flat band and a Dirac point, is known as the "accidental Dirac point"
or "Dirac-like cones"\(^{64,45} \). Interestingly, while this type of degeneracy was previously found to
occur at the Brillouin zone center and very sensitive to the system parameters, in our lattice it ro-
 bustly appears at the \( X \) points when \( m_1 = m_2 \). Upon the introduction of gyroscopic inertial effects
(\( \alpha_1 = \alpha_2 = 0.3 \ m_i \)), these three-fold degenerate points are lifted and a gap is created between the
second and third bands (Fig. 4.4c). The Chern numbers of two bulk bands below the gap is two,
predicting the existence of two topological edge states. The presence of multi-mode one-way elastic
waves is consistent with the fact that the Berry phase associated with such a three-band degeneracy
is \( 2\pi \)\(^{78} \), resulting in a total exchange of Berry curvature of \( 4\pi \) when gapping two of these points in
the Brillouin zone\(^ \dagger \). In Figs. 4.4d and 4.4e, we plot the band structure of the corresponding \( 20 \times 1 \)
supercell, highlighting the two one-way edge modes and their modal displacement fields.

To summarize, we demonstrated that gyroscopic phononic crystals can support topologically
non-trivial gaps, within which the edge states are unidirectional and immune to back-scattering.
The transient analysis confirmed that the propagations of such topological edge waves are robust

\(^ \dagger \)Note that on the boundary of the first Brillouin zone of the square lattice there are four equivalent
\( X \)-points. However, since at each point only one half of the three-band degeneracy is included in the first
Brillouin zone, we have a pair of three-band degeneracies in total.
against large defects and sharp corners. Moreover, we showed, for the first time, the multimode one-way states (Chern number = ±2) in phononic systems, opening more avenues for the design of future topological waveguides and devices. While in this study we developed a comprehensive framework for the design and analysis of topological phononic crystals, we recently became aware of a parallel effort in which time-reversal symmetry breaking in a gyroscopic system has been theoretically analysed and experimentally demonstrated\textsuperscript{85}.

Finally, we note that phononic crystals\textsuperscript{107,106} and acoustic metamaterials\textsuperscript{68,32,30,57,115} that enable manipulation and control of elastic waves have received significant interest in recent years\textsuperscript{71,46}, not only because of their rich physics, but also for their broad range of applications\textsuperscript{101,93,119,45,91,77,13,12,26,60,3,70,29}. Interestingly, the edge wave modes in phononic crystals are important in many scenarios\textsuperscript{118,117,5,61}, including vibration control\textsuperscript{116} and acoustic imaging\textsuperscript{119}. However, most of reported studies have focused on topologically trivial surface waves that can be easily scattered or localized by defects\textsuperscript{118}. Therefore, the work reported here could open new avenues for the design of phononic devices with special properties and functionalities on edges, surfaces and interfaces.
Figure 4.4: Square Lattice results: (a) Schematic of the square lattice. The blue and grey spheres represent concentrated masses $m_i$ and $m_\perp = m_x$, respectively. The black and red straight rods represent mass-less linear springs with stiffness $k_i$ and $k_\perp = 1/k_i$, respectively. (b) Band structure of the ordinary (non-gyroscopic) phononic crystal. The insets are the Brillouin zone and the unit cell. (c) Band structure of the gyroscopic phononic crystal ($\alpha_i = \alpha_\perp = 0.3m_i$) with the Chern numbers labeled on the bulk bands. Frequencies are normalized by $\omega_0 = \sqrt{k_i/m_i}$. The inset is the unit cell. (d) 1D band structure showing bulk bands (black dots) and two topological edge bands (red solid lines) bound to the top boundary. Note that the edge bands that are bound to the bottom boundary are not shown here. (e) Modal displacement fields of the edge states shown in (d).
Nothing is too wonderful to be true if it be consistent with the laws of nature.

Michael Faraday

A picture is worth a thousand words; an equation is worth a thousand pictures; and an idea is worth a thousand equations!

5 Conclusion

Phononic crystals and acoustic metamaterials provide many opportunities to manipulate sound and vibrations. One of the most interesting of these is their ability to tailor the propagation of acoustic and elastic waves through phononic band gaps - frequency ranges of strong attenuation. Although there have been numerous studies focused on band-gap materials in the last two decades, only two types of gaps have been demonstrated: Bragg-type gaps emerging from the collective scattering and hybridization gaps created by embedded resonators. In this thesis, I report the discoveries of three
new types of phononic band gaps, providing novel strategies for the design of next-generation smart systems with targeted dynamic behavior.

First, as shown in Chapter 2, geometric frustrations in acoustic waveguide networks comprising triangles or pentagons can induce band gaps in the vicinity of the odd numbered resonant frequencies of the individual channels. The numerical and experimental results reveal that this new mechanism is different from that of embedded resonators in two aspects. On one hand, in conventional designs of acoustic metamaterials, there has always been a clear distinction between the bulk matrix material and the resonating unit. Acoustic networks with geometric-frustration gaps, on the contrary, comprise air channels that, surprisingly, function as both the matrix and the resonator. On the other hand, locally resonant band gaps previously observed in metamaterials are not sensitive to the spatial arrangement of resonators, and they can also be retained in the case of randomly distributed resonators. In contrast, the frustration-induced band gaps are fundamentally dependent on the spatial configuration of the air channels and can be completely determined by the lattice geometry. Besides these peculiar features, this study also provides the first demonstration for the geometric frustration of continuous wave function in a macroscopic system which can be easily fabricated and conveniently studied.

Second, band gaps in lattices of structural beams with finite bending stiffness are also found to be a new kind in Chapter 3. Although these gaps have been previously predicted and are well known to the research community, our new results indicate that they are also hybridization gaps caused by the resonance mode of individual beams. Similar to the case of air channels in acoustic waveguide networks, each beam in the lattices actually act as both a part of bulk matrix and an independent resonating unit. This discovery compels the study to focus on the conditions for the formation of the gaps in beam lattices of different configurations. However, the simple argument of geometric frustration can not be directly applied to this case anymore. Since beams can support both axial and flexural deformations, the waves in these lattices are vectorial in nature. Moreover, the flexural
wave on each beam has a quadratic dispersion by itself, which further complicates the problem. Extensive numerical studies eventually unearth the fact that the presence and width of the locally resonant band gap in beam lattices depends on the average lattice connectivity of the network. The gap always exists in lattices with high connectivity, and there is a critical threshold for the average connectivity, from which the gap size is purely dictated by the global lattice topology. However, near this critical value, the detailed local geometry of the lattice also has strong effects. Furthermore, the rotational stiffness of the joints in the network is found to be irrelevant to the dynamic response of the lattices. The new findings discussed here offer guidelines for the optimization of beam networks for dynamic behaviors.

Finally, Chapter 4 provides a phononic analogue of the electronic quantum Hall effect, which gives rise to robust edge states and further leads to the discovery of topological insulators. In particular, gyroscopic effects are introduced into typical two-dimensional phononic lattices comprising point masses and linear springs. Topologically non-trivial phononic gaps for both longitudinal and transverse wave-polarizations are created as a result of time-reversal breaking by gyroscopes. Numerical methods are developed to calculate the topological invariant, Chern number, that characterizes the system. Interestingly, elastic waves bound to the edges in topological phononic crystals are shown to be strictly one-way and robust against any heterogeneity. In addition, multi-mode topological edge waves are demonstrated by changing the configuration of base lattice. It is worth pointing out that, although the spring-mass system investigated in Chapter 4 is nothing more than a minimalistic "toy model", it is fundamental to any topological band gaps, in a way similar to the models shown in Fig. 1.1 of Chapter 1 for conventional types of band gaps. This study of topological phononics provides a new concept and methodology for future scientific studies and technological advances.

To summarize, the two systems discussed in Chapters 2 and 3 are different but related. Both are based on lattice geometries and have resonant band gaps "spotaneously" created by lattice compon-
ent in single-material designs without explicitly embedded resonators. The investigations on these new gap-forming mechanisms, namely geometric frustration and lattice connectivity, can significantly widen the range of possibilities for designing dynamic devices with novel properties in a much simpler way than has been possible so far.

More importantly, the topological phononic band gap discussed in Chapter 4 possess a striking and technologically promising property: the existence of edge waves traveling in a single direction without any possible backscattering, regardless of the existence of defects or disorder. This phenomenon does not occur in any ordinary wave devices, promising novel applications for vibration isolators, modulators, and transducers. In fact, much like the scientific paradigm shift caused by topological insulators in semi-conductor materials for electronics, the study of wave topology represents the new frontier of acoustic technology and will certainly revolutionize the research field in the next few years. Discoveries and inventions in phononic crystals and acoustic metamaterials have all been based on topologically-trivial gaps and wave modes in the last two decades. Now a new topological era awaits.
A.1 Calculation of dispersion relations for acoustic networks

A.1.1 Finite Element formulation

In this study we focus on acoustic networks comprising a periodic array of narrow air channels of length $L$ and cross-sectional width $t$, for which $t \ll L$. Therefore, in any individual channel the
free vibrations of the enclosed air column can be described by the 1D wave equation \(^\text{(A.1)}\)

\[
\frac{\partial^2 p}{\partial t^2} - \epsilon^2 \frac{\partial^2 p}{\partial x^2} = 0,
\]

where \(p\) is the acoustic pressure (the local deviation from the ambient pressure), \(\epsilon\) is the speed of sound in the channel and \(x \in [0, L]\) denotes the position along the channel. Since for a periodic network of air channels Eq. (A.1) cannot be solved analytically, we determine its solution numerically by using the finite element (FE) method.

To develop the FE formulation, we start by restating Eq. (A.1) in the weak form. We multiply both terms in Eq. (A.1) by an arbitrary function \(w(x)\) and integrate over the domain \([0, L]\),

\[
\int_0^L w \frac{\partial^2 p}{\partial t^2} \, dx - \epsilon^2 \int_0^L w \frac{\partial^2 p}{\partial x^2} \, dx = 0, \quad \forall w.
\]

Using integration by parts

\[
\frac{w}{\partial x^2} = \frac{\partial}{\partial x} \left( w \frac{\partial p}{\partial x} \right) - \frac{\partial w}{\partial x} \frac{\partial p}{\partial x},
\]

Eq. (A.2) can be rewritten as

\[
\int_0^L w \frac{\partial^2 p}{\partial t^2} \, dx - \epsilon^2 \left[ \int_0^L \frac{\partial}{\partial x} \left( w \frac{\partial p}{\partial x} \right) \, dx - \int_0^L \frac{\partial w}{\partial x} \frac{\partial p}{\partial x} \, dx \right] = 0, \quad \forall w,
\]

which, using the fundamental theorem of calculus, can be simplified to

\[
\int_0^L w \frac{\partial^2 p}{\partial t^2} \, dx - \epsilon^2 \left[ \frac{w \frac{\partial p}{\partial x}}{\Gamma} - \int_0^L \frac{\partial w}{\partial x} \frac{\partial p}{\partial x} \, dx \right] = 0, \quad \forall w,
\]

where \(\Gamma\) is the boundary of the 1D channel and consists of the two end points. In the following, the portion of the boundary where the \(p\) is prescribed is denoted by \(\Gamma_p\), while the boundary where \(\partial p/\partial x\) is prescribed is denoted by \(\Gamma_{\partial p}\). Note that \(\Gamma_p \cup \Gamma_{\partial p} = \Gamma\) and \(\Gamma_p \cap \Gamma_{\partial p} = \emptyset\). Next, we construct
the arbitrary function \( w(x) \) so that \( w = 0 \) on \( \Gamma_p \) and the pressure field so that \( p = \bar{p} \) on \( \Gamma_p \), yielding

\[
\int_0^L w \frac{\partial^2 p}{\partial r^2} dx - \epsilon^2 \left[ \frac{\partial p}{\partial x} \bigg|_{\Gamma_p} - \int_0^L \frac{\partial w}{\partial x} \frac{\partial p}{\partial x} dx \right] = 0, \quad \forall w \text{ with } w = 0 \text{ on } \Gamma_p, \quad (A.6)
\]

To numerically solve Eq. (A.6), we then construct a mesh, introduce approximations for the scalar fields \( p \) and \( w \) and formulate the discrete FE equations. Here, we discretize the 1D air channels into a number of line elements of length \( L_e \) and choose to approximate the fields in each line as a linear function (so that each element has two nodes located at \( x^e_1 \) and \( x^e_2 \)). It follows that over each element \( p \) and \( \partial^2 p / \partial r^2 \) are approximated as

\[
p^e(x) = N^e(x) d^e, \quad \frac{\partial^2 p^e(x)}{\partial r^2} = N^e(x) \ddot{d}^e, \quad (A.7)
\]

where \( d^e \) and \( \ddot{d}^e \) are vectors containing the nodal values of \( p \) and \( \partial^2 p / \partial r^2 \) and

\[
N^e(x) = \frac{1}{L_e} [x^e_2 - x, x - x^e_1] \quad (A.8)
\]

is the so-called element shape function matrix. Note that the superscript \( e \) has been introduced to indicate that the functions pertain to element \( e \). Moreover, according to the Galerkin method, we use the same approximation also for \( w \),

\[
w^e(x) = N^e(x) w^e. \quad (A.9)
\]

Next, to efficiently integrate Eq. (A.6), we evaluate the integral over \([o, L]\) as a sum of integrals over individual element domains \([x^e_1, x^e_2]\),

\[
\sum_{e=1}^{n_e} \left\{ \int_{x^e_1}^{x^e_2} w^e T \frac{\partial^2 p^e}{\partial r^2} dx + \epsilon^2 \int_{x^e_1}^{x^e_2} \frac{du^e T}{dx} \int_{x^e_1}^{x^e_2} \frac{dp^e}{dx} dx - \epsilon^2 \left( \frac{w^e T dp^e}{dx} \right) \bigg|_{\Gamma_p} \right\} = 0, \quad (A.10)
\]
where \( n_{el} \) is the total number of line element used to construct the mesh. Note that in the equation above we have taken the transpose of the arbitrary function \( w \); this does not change the value of the expression as \( w \) is a scalar, but it is necessary for consistency when we substitute matrix expressions for \( w \) and its derivatives.

Substitution of Eqs. (A.7) and (A.9) into Eq. (A.10) yields

\[
\sum_{e=1}^{n_{el}} \mathbf{w}^{eT} \left\{ \begin{array}{l}
\int_{x_{e}'}^{x_{e}''} \mathbf{N}^{eT} \mathbf{N}^{e} \mathbf{d}^{e} \, dx + \int_{x_{e}'}^{x_{e}''} \mathbf{B}^{eT} \mathbf{B}^{e} \, dx - \int_{x_{e}'}^{x_{e}''} \left( \frac{\mathbf{N}^{eT} \mathbf{d}p}{dx} \right) \Gamma^{p}_{y} \end{array} \right\} = 0, \quad (A.11)
\]

where

\[
\mathbf{B}^{e} = \frac{\partial \mathbf{N}^{e}}{\partial x} = \frac{1}{L_{e}} [-1, 1]. \quad (A.12)
\]

Note that in Eq. (A.11) we have introduced the element matrices \( \mathbf{M}^{e} \) and \( \mathbf{K}^{e} \)

\[
\mathbf{M}^{e} = \int_{x_{e}'}^{x_{e}''} \mathbf{N}^{eT} \mathbf{N}^{e} \, dx = \frac{L_{e}}{6} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}, \quad \mathbf{K}^{e} = \int_{x_{e}'}^{x_{e}''} \mathbf{B}^{eT} \mathbf{B}^{e} \, dx = \frac{\mathbf{e}^{e}}{L_{e}} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}, \quad (A.13)
\]

and the element vector \( \mathbf{f}^{e} \)

\[
\mathbf{f}^{e} = \mathbf{e}^{e} \left( \frac{\mathbf{N}^{eT} \mathbf{d}p}{dx} \right) \Gamma^{p}_{y}, \quad (A.14)
\]

which are the essence of the FE method formulation for this problem and serve as the building block for its global implementation.

Since the element and global nodal vectors can be related as

\[
\mathbf{d}^{e} = \mathbf{L}^{e} \mathbf{d}, \quad \ddot{\mathbf{d}}^{e} = \mathbf{L}^{e} \ddot{\mathbf{d}}, \quad \mathbf{w}^{e} = \mathbf{L}^{e} \mathbf{w}, \quad (A.15)
\]
where \( \mathbf{L}^e \) is the gather matrix for a given element, which gathers the nodal quantities of each element from the global nodal vector (note that \( \mathbf{L}^e \) is a Boolean and consists strictly of ones and zeros).

Substituting Eq. (A.15) into Eq. (A.11) we obtain

\[
\mathbf{w}^T \left( \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{M}^e \mathbf{L}^e \mathbf{\ddot{d}} + \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{K}^e \mathbf{L}^e \mathbf{\dot{d}} - \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{f}^e \right) = 0. \tag{A.16}
\]

If we now define the global matrices \( \mathbf{M} \) and \( \mathbf{K} \) as

\[
\mathbf{M} = \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{M}^e \mathbf{L}^e, \quad \mathbf{K} = \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{K}^e \mathbf{L}^e, \tag{A.17}
\]

and the global vector \( \mathbf{f} \) as

\[
\mathbf{f} = \sum_{e=1}^{n_d} \mathbf{L}^e \mathbf{f}^e. \tag{A.18}
\]

Eq. (A.16) can be rewritten as

\[
\mathbf{w}^T \left( \mathbf{M} \mathbf{\ddot{d}} + \mathbf{K} \mathbf{\dot{d}} - \mathbf{f} \right) = 0. \tag{A.19}
\]

Finally, since Eq. (A.19) has to be satisfied of all possible \( \mathbf{w} \), it follows that

\[
\mathbf{M} \mathbf{\ddot{d}} + \mathbf{K} \mathbf{\dot{d}} - \mathbf{f} = 0, \tag{A.20}
\]

which represent the FE equations for the 1D wave equation.

### A.1.2 Frequency-domain analysis

To calculate the dispersion relation for an acoustic periodic network, we focus on its unit cell spanned by the lattice vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) (highlighted in red in Fig. A.1). We then consider the wave motion

\[
\mathbf{d} = \mathbf{p} e^{i \omega t}. \tag{A.21}
\]
where $\mathbf{p}$ is the vector of nodal amplitudes of vibration and $\omega$ is the circular frequency. Introducing Eq. (A.21) into Eq. (A.20) we have

$$(\mathbf{K} - \omega^2 \mathbf{M})\mathbf{p} = 0,$$  \hspace{1cm} (A.22)

which is a generalized eigenvalue problem. Note that here we consider a unit cell in isolation from other unit cells, and thus the global vector $\mathbf{f}$ has been set to zero.

Next, we apply Bloch-type boundary conditions, so that the pressure of each pair of nodes (here denoted as $A$ and $B$) periodically located on the boundary of the unit cell is related as

$$\mathbf{p}_B = \mathbf{p}_A \exp(ik \cdot r_{AB}),$$  \hspace{1cm} (A.23)

where $k$ is Bloch-wave vector and $r_{AB}$ is the distance between the pair of nodes periodically located on the boundary.

Finally, we solve Eq. (A.22) with (A.23) for a number wave vectors $k$ lying in the reciprocal space. Note that, since the reciprocal lattice is also periodic, we can restrict the wave vectors $k$ to a certain region of the reciprocal space called the first Brillouin zone (indicated by the dashed polygons in Fig. A.1). In addition, we may further reduce the domain to the irreducible Brillouin zone (IBZ) (indicated by the yellow areas in Fig. A.1) by taking advantage of reflectional and rotational symmetries. Operationally, the band structures for the acoustic networks are constructed by calculating the eigen-frequencies $\omega(k)$ for $\mathbf{k}$ vectors on the perimeter of the IBZ and the band gaps (defined as frequencies range in which the propagation of the waves is forbidden) are obtained by the frequency ranges within no $\omega(k)$ exist. Numerically, a discrete set of $\mathbf{k}$ vectors on the perimeter of the IBZ needs to be chosen for the band gap calculations. For the simulations presented in this paper, twenty uniformly-spaced points on each edge of the IBZ are considered.
A.1.3 Dispersion relations for acoustic networks

While in Fig. 2.1 of Chapter 2 we report the dispersion relations for square and triangular lattices, we have also investigated the wave propagation in a number of other acoustic networks. In particular, in Fig. A.1 we report the dispersion relations for Kagome (see Fig. A.1(a)), hexagonal (see Fig. A.1(b)), equilateral pentagonal (see Fig. A.1(c)), mixed pentagons and rhombi (see Fig. A.1(d)) and snub square (see Fig. A.1(e)) configurations. Interestingly, the results indicate that any lattice comprising triangles or pentagons is characterized by frustration induced acoustic band gaps in the vicinity of the odd numbered resonance frequencies for the individual channels.
Figure A.1: Dispersion relations for acoustic networks comprising a periodic array of narrow air channels: (a) Kagome, (b) hexagonal, (c) equilateral pentagonal, (d) mixed pentagonal and rhombic, and (e) snub square lattices. Lattice configurations, unit cells (highlighted in red) and Brillouin zones are shown on the left. The calculated dispersion relations are shown on the right. The grey regions in the plots highlight the hybridization band gap induced by geometric frustration.
A.2 Effect of the finite width of the air channels

While the results presented in Fig. 2.1 of Chapter 2 are for ideal acoustic networks made of 1D channels, we have also investigated the effect of the finite width \( t \) of the tubes. To this end, we have performed FE simulations using the commercial package ABAQUS/Standard and studied the dynamic response of lattices comprising 2D rectangular channels of length \( L \) and width \( t \) meshed with 4-node bilinear acoustic elements (ABAQUS element type AC2D4). The calculated band structures for the square and triangular networks comprising channels with different values of \( L/t \) are reported in Figs. A.2 and show that the dynamic response of the system is not significantly affected by the finite-width of the channels.
Figure A.2: Effect of the finite width of the channels: band structures for the square and triangular networks characterized by different values of $L/t$. The grey regions in the plots highlight the hybridization band gap induced by geometric frustration.
B

Supplemental Material to Chapter 3

B.1 Calculation of dispersion relations for beam lattices

B.1.1 Periodic lattices and unit cells

The propagation of elastic waves in beam lattices is investigated numerically by considering 2D periodic lattices of infinite extent and focusing on their unit cell (i.e. a repeating geometric unit). The unit cells used in this study are shown in Fig. B.1. Note that for hexagonal (Fig. B.1b) and rhombic
(Fig. B.1c) lattices, the unit cells used in the calculations are not the minimum repeating units. In both cases an enlarged rectangular unit cell is chosen to be able to investigate all topologically equivalent lattices (constructed by varying the angles between connected beams) using the same computational setup.

![Periodic lattices and their corresponding unit cells](image)

**Figure B.1**: Periodic lattices (left column) and their corresponding unit cells (central column), Brillouin zones (right column) and irreducible Brillouin zones (yellow shaded region) used in this study for: a, Triangular lattice; b, Hexagonal lattice and its topologically-equivalent variants; and c, Square lattice and its topologically-equivalent variants (rhombic lattices).
B.1.2 Frequency-domain analyses and Brillouin zones

In order to obtain the dispersion relations of the propagating waves in the periodic lattices, frequency domain analyses are performed via finite element (FE) simulations using the commercial software ABAQUS/STANDARD. Preliminary calculations were performed using both Euler-Bernoulli beam elements (ABAQUS element type B23) and Timoshenko beam elements (ABAQUS element type B21). Since the two sets of simulations yielded identical results, we chose to use Euler-Bernoulli beam elements for all the simulations. Bloch-wave\textsuperscript{4} boundary conditions are applied to the boundaries of the unit cells:

\[ \mathbf{u}(\mathbf{x} + \mathbf{r}) = \mathbf{u}(\mathbf{x})e^{i\mathbf{k} \cdot \mathbf{r}}. \]  \hspace{1cm} (B.1)

where \( \mathbf{u}, \mathbf{x}, \mathbf{r} \) and \( \mathbf{k} \) denote the degrees of freedom vector, position coordinates, spatial periodicity in the lattice configuration and bloch-wave vector, respectively. Note that for two-dimensional beam elements the vector \( \mathbf{u} \) has three components, corresponding to two displacements (\( U_1 \) and \( U_2 \)) and one rotation (\( UR_3 \)).

Focusing on the propagation of small-amplitude waves, we solve the linearized wave equation by using a perturbation method to obtain the dispersion relations \( \omega = \omega(\mathbf{k}) \). Due to the translational symmetry of the lattices, we only need to study \( \omega(\mathbf{k}) \) for \( \mathbf{k} \) vectors in the first Brillouin zone\textsuperscript{9,10}. Moreover, this domain can be further reduced by taking advantage of rotational, reflectional and inversional symmetries of the Brillouin zone. This allows us to define the irreducible Brillouin zone (IBZ)\textsuperscript{7}, shown as the yellow triangle \( \mathbf{GXM} \) in Fig. B.1a and yellow rectangles \( \mathbf{GXYM} \) in Figs. B.1b and B.1c. More details of mathematical formulation and numerical implementation are given in our previous publications\textsuperscript{127,125}.

The phononic bandgaps are identified by checking all eigen-frequencies \( \omega(\mathbf{k}) \) for \( \mathbf{k} \) vectors on the perimeter of the IBZ. The bandgaps (i.e. range in frequencies for which the propagation of waves is
barred) are given by the frequency ranges within which no \( \omega(k) \) exist. Numerically, a discrete set of \( k \) vectors on the IBZ perimeter needs to be chosen in the band-gap calculation. For the simulations presented in this paper, twenty uniformly-spaced points on each edge of the IBZ are used for the purpose of identifying band-gaps.

![Graph showing normalized frequency vs wave vector.](image)

**Figure B.2:** Band structures of a triangular periodic beam lattices with welded (dashed red lines) and pin (continuous blue lines) joints. The frequency bands in the plot are normalized by \( \omega_0 = \omega_{pin} / \pi^2 \).

## B.2 Additional Results

### B.2.1 Triangular lattice – comparison between pin and welded joints

The sound speed in the long-wavelength limit (i.e. the initial slope of the bands originated from \( G \), the center of the first Brillouin zone) is directly correlated to the static homogenized stiffness of the structure. However, the slopes of the bands in Figs. 3.1a and 3.1b in Chapter 3 should not be compared directly for that purpose, since they are plotted using different normalization factors (i.e. the natural frequencies of a single beam with welded-welded and pin-pin boundary conditions,
respectively). In fact, $\omega_{\text{welded}}$ and $\omega_{\text{pin}}$ differ by a factor of $22.4/(3.14)^2 = 2.27$. To facilitate the direct comparison of the band structure reported in Figs. 1a and 1b, we normalized the band structure for the case of both welded and pin junctions using the same factor, $\omega_0 = \omega_{\text{pin}}/\pi^2 = \omega_{\text{welded}}/22.4$. These results are reported in Fig. B.2.

### B.2.2 Hexagonal lattice and its topologically equivalent lattices with pin joints

In Chapter 3 we demonstrated that the dynamic response of the hexagonal lattice with welded joints is characterized by no locally resonant bandgap. Furthermore, we showed that no band gap exists in periodic lattices with welded joints that are still characterized by $\bar{\varepsilon} = 3$, but for which the angle between connected beams, $\alpha$, varies from $2\pi/3$ to $\pi/3$ (see Fig. 3.2 in Chapter 3).

Here, we report the band structures for the same lattices as those considered in Fig. 3.2 in Chapter 3, but with pin joints. The results shown in Fig. B.3 indicate that the flat-band resonant mode does not open a bandgap in this family of lattices even in the case of pin joints, confirming that the nature of the joints does not significantly affect the presence or absence of locally resonant bandgaps. However, it is important to note that the nature of the joints affects the static response of the system. In fact, the dispersion diagrams of the lattices with pin joints are characterized by a flat band at zero frequency” (indicated by the green lines in Fig. B.3). This flat band at $\omega = 0$ corresponds to a "floppy" or "soft" mode predicted by the Maxwell’s Rule and describes the ground state behavior of the lattice. Essentially, the existence of these zero-energy modes indicates that the lattice is not stable in a static sense and will collapse under infinitesimal perturbations. On the other hand, the full dispersion relation, including the “elevated flat bands” at $\omega/\omega_{\text{pin}} = 1$, defines the excited state response of the lattice under finite-energy dynamic loading. Interestingly, our results

\footnote{Note that such zero-frequency band is not present in the dispersion relation of a triangular lattice with pin joints (see Fig. 3.1b in Chapter 3), since in that case the network is stable according to Maxwell’s Rule.}
indicate that, differently from the ground state behavior, the excited state behavior of the lattices is not significantly affected by the nature of the joints.

Finally, it is worth noting that the band structures of a periodic lattices with $\tilde{z} = 3$ and $\alpha = 2\pi / 3$ (i.e. hexagonal lattice, see Fig. B.3a) and $\alpha = \pi / 3$ (see Fig. B.3d) are identical. In fact, our numerical calculations show that for any $\beta$ in the range $[0, \pi / 2]$ the band structure of a periodic lattice with $\alpha = \pi / 2 + \beta$ is the same as that of a lattice with $\alpha = \pi / 2 - \beta$. More examples highlighting this symmetry are provided in Fig. B.4.
B.2.3 Periodic lattices with $3 \leq \bar{z} \leq 6$

To better understand the role of the coordination number on the formation of locally resonant bandgaps, we investigated the dynamic response of several periodic beam lattices with average connectivity $3 \leq \bar{z} \leq 6$ comprising an array of triangles and hexagons. While in Fig. 3.3b in Chapter 3 we summarized the results by reporting the evolution of the width of the bandgap $\Delta \omega$ as a function of the coordination number $\bar{z}$, here we show the dispersion relations for some of these lattices.

We note that, in general, these hybrid lattices do not possess rotational, reflectional and inversional symmetries and that only the time reversal symmetry is guaranteed, yielding:

$$\omega(k) = \omega(-k). \quad (B.2)$$

Therefore, Bloch vectors spanning half of the Brillouin zone need to be considered to construct the band structure. In practice, we calculate $\omega(k)$ for $21 \times 21$ different $k$ vectors in half of the Brillouin zone and use the symmetry argument (Eq. (B.2)) to map the results to the other half.

In Figs. B.5, B.6 and B.7 we show the band structures for periodic lattices with $\bar{z} = 3.36$, $\bar{z} = 4.615$ and $\bar{z} = 5.143$, respectively. For $\bar{z} = 3.36$ no locally resonant bandgap is observed (see Fig. B.5). Differently, for $\bar{z} = 3.36$ both configurations with (see Fig. B.6-top) and without (see Fig. B.6-bottom) locally resonant bandgap are found. Finally, for the case of high average connectivity such as $\bar{z} = 5.143$ all considered lattices possess a locally resonant bandgap (see Fig. B.7).

---

1Note that the average connectivity can be easily calculated as the ratio between twice the total number of beams and the total number of nodes of the unit cell.
B.2.4  Rhombic lattices

In Chapter 3 we show that in rhombic lattices a locally resonant bandgap appears by progressively reducing the angle $\vartheta$ between the beams, regardless of the type of joints (see Fig. 3.4 in Chapter 3).

Here, we show the band structures for rhombic lattices with $\vartheta = \pi/18$ (see Fig. B.8-a), $\vartheta = \pi/6$ (see Fig. B.8-b), $\vartheta = \pi/3$ (see Fig. B.8-c) and $\vartheta = \pi/2$ (square lattice - see Fig. B.8-d). Both lattices with welded and pin joints are considered. Note that for the cases of pin joints the lattices are characterized by a zero-frequency mode in the $G - M$ direction (see green lines in Fig. B.8), since the structures are isostatic and can be infinitesimally deformed without incurring any energy cost.
Figure B.3: Band structures of periodic lattices with $\tilde{\mathbf{z}} = 3$ and pin joints. The lattice structures and unit cells used in the calculations are shown on the left. a, Hexagonal lattice ($\alpha = 2\pi / 3$); b, Topologically equivalent lattice with $\alpha = \pi / 2$; c, Topologically equivalent lattice with $\alpha = 5\pi / 12$; and d, Topologically equivalent with $\alpha = \pi / 3$. Note that the arrangement of the beams in d is the same as in the triangular lattice, but the connectivity is still $\tilde{\mathbf{z}} = 3$. In fact, although for clarity the green-colored joints are drawn separately in the unit cell of d, they are positioned at the same spatial location. No locally resonant bandgap is found for any of the configurations. The zero-frequency floppy modes are highlighted as green lines. Results for the same lattices with welded joints are provided in Chapter 3.
Figure B.4: Symmetry in the band structures of periodic lattices with $z = 3$ and pin joints. All results are for pin-jointed lattices that are topologically equivalent to the hexagonal lattice. Each row shows the dispersion relations for lattices with $\alpha = \pi / 2 + \beta$ (left column) and $\alpha = \pi / 2 - \beta$ (right column). In particular, we report results for with $a, \beta = \pi / 36; b, \beta = \pi / 18; c, \beta = \pi / 9; \text{ and } d, \beta = 5 \pi / 36$. The zero-frequency floppy modes are highlighted as green lines.
Figure B.5: Band structure for a periodic lattice with average connectivity $\bar{z} = 3.36$.

Figure B.6: Band structures for periodic lattices with average connectivity $\bar{z} = 4.615$. 
Figure B.7: Band structures for periodic lattices with average connectivity $\bar{z} = 5.143$. 

$\bar{z} = 5.143$
Figure B.8: Dispersion relations of rhombic lattices ($\xi = \frac{1}{4}$) with welded and pin joints. The zero-frequency floppy modes in the G-M direction are highlighted as green lines. The bandgaps are highlighted as orange color-shaded area. a, $\theta = \pi/18$; b, $\theta = \pi/6$; c, $\theta = \pi/3$; and d, $\theta = \pi/2$ (square lattice).
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Supplemental Material to Chapter 4

C.1 Polarization characteristics

By calculating the dispersion relation for the lattices considered in this study, four Bloch modes (corresponding to four bands) for each \( \mathbf{k} \) vector are obtained. Each Bloch mode takes the vector form
\( U = [u_x^m, u_y^m, u_x^{ms}, u_y^{ms}] \), whose components are complex numbers:

\[
U_i = u_x^{m_i} = u_{x, re}^{m_i} + iu_{x, im}^{m_i},
\]

(C.1)

\[
U_2 = u_y^{m_i} = u_{y, re}^{m_i} + iu_{y, im}^{m_i},
\]

(C.2)

\[
U_3 = u_x^{ms} = u_{x, re}^{ms} + iu_{x, im}^{ms},
\]

(C.3)

\[
U_4 = u_y^{ms} = u_{y, re}^{ms} + iu_{y, im}^{ms}.
\]

(C.4)

The full expression of each vibrational mode in real space is then given by

\[
\tilde{U} = Re[U \exp(\mathbf{i}k \cdot \mathbf{r} - \omega t)],
\]

(C.6)

whose components can be rewritten as

\[
\tilde{U}_j = Re[U_j] \cos(\Omega) - Im[U_j] \sin(\Omega) = A_j \cos(\Omega + B_j), \quad \text{for } j = 1, \ldots, 4
\]

(C.7)

where \( \Omega = \mathbf{k} \cdot \mathbf{r} - \omega t \) and the \( j \)-th components of the amplitude vector \( \mathbf{A} \) and phase vector \( \mathbf{B} \) are defined as

\[
A_j = \sqrt{Re[U_j]^2 + Im[U_j]^2}, \quad B_j = \arctan \left[ \frac{Im[U_j]}{Re[U_j]} \right].
\]

(C.8)

To better understand the polarization of the modes for the ordinary (non-gyroscope) and gyroscopic hexagonal lattices, in Figs. C.1 and C.2 we plot the model displacement trajectories of \( m_1 \) and \( m_2 \) by varying \( \Omega \) in Eqn. (C.7) from 0 to \( 2\pi \). Note that all the amplitudes have been normalized by \( \max_{j=1,2,3,4} (A_j) \).

In particular, in Fig. C.1 we focus on the ordinary hexagonal lattice. As expected, in the long wavelength regime (near G-point) all four bands are linearly polarized. The first and forth bands
correspond to transverse modes, while the second and third bands are longitudinal modes. Differently, for short wavelengths (near \( K \)-points) all modes are found to have mixed polarization. Note that in the Figure we report the modal polarization for four different wave vectors (\( G_K, K_1, K_2 \) and \( K \)) pointing in the same (horizontal) direction, but with different wavelengths (as indicated in the Brillouin zone on the top of the Figure). The results indicate a gradual transition from linearly polarized modes to modes with mixed polarization as the wavelength decreases.

Figure C.1: Modal polarization for the ordinary hexagonal lattice (i.e. \( \alpha_1 = \alpha_2 = 0 \)): Note that blue solid lines indicate polarization of \( m_1 \), while the red dashed lines represent the polarization of \( m_2 \). Results are reported for four \( K \)-space points on the G-K line and the M point, as indicated in the Brillouin zone on the top of the figure.

In Fig. C.2 we then report the modal displacement trajectories for the gyroscopic hexagonal lattice. By comparing the modal polarizations of the non-gyroscopic (Fig. C.1) and gyroscopic (Fig. C.2) hexagonal lattices, we can clearly see that a band inversion between the 2nd and 3rd bands occurs at \( K \)-points, indicating a topological transition. Furthermore, the modal mixing of the transverse and longitudinal polarizations for the 3rd and 4th bands near the \( G \)-point (at the \( G_K \)-point) also clearly indicates a topological transition occurring at the center of the Brillouin zone.
Figure C.2: Modal polarization for the gyroscopic hexagonal lattice with $\alpha_1 = \alpha_2 = 0.3m$; Note that blue solid lines indicate polarization of $m_1$, while the red dashed lines represent the polarization of $m_2$. Results are reported for four $k$-space points on the G-K line and the M point, as indicated in the Brillouin zone on the top of the figure.
C.2 Band inversion in gyroscopic hexagonal lattices

In Fig. C.3 we report the evolution of the band structure for the gyroscopic hexagonal lattice considered in Chapter 4. The band structures show that for $\alpha = \alpha_1 = \alpha_2 > 0$, a new topologically non-trivial gap between the 3rd and 4th bands is opened by lifting the quadratic degeneracy at G-point (the center of the Brillouin zone). Furthermore, we see that the size of this gap increases monotonically with $\alpha$.

Differently, the gap observed in the ordinary (non-gyroscopic) lattice between the 2nd and 3rd bands initially gets narrower for increasing values of $\alpha$. It eventually closes at $\alpha = 0.07m_1$, where a pair of Dirac-like linear crossing cones in the first Brillouin zone emerges. Note that there are six $K$-points due to six fold symmetry in the wave vector $\mu$-space, but only one third of the cone at each $K$-point is included in the first Brillouin zone. Finally, for $\alpha > 0.07m_1$ a new (topologically non-trivial) gap is opened by lifting the pair of Dirac-like cones, so that the system is characterized by two topologically non-trivial gaps.

![Figure C.3: Evolution of the band structure for the gyroscopic hexagonal lattice as a function of $\alpha$. Note that the grey and yellow shaded areas highlight topologically trivial and non-trivial gaps, respectively.](image)

Importantly, we also find that the topological transition is accompanied by a local band inversion near $K$-points. In fact, the results shown in Fig. C.4 for the modal polarizations of $m_1$ and $m_2$ at
$K$-points reveal that a local mode switching between the 2nd and 3rd bands occurs during the topological transition at $\alpha = 0.07m_i$. For $\alpha < 0.07m_i$, we find that the motion of $m_z$ dominates for the second band, while the motion of $m_i$ dominates for the third band. A switch occur at $\alpha = 0.07m_i$, so that when $\alpha > 0.07m_i$ we find that the motion of $m_i$ dominates for the second band, while the motion of $m_z$ dominates for the third band. We note that similar band inversion during topological phase change has recently been experimentally observed in one-dimensional acoustic systems.$^{137}$.
C.3 Topological phase diagram

To better understand the process resulting in the formation of the topologically non-trivial gap between the 2nd and the 3rd bands, we also investigate the effect of symmetry breaking for spatial inversion (P) and time reversion (T). As shown in Fig. C.5a, for a non-gyroscopic lattice with both P-T symmetries no gap is observed. Moreover, a Dirac-like crossing pair is found at the K point between the 2nd and the 3rd bands. When the time-reversal symmetry is broken by adding gyroscopes (Fig. C.5b) the Dirac-like crossing pair is lifted and a topologically non-trivial gap forms (highlighted by the yellow shaded area in Fig. C.5b).

On the other hand, when only the P-symmetry is broken by removing three black springs in the non-gyroscopic lattice (as shown in Fig. C.5c), the Dirac-like crossing pair is also lifted, but the emerging gap (highlighted by the grey shaded area in Fig. C.5c) is topologically trivial. Next, when also the T symmetry is broken by adding gyroscopes (Figs. C.5d and e), we find that the band structure strongly depends on the relative strength of P-breaking and T-breaking. When P-breaking is dominant, only topologically trivial gaps are found. By contrast, when T-breaking is dominant, topologically non-trivial gaps form. Finally, we note that when P-breaking and T-breaking are balanced (as in Fig. C.5d) a Dirac-like crossing pair forms at the K point closing the band gap.
Figure C.5: Topological phase diagram of the hexagonal phononic crystal. (a) Phononic crystal with both P and T symmetries. The Dirac-like cones connecting the 2nd and 3rd bands at the K-point are protected by the PT symmetry. No gap is formed. (b) Topologically non-trivial gap emerges between the 2nd and 3rd bands due to broken T symmetry. (c) Topologically trivial gap emerges between the 2nd and 3rd bands due to broken P symmetry. (d) When P symmetry breaking and T symmetry breaking are balanced, the Dirac-like cones persist. (e) When the T symmetry breaking strength dominates the T symmetry breaking strength, the Dirac-like cones are lifted to form a topologically non-trivial gap.
C.4  Additional results for square lattice

Figure C.6: Transient Response of a gyroscopic phononic crystal consisting of $40 \times 30$ square unit cells with a line defect on the top boundary: Snapshots of the velocity field at (a) $t = 5T_0$, (b) $t = 15T_0$, (c) $t = 25T_0$, and (d) $t = 35T_0$, where $T_0 = \sqrt{\frac{m_0}{K_0}}$ is the characteristic time scale of the system. Starting from $t = 0$, a time-harmonic excitation force $F(t) = [F_x(t), F_y(t)] = [t, t]F_0 e^{-i\omega t}$ is prescribed at the site indicated by the red arrow.
C.5 Formulation of gyroscope

The gyroscope considered in this study has its top tip of the rotational axis pinned to a concentrated mass site in the phononic crystal, and the bottom tip pinned to the ground (Fig. C.7). Because of this any translational motion is prevented, while they can free rotate. Each gyroscope has 3 degrees of freedom described by the spin (\(\dot{\psi}\)), precession (\(\dot{\phi}\)) and nutation (\(\dot{\theta}\)) angles with respect to the vertical \(z\)-axis, as shown in Fig. C.7. Assuming constant spin and precession rates (\(\dot{\psi} = \Psi\), \(\dot{\phi} = \Phi\) and \(\dot{\theta} = \dot{\theta} = 0\)), its equations of motion can be written as \(^{37,14,17}\):

\[
M_x = I_{xx}(\dot{\theta} - \Phi^\ast \sin \theta \cos \theta) + I_{zz}\Phi \sin \theta (\Phi \cos \theta + \Psi) \tag{C.9}
\]

\[
M_y = (2I_{yy}\Phi \dot{\theta} \cos \theta) - I_{zz}\dot{\theta}(\Phi \cos \theta + \Psi)) \sin \theta \tag{C.10}
\]

\[
M_z = I_{zz}\Phi \dot{\theta} \sin \theta \tag{C.11}
\]

where \(M_x\), \(M_y\) and \(M_z\) are moments about the \(x\), \(y\) and \(z\) axes, respectively, and \(I_{xx}\), \(I_{yy}\) and \(I_{zz}\) are the second moments of inertia. Note that in the absence of external moments \(M_x = M_y = 0\) and that for symmetric gyroscopes (as those considered in this study) \(I_{xx} = I_{yy} = I_0\).

Here we consider a small amplitude time-harmonic in-plane motion at the top tip of the gyroscope induced by the lattice vibration,

\[
U_{tip} = h \sin (\theta) \approx h\theta = h\Theta e^{j\omega t} \quad \text{for} \quad |\Theta| \ll 1, \tag{C.12}
\]

where \(h\) is the height of the gyroscope. Under such assumption of small amplitude tip displacement (\(\sin \theta \approx \theta \) and \(\cos \theta \approx 1\)), Eqn. (C.10) can then be simplified to provide the relation between
precession rate and spin rate,

\[
\dot{\phi} = \Phi = \left(\frac{I_{xx}}{2I_o - I_{zz}}\right) \Psi
\]  

(C.13)

Moreover, substitution of Eqn. (C.12) into Eqn. (C.9) yields,

\[
(I_{xx} - I_o)\dot{\Phi}^\perp + I_{xx} \Psi \Phi - I_o \omega^\perp = 0
\]  

(C.14)

which can be combined with Eqn. (C.13) to give

\[
\Psi = \pm \omega \frac{2I_o - I_{xx}}{I_{xx}}
\]  

(C.15)

Note that, for \( \omega = 0 \), then \( \Psi = 0 \) implies that the gyroscope is not spinning and there is no rotational inertial coupling effect.

Finally, introducing Eqn. (C.15) into Eqn. (C.11), we arrive at

\[
M_z = \pm \omega \dot{\phi} \delta^\perp = \pm i\omega^\perp \delta^\perp I_{xx}
\]  

(C.16)

Next, we determine the gyroscopic force \( F_g \) between the gyroscope and the concentrated mass pinned at its top. \( F_g \) is perpendicular to the direction of \( U_{tip} \) in the \( xy \)-plane and has to satisfy the
balance of moment about the z-axis:

\[ M_z = F_g \dot{h} \sin \theta \approx F_g h \dot{\theta} \]  
(C.17)

Combining Eqns. (C.16) and (C.17), we finally conclude that \( F_g \) takes the form

\[ F_g = \pm i \frac{\omega^2}{b^2} I_{zz} U_{tip} \]  
(C.18)

Therefore, when the mass connected at the top tip of the gyroscope is displaced by \( U_{tip} = [u_x, u_y] \), the effective gyroscopic inertial force is given as:

\[ F_g = \pm i \frac{\omega^2}{b^2} I_{zz} R U_{tip}, \]  
(C.19)

where \( R \) is the rotation matrix,

\[ R = \begin{pmatrix} \cos \theta & i \sin \theta \\ -i \sin \theta & \cos \theta \end{pmatrix} \]  
(C.20)

introduced to make the direction of \( F_g \) orthogonal to \( U_{tip}. \)

Consequently, to take this rotational inertial effect into account, the mass matrix associated to each mass is given by

\[ \bar{M} = \begin{pmatrix} m & i\alpha \\ -i\alpha & m \end{pmatrix}, \]  
(C.21)

where \( \alpha = \pm I_{zz}/b^2 \) represents the inertia coupling with a phase shift dictated by the imaginary multiplier \( i. \) This imaginary nature of the gyroscopic inertial effect indicates directional phase shifts between two independent directions of the tip displacements, which breaks time-reversal symmetry\(^{(12)}\).
C.6 Calculation of Chern numbers

We start by noting that the frequency-domain wave equation for a lattice is given by

\[ \mathbf{K}(\mu)\mathbf{U} = \omega^2 \tilde{\mathbf{M}}\mathbf{U}, \]  

(C.22)

where \( \mu \) is the Bloch-wave vector.

Solving Eqn. (C.22) on the unit cell for wave vectors \( \mu \) within the first Brillouin zone, we obtain the dispersion relation \( \omega = \omega(\mu) \) (eigenvalue) and the associated modal displacement vector field \( \mathbf{U}(\mu) \) (eigenvector).

For a two-dimensional (2D) lattice, we use a \( N_{\mu_1} \times N_{\mu_2} \) grid that covers the first Brillouin zone in the 2D \( \mu \)-space. The modal displacement associated to the \( n \)-th band is then a vector field, \( \mathbf{U}_n(\mu) = \mathbf{U}_n(\mu_1, \mu_2) \) defined on a 2D discretized parametric domain.

In the following we focus on modal displacement associated to the \( n \)-th band (for the sake of simplicity, we drop the subscript \( n \)) and define the modal inner product as follows:

\[ \langle \mathbf{U}(\mu) | \mathbf{U}(\mu') \rangle = \mathbf{U}(\mu) \cdot \tilde{\mathbf{M}}\mathbf{U}(\mu') = \sum_{p,q} U_p(\mu) \tilde{M}_{pq} U_q(\mu') \]  

(C.23)

where \( U_p \) and \( U_q \) are components of vector \( \mathbf{U} \), and \(( \cdot )^*\) denotes the operation of complex conjugation.

Following an approach that is conceptually similar to the method proposed in \(^{31}\), we calculate the Berry flux, \( \tilde{F}_{12} \), for a small patch of the size \( \Delta\mu_1 \times \Delta\mu_2 \) on the \( \mu \)-grid:

\[ \tilde{F}_{12}(\mu) = \ln \left( \frac{\langle \mathbf{U}(\mu)|\mathbf{U}(\mu') \rangle \langle \mathbf{U}(\mu')|\mathbf{U}(\mu'') \rangle \langle \mathbf{U}(\mu'')|\mathbf{U}(\mu) \rangle}{\langle \mathbf{U}(\mu)|\mathbf{U}(\mu) \rangle \langle \mathbf{U}(\mu)|\mathbf{U}(\mu') \rangle \langle \mathbf{U}(\mu')|\mathbf{U}(\mu'') \rangle \langle \mathbf{U}(\mu'')|\mathbf{U}(\mu) \rangle} \right), \]  

(C.24)

where \( \mu = (\mu_1, \mu_2), \mu' = (\mu_1 + \Delta\mu_1, \mu_2), \mu'' = (\mu_1 + \Delta\mu_1, \mu_2 + \Delta\mu_2) \) and \( \mu''' = (\mu_1, \mu_2 + \Delta\mu_2) \).
Here $\tilde{F}_{iz}$ is defined within the principal branch of the logarithm function, such that

$$-\pi < \frac{1}{i} \tilde{F}_{iz}(\mu, \mu_z) \leq \pi \quad \forall \mu, \mu_z. \quad (C.25)$$

As shown in Ref. 54, we note that the denominator in Eqn. (C.24) cannot vanish in order for it to be well defined. This condition can always be satisfied by a infinitesimal shift of the $N_{\mu_1} \times N_{\mu_2}$ grid in $\mu$-space.

Finally, the numerical Chern number can be calculated by integrating the Berry flux over the entire first Brillouin zone:

$$C = \frac{1}{2\pi i} \sum_{\mu_1} \sum_{\mu_2} \tilde{F}_{iz}(\mu_1, \mu_2). \quad (C.26)$$

In addition, we note that when two or more bands share degenerate point(s) in band structure (e.g. the first and second bands always have a degeneracy at $\omega \to 0$), their combined Chern number should be calculated instead of individual ones.

To get the combined Chern number for the $n$-th and $m$-th bands, for instance, all four inner products of the form $\langle U(\mu) | U(\mu') \rangle$ in the numerator of Eq. (C.24) need to be replaced by the *determinant* of a $2 \times 2$ matrix $P(\mu, \mu')$:

$$P(\mu, \mu') = \begin{pmatrix} \langle U_n(\mu) | U_n(\mu') \rangle & \langle U_n(\mu) | U_m(\mu') \rangle \\ \langle U_m(\mu) | U_n(\mu') \rangle & \langle U_m(\mu) | U_m(\mu') \rangle \end{pmatrix}. \quad (C.27)$$

If three or more bands are crossing each other, the matrix $P(\mu, \mu')$ defined in Eq. (C.27) can be easily generalized to a $3 \times 3$ or higher order matrix.
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