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Abstract

Strongly correlated electrons and spin-orbit interaction have been the two major research direc-

tions of condensed matter physics in recent years. The discovery of high temperature superconduc-

tors in 1986 not only brought excitement into the field but also challenged our theory on quantum

materials. After almost three decades of extensive study, the underlying mechanism of high temper-

ature superconductivity is still not fully understood, the reason for which is mainly a poor under-

standing of strongly correlated systems. The phase diagram of cuprate superconductors has become

more complicated throughout the years as multiple novel electronic phases have been discovered,

while few of them are fully understood. Topological insulators are a newly discovered family of ma-

terials bearing topological non-trivial quantum states as a result of spin-orbit coupling. The theoret-

ically predicted topological Kondo insulators as strongly correlated systems with strong spin-orbital

coupling make an ideal playground to test our theory of quantum materials.

Scanning tunneling microscopy (STM) is a powerful technique to explore new phenomena in

materials with exotic electronic states due to its high spacial resolution and high sensitivity to low

energy electronic structures. Moreover, as a surface-sensitive technique, STM is an ideal tool to in-

vestigate the electronic properties of topological and non-topological surface states. In this thesis,

I will describe experiments we performed on high temperature superconductors and topological

Kondo insulators using STM.

First, I will describe our experiments on a Bi-based high temperature superconductor Bi2Sr2CuO6+δ .

The quasiparticle interference technique uncovers a Fermi surface reconstruction. We also discov-
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ered the coexistence of Bogoliubov quasiparticle and pseudogap state at the antinodes. Afterwards, I

will discuss our discovery of d-form factor density wave in the same material, showing the omnipres-

ence of d form factor density wave above and below the Fermi surface reconstruction. The relation

between the d-form factor density wave and the pseudogap state is discussed.

Second, I will describe our experiments on topological Kondo insulator SmB6 where spin-orbit

coupling plays an important role in the strongly correlated electron system. I will present the spec-

troscopic evidence of Kondo hybridization based on a spectral decomposition technique. I will in-

troduce a dimension reduction method in the fitting procedure to reduce the computation time by

two order of magnitude. I will also discuss the possible quasiparticle interference patterns we discov-

ered in SmB6.
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1
Introduction

In this chapter, we will give a brief introduction to the materials that we are going to cover in

this thesis. We will start with a summary of the research on high transition temperature (Tc) super-

conductors focusing on the topics that have been heatedly discussed in recent years such as charge

order and Fermi surface reconstruction. Afterwards, we will give an introduction to topological in-

sulators with emphasis on topological Kondo insulator, the new member of the topological insula-
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tor family in which strong electron correlations and the spin oribit interaction are highly interwined.

1.1 Cuprate superconductors

Ever since the discovery of high Tc superconductiviy (HTSC) in cuprate La2−xBaxCuO4
16 three

decades ago, the research on HTSC has been one of the hottest topic in the field of condensed mat-

ter physics. Over the years, much has been learned about the HTSC and a qualitative consensus has

been reached on the superconducting state itself. However, there are many other novel electronic

states that have been discovered adjacent to the superconducting region of the cuprate phase dia-

gram, such as the intriguing and mysterious pseudogap state, symmetry breaking charge order and

charge density wave states, and the strange metal state lacking quasiparticles. While the nature and

the origin of most of these exotic state remain unknown at this point, experiments suggest that they

are highly interwined with HTSC. Research on these exotic states serves to (1) test our quantum the-

ory of the electronic properties of solids by understanding the mechanism behind these exotic state;

(2) understanding of the pairing mechanism can lead us to a predictive model which will guide us to

engineer superconductors with higher critical temperature and critical current.

The Bardeen-Cooper-Schrieffer (BSC) theory 14 laid the foundation of theory physicists use to

understand the mechanism underlying superconductors. The BCS ground state consists of Cooper

pairs, where fermions such as electrons are bound into pairs and thus can condense in a way similar

to bosons at low temperature. The quantized excitation in the BCS system is called a Bogoliubov

quasiparticle, which can be measured by STM via density of states mapping. An attractive interac-

tion is needed to bind the electrons in a superconductor into Cooper pairs. In conventional super-

conductors, electron-phonon coupling is widely believed to be the binding force of Cooper pairs.

The critical temperature Tc based on the electron-phonon coupling mechanism is believed to be

lower than 30K63.
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Figure 1.1: Superconducting transition temperatures versus year of discovery for both conven-
tional and cuprate superconductors. Liquid helium and liquid nitrogen temperatures are highlighted
with red dashed lines.
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Figure 1.2: a A unit cell of Bi2201 with copper oxide and bismuth oxide planes highlighted. The
bismuth oxide plane is the natural cleavage plane of the material. b Top view of the copper ox-
ide plane. The electronic structure of these planes invovles hybridization of copper 3dx2−y2 and
oxygen 2p orbitals shown in blue and orange respectively.

As shown in the figure above, the transition temperatures of copper oxide or cuprate supercon-

ductors can be much higher than 30K. Even though the conventional BSC theory fails to explain a

lot of novel electronic properties of cuprate superconductors such as the high transition tempera-

tures, the mysterious pseudogap state and the strange metal phase, there is still wide consensus that

the superconductivity arises from Cooper pair condensation. The pairing and the condensation

mechanism in cuprate superconductor might be different from its conventional cousins.

1.1.1 Crystal structure

The crystal structure of a typical Bi-based cuprate superconductorBi2Sr2CuO6+δ (Bi2201) is

shown in Figure 1.2. The experiments described in Charpter 3-4 have been performed on Bi2201

with different doping levels and under different conditions.
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The family of Bi-based cuprate (BSCCO) was discovered in 198879. There are three different

compounds in this family, namely Bi2201, Bi2Sr2CaCu2O8+δ (Bi2212) and Bi2Sr2Ca2Cu3O10+δ

(Bi2223) with optimal Tc being 35K, 95K and 108K respectively. BSCCO are hole-doped cuprate su-

perconductors with optimum doping p ∼ 0.16. Bi2212 is the most commonly studied compound

in this family. Bi2201 has only one CuO2 plane in a unit cell, while Bi2212 and Bi2223 have two and

three repectively. Despite its comparativley low Tc, the simple crystal stucture of Bi2201 might help

to simplify the electronic structure in the compound thus offer a clearer picture of high Tc super-

conductivity.

The adjacent BiO2 layers are weakly bonded by van der Waals force. As a result, BSCCO typically

cleave on a charge neutral plane between two BiO2 layers, highlighted in Figure 1.2. Such charge

neutral planes are favorable to surface sensitive measurement such as STM and angle resloved pho-

toemission spectroscopy (ARPES).

1.1.2 Phase diagram

Cuprate superconductors contain planes of copper oxide, where the high Tc superconductivity takes

place. The crystal structure of the copper oxide plane amplifies the Coulomb repulsions between

electrons. The two dimensional copper oxide planes (Figure 1.2ḃ) are seperated by electronically

inert buffer layers. Without doping, a single electron occupies each site on the copper oxide plane,

forming a Mott insulator. Superconductivity is achieved by doping the Mott insulator with elec-

trons or holes, as illustrated in Figure 1.3. The doping level below and above the optimum doping

are called underdoped and overdoped.

The electronic properties of underdoped and overdoped cuprates are different. The origin of

of the difference is one of central issues in the study of high temperature cuprate superconductors.

In the overdoped regime, electrons are described by Fermi liquid theory similar to conventional

metals. A full Fermi surface is observed in overdoped cuprates as illustrated in Figure 1.3c. In the
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Figure 1.3: a Schematic doping dependence of hole doped cuprate superconductors. Mott insu-
lator around zero doping is highlighted in red. When doped with holes, the compound enters the
dome shape superconducting region. Pseudogap crossover temperature is illustrated as a dashed
line. Two typical dopings p = 0.1 and p = 0.25 are marked with vertical grey lines. b Fermi sur-
face measured by photoemission in underdoped cuprate Na-CCOC at p = 0.1112. The truncated
Fermi surface is usually referred to as “Fermi arc”. c Fermi surface measured by photoemission in
overdoped cuprate Tl-2201 at p = 0.25101. A full Fermi surface is observed.
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underdoped region, however, the Fermi surface is truncated. Only disconnected “Fermi arcs” are

observed. Prior to this work, the doping of the small to large Fermi surface reconstruction had never

been observed within the same compound. The other fundamental question is what is the relation

between this Fermi surface reconstruction and superconductivity. Our understanding of high tran-

sition temperature superconductivity and even other strongly correlated systems will depend on our

understanding of the Fermi surface reconstruction.

1.2 Topological insulators

The concept of topology and topological transition have been introduced to condensed matter

physics long time ago. The concept has become popular after the discovery of a new class of “topo-

logical materials” especially 3D topological insulators in 2009 58. A topological insulator is a material

that has band inversion due to the spin-orbit interaction. The spin-orbit interaction stems from the

physics of relativity where electric and magnetic field are interchangable depending on the move-

ment of the object. To have a strong spin-orbit interaction, heavy elements such as Bi or Sb are re-

quired in the materials. The typical 3D topological insulators are Bi2Se3, Bi2Te3 and Bi1−xSbx

alloy 51. The electronic states at the surface of these materials have different properties compared to

normal surface states, such as spin momentum locking illustrated in Figure 1.4. With spin naturally

separated in both momentum and real space, topological insulators open the door of developing

novel spintronic devices without involving magnetic field or magnetic materials.

1.2.1 topological surface state

Topological insulators are materials with bulk insulating gap and a pair of topological surface states

protected by time reversal symmetry. The origin of the topological surface state stems from band

inversion in the material caused by spin orbit interaction.

7
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Figure 1.4: a Dispersion relation of a normal surface state. The dispersion relation is parabolic
with both spin up and spin down in the same band. b Band structure of a topological surface
state. The dispersion relation is linear with only one spin orientation in each band.

In conventional band theory of solid, an insulator has an energy gap that separates the occupied

valence band states from the empty conduction band states. In other words, the chemical potential

or the Fermi level lies within the insulating gap of the material. This type of insulator is equivalent

to the vacuum where an energy gap separates the occupied valence band (positrons) and the excita-

tion band(electrons) based on Dirac’s theory. A quantum Hall insulator in two dimension, how-

ever, is different from the conventional insulator. When electrons are confined in a two dimensional

plane with strong magnetic field, the ground state of these electrons becomes a series of quantized

circular orbits called Landau levels. In this system, Landau levels are viewed as a band structure of a

quantum Hall insulator.

The difference between a quantum Hall insulator and a conventional band insulator can be ex-

plained by the TKNN invariant 119 or Chern number in terms of topology. Once the Bloch wave

function of a system is acquired, one can calculate the Berry phase at each point of the k-space. The

Berry phase can be expressed as a surface integral of the Berry flux similar to magnetic flux and mag-

netic vector potential. The Chern number is the total Berry flux in the occupied bands. In mathe-

8



Figure 1.5: Two classes of insulators. Electronic dispersion between two boundary Kramers
degenerate points Γa and Γb. Γa and Γb are high symmetry points thus guarantee the double
degeneracy. In (a) the number of surface states crossing the Fermi energy EF is even, whereas in
(b) it is odd. This figure is adapted from Hasan et al.51.

matics, the integral of the Gaussian curvature over a closed surface is a quantized invariant. This is

known as the Gauss Bonnet theorem. The Chern number is an integral that characterizes the topol-

ogy of the quantum states of a material.

In a quantum Hall insulator, the existence of gapless conducting states at the interfaces between

the bulk and the outside vacuum is a fundamental consequence of the topological classification by

Chern number. Such gapless conducting states are usually referred to as edge states in a 2D quantum

Hall insulator. The electrons in the edge state propagate in a single direction along the edge and are

insensitive to disorder because no states are available for backscattering. The existence of the edge

state is a result of different topology between the quantum Hall insulator and the vacuum (normal

insulator). This phenomenon is called bulk-surface correspondence.

A high magnetic field is needed to realize a quantum Hall insulator. How to create a topological

non-trivial state in a material without applied magnetic field was a challenging problem. Kane and

Mele pointed out that the spin-orbit interaction allows a different topological class of insulating

9



Path 1 Path 2

Figure 1.6: Two possible paths of scattering of topological surface state There are two
paths an electron can take when encounter an impurity, namely clockwise (path 1) and counter-
clockwise (path 2). A geometrical phase factor associated with two different paths leads to de-
structive interference. As a result, backscattering is suppressed in the topological surface state.

band structures even when time reversal symmetry is unbroken in their 2005 paper62. Though the

TKNN invariant is n = 0 when time reversal symmetry is preserved, there is an additional invariant

with two possible values, ν = 0 or ν = 1. This proposal led to the discovery of Z2 topological

insulator. These two classes of insulators can be understood by the bulk-boundary correspondence

highlighted in Figure 1.5. The insulators with ν = 1 are called topological insulators.

Similar to the edge states in a quantum Hall insulator, topologically protected surface states exist

on the boundary between topological insulators and vacuum. The surface states are helical with

spin locked by momentum and propagate in both directions. This is different from quantum Hall

effect and quantum Hall insulator. Time reversal symmetry prevents the helical edge states from

backscattering. A semiclassical argument is highlighted in Figure 1.6

1.2.2 topological Kondo insulators

Kondo insulators are heavy fermion materials with hybridization gaps spanning the Fermi level. The

first Kondo insulator was discovered over forty years ago 84. While these materials are strongly cor-

10



related in nature, their band structure and ground states are similar to conventional non-interacting

band insulators. As a result, Kondo insulators can also be topologically classified. Moreover, Kondo

insulators usually have strong spin orbit interaction, which is necessary for topological insulators.

The spin-orbit coupling associated with the hybridization between conduction and f-electrons can

produce topological non-trivial states.

In a Kondo insulator, the insulating gap arises from the hybridization between the conduction

and f electrons. This type of insulating gap is typically several meV in size. Once the chemical poten-

tial of the material lies inside the hybridization gap, the material becomes a Kondo insulator. The

process of hybridization can be described by an Anderson lattice model and is illustrated in Figure

1.7. At high temperature, thermal excitations dominate the heavy fermion system. The interaction

between the conduction and f electrons is negligible. When the system is cooled down below a char-

acteristic temperature noted as Kondo temperature (TK ), the conduction electrons are localized by

the periodic array of magnetic moments similar to the single impurity Kondo effect. The localiza-

tion of conduction electrons results in a hybridization gap in a Kondo insulator as shown in Figure

1.7.

In the Kondo insulating phase, one can calculate the Z2 invariants from the parity of the occu-

pied bands. Some materials are predicted to be topological Kondo insulators based on the Z2 classi-

fication similar to topological insulators. The predicted topological Kondo insulator most studied is

SmB6, which will be discussed in more detail in Chapter 5.
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Figure 1.7: Hybridization in a Kondo insulator. a Schematic representation of the Kondo
screening effect in a Kondo lattice. Magnetic atoms are shown in red and conduction electrons
are shown in black. At temperature lower than TK , conduction electrons screen the magnetic local
moments resulting in Kondo localization. b Schematic plot of Kondo hybridization in k space. The
conduction band is shown in black while the f-band is in red. At high temperature, when there is
no interaction, the two band cross each other without opening a gap. At temperature lower than
TK , a Kondo hybridization gap opens when hybridization turns on. The conduction electrons be-
come localized.
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2
Scanning Tunneling Microscopy

In this chapter we will focus on the basic principle of scanning tunneling microscopy (STM).

Tunneling measurements provide remarkable insight in the electronic properties of materials. Dif-

ferential conductance gives a good approximation to the density of states (DOS) in sample materials.

By adding spatial degrees of freedom to the conventional tunneling experiment, STM provides

direct DOS information with sub-Angstrom resolution on a material. Here we will start by intro-
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ducing the working principle of a tunneling experiment. We will follow up with different operating

modes of STM in the final section. We will also describe the momentum resolved quasi-particle in-

terference (QPI) technique.

2.1 Working principle of STM

Electron tunneling descibes the phenomenon in which an electron can tunnel between two elec-

trodes that are separated by a potential barriers. In conventional tunneling experiments, a thin insu-

lating layer is used to form the potential barrier44. In the case of STM, the insulating layer is given

by the vacuum spacing between a tip and a sample. The distance between an STM tip and a sample

is estimated to be on the order of several angstroms, the actual value of which is difficult to measure

directly by an STM. The high spatial resolution of an STM is provided by an exponential depen-

dence of the tunneling current on the distance between tip and sample, which will be explained in

more detail in the next paragraph using WKB approximation.

In vacuum tunneling, the potential in the vacuum region acts as a barrier to electrons between

the two metal electrodes. The transmission probability for a wave incident on a barrier in one di-

mension can be easily calculated. The solutions of Schrodinger’s equation inside a barrier in one

dimension have the form

ϕ = e±κz (2.1)

κ2 = 2m(VB − E)/~2 (2.2)

Here E is the energy of the state and VB is the barrier potential. Thus, VB − E is the work function.

The transmission probability, or the tunneling current can be fomulated as

I ∝ e−2κd (2.3)
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Figure 2.1: a Schematic of a tunneling experiment between an STM tip and a sample. A DC
voltage V is applied between the tip and the sample while tunneling current is measured. b Illus-
tration of tunneling process between the tip and the sample. A bias V is applied between the tip
and the sample. Electrons are tunneling between the sample and the tip while current is flowing
in the opposite direction. ΦSample and ΦTip represent the work function of the sample and the tip
respectively.

Typical material work function is around 4-5 eV. So κ is typically around 2Å−1. κ can be measured

by an STM. 

In the tunneling Hamiltonian approach, the tunneling current can be calculated using the first-

order perturbation theory. Based on Fermi’s golden rule, the current or transmission rate is

I =
2πe

~
∑
µ,ν

[f(Eµ)[1− f(Eν)]− f(Eν)[1− f(Eµ)]]|Mµν |2δ(Eν + V − Eµ) (2.4)

where f(E) is the Fermi function , V is the applied voltage, Mµ,ν is the tunneling matrix element

between states ϕµ and ϕν on each side of the tunneling barrier. Eν is the energy of state ϕν . We are

going to simplify the calculation by assuming zero temperature. In this scenario, the Fermi function
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is simply a step funtion. The tunneling current can be written as

I =
2π

~
e2V

∑
µ,ν

|Mµ,ν |2δ(Eν − EF ) (2.5)

Under the assumptions that Mµ,ν and density of states of the tip are energy independent, one can

simplify the tunneling current at small voltage into

I ∝
∑
ν

|ϕν(rt)|2 δ(Eν − EF ) = ρ((r), EF ) (2.6)

At larger voltages, one can easily generalize the previous equation into a simple expression

I ∼
∫ EF+V

EF

ρ(r, E)dE (2.7)

However, this equation is not strictly correct for three reasons. First, we made the assumption

that the matrix element and the tip density of states are energy independent. Second, the finite volt-

age changes the potential and hence the wave functions outside the surface. Third, the tip-sample

interaction is not included in the model. These factors are important when measuring exotic states

on the sample surface, such as image potential states.

2.2 Operation modes of an STM

There are three major operation modes using an STM, namely topography, dI/dV spectrum and

dI/dV mapping. In this section, we will describe the application of each mode with some experi-

mental detail included. The advantages and disadvantages of each mode are also discussed.
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Figure 2.2: Different operation modes of an STM a Schematic of three dimensional data sets
obtained on a grid. Each layers represents a DOS mapping at a single energy. The blue line de-
notes a single dI/dV spectrum. b Topography with atomic resolution taken on the Te termination
of BiTeI sample. c An example of dI/dV layer at 1.4V of Te termination of BiTeI. d Single spec-
trum obtained on the Te termination of BiTeI sample.
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Figure 2.3: Topography on BiTeI with different setup conditions a Topograph taken on
BiTeI at the boundary of Te and I terminated surface at -1V. b Topograph taken in the same field
of view as a using +1V. One can see that the “height” on each side of the surface depends on the
setup condition. This is because the Te and I terminated surfaces have different density of states
due to surface band bending.

2.2.1 Topography

The most common usage of STM is to measure the sample topography. The high spatial resolution

of STM is based on the exponential dependence of the tunneling current on the distance between

tip and the sample as described in the previous section. The most commonly used scanning mode is

the constant-current mode, where we set the voltage between the tip and the sample and the tunnel-

ing current to be constants. The distance between the tip and the sample is adjusted by the feedback

loop provided by the STM controller when the tip is scanning across the sample. By recording the

position of the tip, we can obtain the height of the sample. An example of an STM topography

measured in our lab is shown in Figure 2.2.

The underlying assumption made in this measurement is that the tip-sample barrier does not

change from one position to the other on the sample surface, which is a valid assumption in most
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of the cases. However, one should also be aware that the tunneling current is a function of the tip-

sample barrier as well as the integral of the density of states of the sample. As a result, the inhomo-

geneity of density of states in the sample will affect the measurement of topography of the sample.

An example of such kind of effect is shown in Figure 2.3, where the “height” of the topography is

strongly affected by the sample density of states. Having said that, in most of the samples where the

density of states is homogeneous, STM topography is still an important surface characterization

technique.

2.2.2 dI/dV spectrum

As mentioned before the STM tunneling current depends on the integral of density of states of

the sample. Therefore, STM can obtain the density of states information by taking the first order

derivative of current over the applied voltage.

dI

dV
∝ ρs(eV ) (2.8)

This measurement is usually done by switching off the STM feedback control loop and fixing the

tip-sample seperation, and then sweeping the applied voltage V. The first derivative can be obtained

by doing a numerical derivative or using the lock-in technique. An example of an STM dI/dV

spectrum measured in our lab is shown in Figure 2.2.

It is important to note that STM can obtain the DOS information both in occupied and unoccu-

pied states. This is one of the major advantages of STM over other DOS sensitive techniques such

as photoemission where DOS can only be measured in the occupied states. Recent development of

inverse photoemission and two-photon photoelectron photoemission can overcome this limitation,

but the low resolution and complicated experiment setup of these techniques are still hindering

wider usage.
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2.2.3 dI/dV mapping

What makes STM a powerful surface characterization technique is the ability to obtain both topo-

graphic and DOS information simultaneously. There are two ways to obtain the DOS mapping.

The more commonly used method is simply turning on the lock-in amplifier when taking a topo-

graph and recording the signal from the lock-in amplifier. In this case, we can obtain a single energy

layer DOS map, sometimes referred to as LIY (lock-in Y) layer. Using this technique, we keep the

feedback loop on throughout the measurement which prevents the tip from being damaged by ex-

ternal vibration. The other method of obtaining a DOS map is to take a spectrum at each point

on the surface. This is a more intuitive way of measuring a DOS map but requires better vibration

isolation as the feedback loop is off when taking point spectra. The advantage of using this tech-

nique is that one can obtain multiple energy layers in one shot. It is important to note that the setup

condition in these two methods are different requiring proper normalization to compare the data

between these two methods. Finally, one could also combine these two techniques and take a point

spectrum at each point on the surface without turning the feedback loop off. In this method, one

can obtain DOS map with multiple energy layers without going out of feedback. The setup condi-

tion in this method would be the same as the first method we introduce. The disadvantage of this

technique is we can only obtain data on one side of the Fermi level since we can not go across the

Fermi level without turning off the feedback loop. A LIY layer we have obtained on BiTeI is shown

in Figure 2.2.

2.3 Quasiparticle interference

The quasiparticle interference (QPI) imaging technique is based on STM dI/dV mapping.

The basic idea behind quasiparticle interference imaging is to use the spatial resolution of STM

to capture the standing wave created when quasiparticles scatter off defects or other structures
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within the crystal. The resulting interference patterns in the quasiparticle DOS can be analyzed

by Fourier transform. The real space frequency of the QPI is related to the k space band structure

of the crystal. By making some material specific assumptions, one can reverse engineer the k-space

band structure based on the QPI patterns. The QPI imaging technique makes STM a k-space sen-

sitive tool with high energy resolution. More importantly, STM can measure both occupied and

unoccupied states.

The simulation of QPI patterns is a challenging task as the scattering process is usually compli-

cated. To the first order, one can simulate the QPI pattern by calculating the so-called joint DOS

(JDOS). JDOS is defined as the autocorrelation of the imaginary part of the quasipartice Green’s

function Im(Gk). The underlying assumption of this approach is that elastic scattering dominates

the scattering process and the T matrix is equal to the identity. While the second assumption can

rarely be met, JDOS serves as a good approach when we are only interested in the wave vector of the

standing wave. Detailed comparisons have been made between QPI imaging and APRES results,

especially autocorrelation ARPES results (AC-ARPES)82,81.

It is important to note that FT-STM measures the scattering wave vector between the initial state

and final state of a scattering process.

q = ki − kf (2.9)

Using the scattering wave vector as a k-space momentum could lead to misleading results. The fact

that a scattering process is involved in this technique actually provides us with some extra informa-

tion about the quasiparticles besides the dispersion relation. One example would be the measure-

ment of coherence factor in d-wave superconductors. We will discuss this in more detail in Chapter

3.
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3
The fate of quasi-particle at the antinode

The unclear relationship between cuprate superconductivity and the pseudogap state at the

antinode remains an impediment to understanding the high transition temperature (Tc) super-

conducting mechanism. In this chapter we employ magnetic-field-dependent scanning tunneling

microscopy to provide phase-sensitive proof that d-wave Bogoliubov quasi-particles coexist with the

pseudogap state on the antinodal Fermi surface of an overdoped cuprate. Furthermore, by track-

22



a

-100 -50 0 50 100

0.5

1.0

1.5

2.0

dI
/d

V 
(a

.u
.)

Bias (mV)

2.5

3.0
 

b

OPT35K

UD32K

OD15K

UD25K

SC PG

0.05 0.10 0.15 0.20
0

50

100

150

200

250
T 

(K
)

Estimated p

 Tc
 Tρ TARPES TNMR

PG

SC

AFM Hall anomaly

Figure 3.1: Phase diagram and spectra of Bi2201. a Schematic temperature-doping phase di-
agram of Bi2201, showing antiferromagnetic insulator (AFM), superconductor (SC) and pseudogap
(PG) phases. Four black points represent the sample batches of this study, namely underdoped
UD25K and UD32K, optimal OPT35K, and overdoped OD15K. The pseudogap transition line is
plotted as measured by ARPES,68 resistivity68 and NMR141. Anomaly in the Hall coefficient9 is
marked by the black arrow. b The spatially averaged differential conductance g(E) for each sam-
ple. The pseudogap edge is marked with black arrows, while the low energy kink in each spectrum,
generally considered to be related to the superconducting gap18,54, is marked with red arrows.

ing the hole doping (p) dependence of the quasiparticle interference (QPI) pattern within a single

Bi-based cuprate family Bi2201, we observe a Fermi surface reconstruction slightly below optimal

doping, indicating a zero-field quantum phase transition in notable proximity to the maximum

superconducting Tc. Surprisingly, this major reorganization of the system’s underlying electronic

structure has no effect on the smoothly evolving pseudogap. Some of the results from this chapter

can be found in Yang He et al. Science 344, 608 (2014).

Superconductivity is one of several phenomena, including the pseudogap, that arises from inter-

actions of electrons near the Fermi surface (FS) in hole-doped cuprates. The FS topology is therefore

crucial to understanding these phenomena and their relationships. High-field quantum oscilla-

tion (QO) measurements 30,92,111 revealed a surprisingly small FS in underdopedYBa2Cu3O6.5

(YBCO), in contrast to the conventional, large FS of overdoped cuprates likeTl2Ba2CuO6+x
124.
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Further high-field investigations led to the discovery of a quantum phase transition (QPT) at the

low doping edge of this small FS regime, perhaps associated with a metal-insulator transition 110 or

the formation of density-wave order73. However, the large to small FS transition presumed to occur

at higher doping has thus far not been observed by QO within a single hole-doped material system.

Furthermore, it is unclear whether the small FS is merely revealed by QO or possibly created by the

necessarily high magnetic fields.
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Figure 3.2: Pseudogap distribution of Bi2201. Histograms of the ∆PG distributions observed
in the four samples studied. Note that each histogram may have an artificial low-energy cutoff, as
we are unable to distinguish ∆PG when it becomes less than ∆SC.

25



A zero field alternative to QO, angle resolved photoemission spectroscopy (ARPES), has a long

history of mapping the FS in Bi2Sr2CaCu2O8+x (Bi2212)92,34,117,127,135,125. Here the onset of the

pseudogap is defined by the opening of an anti-nodal gap and the reduction of the large FS to a

“Fermi arc,” which may actually be one side of a Fermi pocket, consistent with QO results 135. The

pseudogap onset may be associated with a QPT just above optimal doping at p = 0.19 125. A sec-

ond QPT to another competing phase is suggested to occur at lower doping (p = 0.076), similar

perhaps to that found by QO 110,73. However, if the transition near optimal doping is a FS recon-

struction to pockets, as suggested in Yang et al 135, why are sharp antinodal quasiparticles seen below

this doping, all the way down to p = 0.08? Further, if the antinodal FS persists down to p = 0.08 126,

what impact does the QPT associated with the onset of the pseudogap at p = 0.19 have on the Fermi

surface?

3.1 Fermi surface reconstruction in Bi2201

To address these outstanding questions we use scanning tunneling microscopy (STM) to study

(Bi,Pb)2(Sr,La)2CuO6+δ (Bi2201). In this hole-doped cuprate, the absence of bilayer splitting

and the suppression of the supermodulation by Pb doping both simplify momentum space mea-

surements. Additionally, the separation between the expected QPT near optimal doping and the

well-characterized pseudogap onset at much higher doping68,141 allows clear investigation of the re-

lationship between these two phenomena. We thus carry out a systematic investigation of Bi2201

at four different dopings (Figure 3.1), all of which display signatures of both the pseudogap and su-

perconducting gap 18,54 in their low temperature spectra (Figure 3.1). The pseudogap distribution is

shown in Figure 3.2.

To extract FS information, we map their differential conductance g(r, E), proportional to the

local density of states (DOS) of the sample, as a function of position r and energy E. We use ratio
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Figure 3.3 (following page): QPI analysis steps. a 66 nm × 66 nm topography of UD32K
sample with atomic resolution. b g(r, 15 mV ) of the same FOV as in a. c, Z(r, 15 mV ) =
g(r,15 mV )
g(r,−15 mV ) . d, Z(q, 15 mV ) is the Fourier transform of Z(r, 15 mV ). Bragg peaks are high-
lighted with black circles. e, Z(q, 15 mV ) is symmetrized (four-fold rotation and mirror), taking
advantage of crystal symmetry to enhance signal to noise. f, Z(q, 15 mV ) is smoothed to remove
the salt-and-pepper noise and to enhance the main features.
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Figure 3.3: (continued)
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Figure 3.4: Quasiparticle interference in Bi2201. a-d Schematic of the high DOS regions
which contribute to QPI, superimposed on the calculated tight-binding FS54 for each doping. Pink
circles represent regions contributing to octet QPI. Purple rectangles represent the Fermi surface
sections contributing to antinodal QPI. e-h) Low energy Z(q, E) on four samples: UD25K at E =
9 mV (e), UD32K at E = 5 mV (f), OPT35K at E = 5 mV (g), and OD15K at E = 3 mV (h).
In UD25K (e) and UD32K (f) samples conventional octet QPI is observed, dispersing with energy.
In UD32K (f), OPT35K (g) and OD15K (h) samples, novel antinodal QPI appears. The evolution
from octet to antinodal QPI shows the transition from small to large Fermi surface.

maps, Z(r, E) = g(r,+E)
g(r,−E) , to enhance the QPI signal and cancel the setpoint effect47, then we

Fourier transform the data. This technique can highlight dominant wavevectors which arise from

elastic scattering quasiparticle interference (QPI) 82,83 between momentum space regions of high

joint density of states (JDOS), thus enabling a probe of the FS. The steps of QPI analysis are shown

in Figure 3.3. The QPI pattern of our samples are shown in Figure 3.4. In our most underdoped

samples (UD25K and UD32K) we find a set of energy-dependent wavevectors qi following the “octet

model”82 (Figure 3.4 a and b).

Energy dependence of QPI is shown for all four samples in Figure 3.5. In the most underdoped
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UD25K sample, we observe only conventional octet QPI with clear dispersion, while in the optimal

and overdoped OPT35K and OD15K samples, we observe only antinodal QPI. In the lightly un-

derdoped UD32K sample we observe both. The absence of octet QPI in the OPT35K and OD15K

samples is not yet understood. One possibility is that the octet QPI at these doping levels merges

into the antinodal QPI, so that we are unable to distinguish between the two patterns. A second

possibility is that increased broadening in these samples makes the effective Fermi arc long enough

to connect to the antinodal region where pseudogap-induced decoherence prevents the observa-

tion of octet dispersion. A third possibility is that low-energy (near-unitary) scatterers necessary to

observe octet QPI are present only in the underdoped samples.

We illustrate the octet QPI and its extinction at the antiferromagnetic Brillouin zone (AFBZ)

boundary in Figure 3.6. In a superconductor, Bogoliubov quasiparticles (BQPs) disperse as E(k) =√
(ε(k)2 +∆(k)2) where ε(k) is the normal state dispersion relation and ∆(k) is the supercon-

ducting order parameter. In cuprates, the gap ∆(k) = ∆0 cos (2θk) follows dx2−y2 symmetry, i.e.

it vanishes in the (±π,±π) (nodal) directions and is maximized in the (±π, 0) and (0,±π) (antin-

odal) directions. The quasiparticle dispersion E(k) thus gives rise to four “banana”-shaped con-

tours of constant energy, depicted in Figure 3.6. At each energy, the BQP density of states (DOS)

is maximized at the eight “banana” tips, due to the large value of 1/▽k(E) in those regions. Elas-

tic scattering between these eight high-DOS regions gives rise to the dominant QPI vectors shown.

Figure 3.6 emphasizes q1 and q5 which lie along Bragg directions, and their relation to the AFBZ.

Within the octet model, q5 would be expected to disperse all the way to 2π/a0 at energy ∆0. How-

ever, we show in Figure 3.6 that in both the UD25K and UD32K samples, q5 disperses according to

the octet model at low energies, then saturates at a static value q∗5 < 2π/a0 at larger energies. The

doping dependence of q∗1 and q∗5 have been previously reported and discussed72.

From these qis, we extract points on the Fermi surface, but we find that they extend only to the

antiferromagnetic Brillouin zone (AFBZ) boundary (Figure 3.7), similar to the behavior previously
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Figure 3.5: QPI energy dependence. Z(q,E) is shown for three representative energies in each
sample. Black circles show the Bragg peaks.
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Figure 3.6: Octet QPI extinction. a Cartoon showing the seven dominant scattering wavevec-
tors between the octet of high-DOS regions which disperse at energies within the superconducting
gap. Schematized Fermi surface is shown in red, and schematized contours of constant energy are
shown as thin blue lines. Both q1 and q5 appear along both the qx and qy axes. b Cartoon show-
ing the AFBZ (purple dashed line) where q1 and q5 stop dispersing and merge into the static high-
energy wavevectors q∗1 and q∗5 . c,d Two views of the same linecut of Z(q, E) from (0, 0) to (2π, 0)
as a function of energy in UD25K. e,f Two views of the linecut of Z(q, E) from (0, 0) to (2π, 0)
as a function of energy in UD32K. Dispersion of the octet QPI vectors q1 and q5 is observed. The
octet vectors q1 and q5 disperse according to the octet model at low energies, then saturate at the
static wavevectors q∗1 and q∗5 at energies above the superconducting gap.
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observed in Bi2212 83.

At higher doping (in UD32K, OPT35K, and OD15K samples) we find a “triplet” feature (outlined

in black in Fig. 3.4). This feature exists at multiple sub-pseudogap energies without apparent disper-

sion shown in Figure 3.5. However, its relative prominence at large q and low energies distinguishes

it from the static checkerboard 56,57, CDW 128, smectic72, or fluctuating stripe98 states which appear

near q ∼ (0, 14
2π
a0
) at low energies or near q ∼ (0, 34

2
a0
) around the pseudogap energy.

To understand the momentum space origin of this “triplet” QPI we follow Refs.22,81, and, tak-

ing into account reported spectral broadening 127,5, particularly acute in the antinode, compute the

autocorrelation of all antinodal states within a small energy window of the high temperature FS.

This autocorrelation corresponds to the low energy antinodal JDOS in the presence of pair break-

ing, and matches well with the data (Figure 3.8). The “triplet” feature thus arises from states near the

antinodal FS. It could be considered as a continuation of “octet” QPI and we refer to it hereafter as

“antinodal QPI”. We conclude that the extinction of octet QPI at the AFBZ boundary in under-

doped Bi2201 (Figure 3.7), followed by the appearance of antinodal QPI at higher doping, reveals

the FS reconstruction 30,92,111,124 shown schematically in Figure 3.9.

Our UD32K sample shows both octet and antinodal QPI (Fig. 3.4F), suggesting that the QPT

occurs near p ∼ 0.15 doping. We support this point by using a modified Luttinger count to com-

pute the hole concentration p in both the large and small FS scenarios according to

plarge =
2Ablue

ABZ
− 1 (3.1)

psmall =
Apink

AAFBZ
=

2Apink

ABZ
(3.2)

where Ablue and Apink are the areas schematically indicated in the insets to Fig. 3.9. The x-axis hole

concentration is independently estimated from the measured Tc
9. In either small or large FS sce-
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Figure 3.7: Fermi Arc in underdoped Bi2201. Locus of maximum DOS in the Bogoliubov
band, from fitting octet QPI peaks. Lines show tight-binding fits. The BQP interference pattern
vanishes around the AFBZ boundary (dashed line).
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Figure 3.9: Luttinger count in Bi2201. Luttinger hole counts from small FS (pink dots and
upper inset) and large FS (blue dots and lower inset) scenarios vs. hole doping estimated from Tc.
Error bar on the y axis comes from the 0.01 eV chemical potential uncertainty in the tight-binding
parameterization.

nario alone, we observe a sudden drop in Luttinger hole count fromUD32K to UD25K. However,

using psmall in the UD25K sample and plarge in the other samples, we find the expected linear re-

lationship between the Luttinger count and the estimated hole concentration, providing further

evidence of a small to large FS reconstruction upon increasing doping. Interestingly, these results

agree well with high field Hall measurements of similar Bi2201 samples 12, suggesting that high field

measurements in general, are revealing rather than creating small Fermi arcs.

Surprisingly, the pseudogap appears to be unaffected by this QPT, with a spectral signature that
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evolves smoothly through the transition. The pseudogap in Bi2201 is known68,141,18 to exist well

into the overdoped region of the phase diagram (as shown in Fig.3.1) rather than terminating near

optimal doping, as in some other cuprates 116. Thus, the FS reconstruction we observe is distinct

from the onset of the pseudogap.

3.2 Coherence factor and Hanaguri effect in Bi2201

We now face the question of how complete the coexistence of superconductivity and the pseudogap

is, both in momentum- and real-space. To address the former we employ the phase-sensitive tech-

nique of magnetic-field-dependent QPI imaging (Figure 3.10). In a superconductor, the QPI partici-

pants are Bogoliubov quasiparticles (BQPs), quantum-coherent mixtures of particles and holes. The

scattering intensity of BQPs depends on the relative sign of the superconducting order parameter

across the scattering wavevector. Furthermore, it is known empirically48 and theoretically 100 that

sign-preserving scattering will be enhanced by a magnetic field, while sign-reversing scattering will

appear relatively suppressed. A d-wave superconducting order parameter changes sign in k-space

Figure 3.10a; in our OD15K sample, the two branches of the Fermi surface around the antinode are

close to each other Figure 3.4, and are shown for simplicity in Figure 3.10a as a single merged region

at each antinode. Thus for a d-wave superconductor with antinodal BQPs, the simplified scattering

process qA would be sign-preserving while qB would be sign-reversing. We observe that the sign-

preserving qA scattering is enhanced in a magnetic field, while the sign-reversing qB scattering ap-

pears relatively suppressed (Figure 3.10). This field-dependent QPI is thus fully consistent with the

existence of d-wave BQPs in the antinodal FS.

For completeness, we consider several other possible causes of our field dependent antinodal

QPI. First, we rule out a field-enhanced charge order, such as has been observed in vortex cores in

Bi2212 56, as it would not explain the existence of both enhanced and suppressed scattering. Second,
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Figure 3.10: Hanaguri effect in Bi2201. a First Brillouin zone of the OD15K sample, with
calculated tight-binding FS. White and gray areas represent opposite signs of the d-wave supercon-
ducting order parameter. The antinodal bands approach each other in overdoped materials, and
are represented by merged purple half ellipses around M points for simplicity. The simplified scat-
tering vectors qA and qB are shown as black arrows. b Z(q, 6 mV, 9 T)−Z(q, 6 mV, 0 T) showing
B-suppressed (red) and B-enhanced (blue) weights, demonstrating the presence of superconducting
Bogoliubov quasiparticles in the FS antinode where they coexist with the pseudogap.
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we rule out (π, π) and incommensurate orders such as antiferromagnetism, spin density waves,

stripes, or d-density waves, which would not explain the features around both (π, π) and (2π, 0).

Thus, we note that although non-phase-sensitive ARPES and STM68,77 postulated a similar sce-

nario, our field-dependent phase-sensitive QPI directly demonstrates the coexistence of d-wave

BQPs and the pseudogap at the antinode.

Further evidence of the Hanaguri effect comes from temperature dependent data. Sign-preserving

qA scattering should be preserved unchanged with increasing temperature and upon passing above

Tc. The sign-reversing qB scattering should diminish when the temperature approaches Tc. Indeed

that is what we observe in the temperature dependent data shown in Figure 3.12.

3.3 Competing between pseudogap state and superconducting coherence

Given that the pseudogap (PG) and superconductivity (SC) coexist in momentum space at the

antinode, we next examine the nature of their spatial coexistence. We turn to a real space study of

OD15K, where, amongst our samples, the pseudogap magnitude (∆PG) is most comparable to the

superconducting gap (∆SC). To focus on the superconducting component, we suppress supercon-

ductivity with a 9 T field, and then remove the field-independent (PG) density of states by comput-

ing S(r,E) = g(r, E, 0 T ) − g(r,E, 9 T ). Compared to Figure 3.13a, where spatially disparate

spectra show that ∆PG varies by more than a factor of five across the field of view, S(r, E) shows

a relatively homogeneous gap of 6 mV (Figure 3.13b), consistent with the homogeneous supercon-

ducting gap reported by a previous temperature dependent STM measurement on samples from

the same batch 18. Our results thus support the two gap scenario 117,18,77,69 and suggest that S(r,E) is

indicative of the local superconducting spectrum.

Dynes noted that the superconducting density of states, ρs(E) = |E| /
√
(E2 −∆2), could be
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Figure 3.12: Temperature Dependence of QPI in Bi2201. a-e Symmetrized and smoothed
Z(q, 4mV ) for all 5 temperatures, showing the antinodal QPI. The critical temperature of the
sample is 15K. The Bragg peaks are highlighted with black circles. The intensity of qA does not
change when temperature goes above Tc while qB , highlighted with red circles, diminishes gradu-
ally with increasing temperature.

41



dI
/d

V 
(a

. u
.)

0-10-20-40 -30
Bias (mV)

10 20 30 40

Sp
ec

tr
al

 w
ei

gh
t t

ra
ns

fe
r (

a.
 u

.)

Peudogap energy

6 mV

40 mV

0-10-20-40 -30
Bias (mV)

10 20 30 40

-0.5

0.0

0.5

1.0

1.5  9T 

0T

a b

6mV

ΔPG

Figure 3.13: Pseudogap dependence of coherence peak in OD15K. a OD15K spectra binned
by pseudogap energy (at 0T), and spatially averaged within each bin at 0T (red) and 9T (blue).
Pairs of spectra are offset for clarity. b Magnetic field induced spectral weight transfer, S(r, E) =
g(r, E, 0 T ) − g(r, E, 9 T ), for these same pairs. Because the PG is B-independent, S(r, E) is
attributed to superconductivity. Although the ∼ 6mV superconducting gap shows no trend as the
PG increases more than five-fold, the superconducting coherence peak decreases monotonically
with increasing ∆PG.

42



Simulated Spectra

0.5mV

6.0mV

Γ

0-10-20-40 -30
Bias (mV)

10 20 30 40

6mV

High

Low

0T-9T

PG
 Energy

6mV

40mV

0-10-20-40 -30
Bias (mV)

10 20 30 40

6mV

a b

Figure 3.14: Simulated spectral broadening. a, A set of average spectra ⟨S(E)⟩|∆PG for val-
ues of ∆PG ranging from 6 mV to 40 mV, offset for clarity. The pseudogap behaves like a broad-
ening factor: increased local ∆PG has the effect of increasing Γ. b, Simulated superconducting
density of states with 6 mV d-wave gap, broadened by the Dynes formula within increasing Γ.
Note that in both the data and the simulated spectra, ∆SC appears to widen with increasing ∆PG

and Γ respectively, although the actual energy of ∆SC is constant. This can be simply understood
as the effect of smoothing a sharp peak with different background on both sides: as the peak is
smoothed, it will appear to move towards the side with higher background.

generalized to take into account a finite quasiparticle lifetime by writing

ρs(E,Γ) = Re
E − iΓ√

(E − iΓ)2 −∆2
(3.3)

where Γ is the inverse quasiparticle lifetime. In Figure 3.14, we simulate the effect of increasing Γ on

a d-wave superconducting spectrum with a fixed gap ∆SC = 6 meV. We note that the broadening

increases the apparent gap width (defined by the coherence peak maxima), despite the fixed ∆SC =

6 meV. This simulation matches well with the data in Figure 3.14.

Although the inhomogeneous pseudogap does not appear to relate to the magnitude ∆SC of

the superconducting order parameter (vertical dashed lines in Figure 3.13b), the coherence peak

amplitude and gap depth, which have been shown to scale with superfluid density 34,69,106, decay
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markedly in regions of large ∆PG (Figure 3.15). Similar to the ARPES analysis (33), we quantify

the real space decoherence effect of the pseudogap by defining a local coherent spectral weight,

C±(r) = S(r,±6mV ) − S(r, 0mV ), which increases with the height of the coherence peaks

and depth of the gap. Visual comparison between maps of ∆PG(r) and C+(r) (Figure 3.15c,d), and

their cross-correlation in Figure 3.15d, demonstrate that stronger pseudogap (larger∆PG) correlates

with local suppression of superconducting coherence on a very short (∼ 2 nm) length scale.

Thus, our phase-sensitive momentum-space and normalized real-space measurements demon-

strate that at high doping the pseudogap coexists with superconductivity in the antinode but cor-

relates with suppressed superconducting coherence, suggesting a competitive relationship. We also

find that the pseudogap transition is well separated from a zero field FS reconstruction that occurs

near optimal doping – where superconductivity is strongest. The existence of a QPT near optimal

doping has been long expected and suggested by a variety of other measurements 116. However, its

differentiation from the pseudogap onset is surprising, and requires explanations of two phenom-

ena rather than one. A number of theories have been proposed to explain the FS QPT. We can rule

out the effect of crystal structure, based on its observed doping-independence 139. Our observed FS

evolution is partly consistent with the phenomenological Yang-Rice-Zhang model 136, but does not

show the completion of the arc to a pocket found in the closely related microscopic FL* model 102.

Other orders such as antiferromagnetic fluctuations, charge order 50, d-density wave 59, quadrupole

density wave 32,107 and vestigial nematicity90 are all consistent with our observation of the FS QPT.

With respect to the PG onset, we observe that charge modulations are similarly unaffected by the

FS QPT (Figure 3.1), suggesting that the PG is associated with fluctuating charge order98, which is

pinned in all of our samples. Such charge order has recently been reported to compete with super-

conductivity in YBCO 20, while non-superconducting La1.6−xNd0.4SrxCuO4 shows static charge

order (“stripes”) 122, suggesting that such order (or its fluctuations) may be a universal competitor to

superconductivity in the cuprates.
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autocorrelations of ∆PG(r) (blue) and C+(r) (red) and cross-correlation of ∆PG(r) with C+(r)
(black).

45



4
d form factor charge density wave in Bi2201

In the study of cuprate superconductors, three major sets of phenomena are widely discussed, 1.

electronic broken symmetry states (Q⃗ = 0 and Q⃗ ̸= 0)71,41,70,43,21,24,27, 2. pseudogap state above

superconducting transition temperature that suppresses the density of states (DOS) at the Fermi

level 120 and 3. Fermi surface reconstruction that separates the cuprate phase diagram into “small”

and “large” Fermi surface regimes93. These three different phenomena are highly intertwined 28,37,
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Figure 4.1: Topics of cuprate superconductor research The major topics in the research of
cuprate superconductors includes charge order (both Q⃗ = 0 and Q⃗ ̸= 0), Fermiology and pseudo-
gap phase.
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son between Q⃗AN and Q⃗CO, highlighted in red and blue arrows respectively.
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and as a result, obscure the final understanding of the superconducting mechanism in high transi-

tion temperature superconductors (Figure 4.1). The existence of these phenomena in various types

of cuprate superconductors is widely accepted, but the relationships between them are unclear.

Electronic broken symmetry states have been widely reported and discussed in various types of

cuprate superconductors. Charge order with Q⃗ ̸= 0, breaking translational symmetry, has been

observed in La2−x−yNdySrxCuO4
121, YBa2Cu3O6+δ(YBCO)43,21 and more recently in B2201 24

and Bi2Sr2CuO6+δ (B2212) 27. Intra-unit-cell (IUC) (Q⃗ = 0) electronic orders breaking rotational

(C4) symmetry, is reported in YBCO, B2212 and HgBa2CuO4+x
61,75,133. Multiple experiments also

suggest a close relation between Q⃗ = 0 and Q⃗ ̸= 0 states41,85. It is generally believed that bro-

ken symmetry states, such as Q⃗ ̸= 0 charge order that breaks the translational symmetry, would

be a major perturbation to the wave function around the Fermi surface, resulting in a Fermi surface

reconstruction49,94,4. Indeed, the evidence for such a connection is reported in Fujita et al 41 in dou-

ble layer Bi2212, where the onset of charge order coincides with the Fermi surface reconstruction at

p ∼ 0.19. The relation between the spectroscopic pseudogap and the IUC rotational symmetry

breaking states has been examined in Bi2212 as well by Lawler et al 71, providing strong evidence that

the two phenomena are related.

Some of the major questions remaining in the discussion of density waves in cuprates are: Does

the charge density wave lead to the Fermi surface reconstruction 24,114? What are the wave vector and

internal symmetry of the charge density wave 108,40,25? To address these questions, we carry out a

systematic scanning tunneling microscopy (STM) study on Bi2201, the single layer Bi-based cuprate

superconductor. The “small” to “large” Fermi surface reconstruction was recently reported at p ∼

0.15 in this material 55. Here we show the coexistence of a “large” Fermi surface and a d-symmetry

density wave in optimal and overdoped Bi2201, highlighting the universality of d-symmetry density

waves in cuprate superconductors. We also find a discrepancy between wave vectors of antinodal

nesting and the charge density wave24. The energy dependence of the form factor indicates a close
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relation between d-symmetry IUC modulation and the pseudogap state.

4.1 Coexistence of charge order and “large” Fermi surface

The schematic cuprate Fermi surface is illustrated in Figure 4.2. To investigate the charge order, we

map the standard differential conductance (dI/dV = g(r⃗, E)) which is typically proportional

to the local density of states (LDOS). Then we perform a discrete Fourier transform of g(r⃗, E) to

acquire the Fourier components of different momenta, noted as g(q⃗, E). The charge modulation

patterns in the overdoped sample (OD15K, p = 0.22) and optimally doped sample (OPT35K,

p = 0.16) are shown in Figure 4.3 c and d respectively. The clover-shaped patterns around the

Bragg peaks are discussed in STM studies on Bi2212 and considered a hallmark of charge modulation

in the CuO2 plane40. In double layer cuprate Bi2212, charge order and the spectroscopic pseudo-

gap diminish with increasing p and eventually disappear at around p = 0.19 where the compound

undergoes a Fermi surface reconstruction41,126,53. In single layer cuprate Bi2201, the Fermi surface

reconstruction happens at p ∼ 0.15 while the spectroscopic pseudogap persists deep into the over-

doped regime 55,142.

The wave vector of the charge order is the key to understand the origin of the charge order. The

similarity between the antinodal FS nesting wave vector (Q⃗AN, highlighted as red arrow in Figure

4.2) and the observed charge order wave vector (Q⃗CO, blue arrow in Figure 4.2) in different kinds

of cuprate superconductors indicates the two might be closely related 112. However, most of the ex-

periments that have been performed are in the underdoped region where the antinodal FS section

is gapped out by the pseudogap. As a result, direct comparison between Q⃗AN and Q⃗CO has proved

to be challenging. The coexistence of charge order and large Fermi surface in optimally doped and

overdoped Bi2201 gives us the first chance to measure Q⃗AN and Q⃗CO simultaneously within the

same sample. The k-space topology of the Fermi surface can be measured by mapping one of the
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Figure 4.3: Fermi surface and charge order in Bi2201. a and b g(q⃗, E) at low energies in
OD15K and OPT35K samples. Q⃗4, which follows the trace of Fermi surface is highlighted with
white dashed lines55,41. The antinodal nesting vector can be measured using antinodal QPI. c and
d g(q, E) at energies larger than the pseudogap, where the charge order features are prominent
around the Bragg peaks, while the same feature is missing around the central peaks. The vertical
red lines spread across the figures shows the difference between Q⃗CO and Q⃗AN. g(q, E) are four
fold symmetrized in a-d. Note that in this plot, we are comparing 2Q⃗CO and 2Q⃗AN = 4 kAN,
which is twice the expected nesting wave vector.
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Figure 4.4: Intra-unit cell form factor on the copper oxide plane. a The real space modula-
tion of the s form factor S(r). Density of state is uniformly distributed on the copper atoms with
zero density on oxygen atoms. b The real space modulation of the s form factor S′(r). Density of
state is uniformly distributed on the oxygen atoms with zero density on copper atoms. c The real
space modulation of the s form factor d(r). No density is distributed on copper atoms. Opposite-
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QPI vectors Q⃗4 due to the simple relation between Q⃗4 and kF (Q4 = 2kF ) 55,41. The white dashed

lines in Figure 4.3 a and b highlight the trajectory of Q⃗4, which shares the same shape with the Fermi

surface. Figure 4.3c and d are the g(q⃗, E) patterns at energies larger than the PG, where the charge

order patterns around the Bragg peaks are prominent. The comparison between the charge order

wave vector Q⃗CO and the antinodal nesting wave vector Q⃗AN can be visualized by the vertical red

lines connecting each pair of figures. The obvious difference between Q⃗CO and Q⃗AN suggests that

the density wave in Bi2201 does not likely originate from the antinodal section of FS, which agrees

with previous results from underdoped cuprate superconductors measured by resonant X-ray scat-

tering 24,114.
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4.2 High momenta analysis

To identify the underlying symmetry of the density wave observed in OD15K sample, we consider

a simple model where a periodic charge modulation with wave vector Q⃗ couple to intra-unit cell

(IUC) states. Following Fujita et al 40, we formulate the charge modulation to be

ρ(r⃗) = (S(r⃗) + S′(r⃗) +D(r⃗)) cos(Q⃗ · r⃗ + ϕ(r)) (4.1)

where S(r) represents a uniform density on the copper atoms with zero density on oxygen atoms,

S′(r) represents a uniform density on oxygen atoms with zero density on copper atoms. D(r) rep-

resents a form factor with opposite-sign density at the Ox and Oy sites and zero density on the cop-

per sites. The real space modulation of different form factors are illustrated in the panels of Figure

4.4. ϕ(r) is the overall spatial phase of the density wave. From now on, we set phase ϕ = 0 to

be the copper sites. The schematic of Fourier transform intensity patterns of ρ(r) under different

intra-unit cell symmetries are shown in Figure 4.5 b-d. We want to emphasize the importance of

structural peaks at (2π, 2π) and the associated CO patterns around them, which serve as a major

distinction between d-symmetry form factor and S, S′ symmetry form factors. To gain an accurate

measure of the underlying symmetry of charge modulation in our sample, we obtain high resolution

data to cover the high momentum (2π, 2π) peaks (45◦ off from the Bragg peaks). As observed in

Figure 4.5a, our STM data capture sharp (2π, 2π) structural peaks, demonstrating the high data

quality. The similarity between our high momentum Fourier transform pattern and the modeled

Fourier transform pattern suggests a d-symmetry form factor in the charge modulation observed in

the OD15K sample.
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Figure 4.5: d-symmetric density wave in OD15K shown by high momentum analysis a
Typical pattern of charge order of OD15K in energy larger than PG, same as Figure 4.3 c. Note
that charge order modulation does not exist around the (2π, 2π) points. b-d Fourier transform
amplitude of charge order with d, S and S′ symmetry IUC modulations respectively. The Fourier
transform amplitude of the d-symmetry IUC agrees with what we observe in a.
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4.3 Phase sensitive interference analysis

Phase-resolved Fourier analysis is employed to further prove that the CO pattern is indeed d-symmetric.

We use interference to examine the phase coherence and phase difference between the charge mod-

ulation in the x and y directions. To begin with, we shift the CO patterns in the x and y directions

back to the central peak by multiplying g(r⃗) by cos (Q⃗x · r⃗) and cos (Q⃗y · r⃗) respectively, where

Q⃗x = 2π
a0
x̂, Q⃗y = 2π

a0
ŷ are the two Bragg vectors. We define

Ix(r⃗) = g(r⃗) cos (Q⃗x · r⃗) (4.2)

Iy(r⃗) = g(r⃗) cos (Q⃗y · r⃗) (4.3)

The amplitude of the Fourier transform of Ix(r⃗) and Iy(r⃗) are shown in Figure 4.6g and h. To

compare the phase difference between the clovers, we calculate the Fourier transform amplitude of

Ix(r⃗) + Iy(r⃗) and Ix(r⃗)− Iy(r⃗). In the d-symmetry scenario, the CO patterns in x and y direction

would have a phase difference of π. As a result, the charge order component in Ix(r⃗) + Iy(r⃗) would

be canceled out as illustrated in Figure 4.6d. On the other hand, Ix(r⃗) − Iy(r⃗) would have an

enhanced CO pattern due to the π phase difference. As expected in the d-symmetry scenario, the

calculated amplitude of the Fourier transform of Ix(r⃗) + Iy(r⃗) shows perfect cancellation of the

CO pattern from the two different directions, which is highlighted in Figure 4.6i. Figure 4.6j shows

the Fourier transform of Ix(r⃗) − Iy(r⃗), where the charge order peaks are prominent. Our high

momentum Fourier transform pattern, as well as the phase sensitive analysis, strongly suggests the

existence of a d-form factor density wave in overdoped Bi2201.
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4.4 d-form factor and the pseudogap state

To understand the connection between the charge density wave and the pseudogap, we study the

energy dependence of charge order in Bi2201. The charge order of Bi2201 in low energy layers has

previously been reported in Wise et al 129 in underdoped and optimally doped Bi2201. Here we ex-

tend the study to energies higher than the spectroscopic pseudogap and to the overdoped region.

A doping dependent survey has been carried out in using four different dopings of Bi2201, namely

UD25K, UD32K, OPT35K and OD15K. Shown in Figure 4.10a and b are the comparisons between

charge order at low energy and at energy above the pseudogap in UD32K. In the energy range sub-

stantially smaller than the pseudogap energy, the charge order pattern is located around the cen-

tral peak (noted as Q∗) in Fourier space, and shifts to the Bragg peaks at higher energy (noted as

Q∗∗)67,99. As discussed previously in this study, the CO patterns around the Bragg peaks are the

signature of coupling between underlying d-symmetry IUC modulation and Q⃗ ̸= 0 density wave.

The CO pattern around the central peak could be a result of an S-symmetry IUC modulation. The

energy dependence of Q∗ and Q∗∗ peak intensities for four different doping of Bi2201 are shown

in Figure 4.10 c-f. The vertical dashed lines represent the average pseudogap energies in each sam-

ple respectively. Q∗ and Q∗∗ in all four different samples share similar energy dependence, despite

the difference in doping levels and Fermi surface topology 55. The intensity of Q∗ peaks at energies

substantially lower than the pseudogap energy while the intensity of Q∗∗ peaks at the pseudogap

energies.

4.5 Discussion

In this study, we provide the first observation of the coexistence of “large” Fermi surface and charge

order in overdoped Bi2201. Our results on single layer Bi2201 differ from those on Bi2212 where the

CO vanishes at the same doping where FSR takes place. Though the observed periodic patterns
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Figure 4.6 (following page): d-symmetric density wave in OD15K shown by phase-resolved
Fourier analysis. a-c Schematics of real part of Fourier transform of g(r⃗, E),Ix(r⃗) and Iy(r⃗).
Note that the charge order patterns in Ix(q⃗) and Iy(q⃗) have different sign due to the d-symmetry
IUC modulation. d-e Schematic plots of Ix(r⃗) + Iy(r⃗) and Ix(r⃗) − Iy(r⃗). Due to the π phase
difference between Ix(r⃗) and Iy(r⃗), the CO pattern is canceled out in Ix(r⃗) + Iy(r⃗). The CO
pattern is enhanced in Ix(r⃗) − Iy(r⃗). f-h Fourier amplitude of g(r⃗, E),Ix(r⃗) and Iy(r⃗) of OD15K
sample. i-j Fourier amplitude of Ix(r⃗)+Iy(r⃗) and Ix(r⃗)−Iy(r⃗). We can clearly see the cancellation
of CO pattern in i, while CO pattern in j is enhanced.
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Figure 4.6: (continued)
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Figure 4.7: Masking procedure with cosine function. a-c Schematics of real space map of
the masks with value 1, cos(Q⃗x · r⃗) and cos(Q⃗y · r⃗). Note that in the cosine mask, there are
positive and negative values. d-f Real part of the Fourier transform of the masked maps in with d
symmetry density wave.
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Figure 4.8: Phase-resolved Fourier analysis for different symmetries. a-c Schematics of the
real part of the Fourier transform of g(r⃗, E),Ix(r⃗) and Iy(r⃗) for d symmetric charge order. d-
e Schematic plots of Ix(r⃗) + Iy(r⃗) and Ix(r⃗) − Iy(r⃗). f-j Fourier amplitude of g(r⃗, E),Ix(r⃗) ,
Iy(r⃗) and Ix(r⃗) + Iy(r⃗) and Ix(r⃗) − Iy(r⃗) in s′ symmetry charge order. k-o Fourier amplitude of
g(r⃗, E),Ix(r⃗) , Iy(r⃗) and Ix(r⃗) + Iy(r⃗) and Ix(r⃗)− Iy(r⃗) in s symmetry charge order.

UD32KUD25K OPT35K OD15K

Low High

Z(q, E)

d 30mV
a

80mV 60mV
b

50mV
c

Figure 4.9: Ubiquitous d-form density wave in Bi2201. Z(q, E) maps of the four samples
at energies near the pseudogap energy. The charge order peak ∼ ( 34

2π
a0
, 0) exists in all doping

levels below and above the Fermi surface reconstruction reported in this work. Combining this
result with the spectroscopic pseudogap shows good agreement with the phase diagram proposed
by72,128,83,98 where the charge order is related to the pseudogap phase.
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Figure 4.10: Energy dependence of d-form factor. a Z(q⃗, 15 mV ) of UD32K sample. The
charge modulation peaks are prominent around the central peak (noted as Q∗)129. Z(r⃗, E) =
g(r⃗,+E)
g(r⃗,−E) ,Z(q⃗, E) = FFT (Z(r⃗, E)). b Z(q⃗, 70 mV ) of the same sample as a, where the charge
order modulation is located around the Bragg peaks (noted as Q∗∗). No charge order peaks are
observed around the central peak. c Energy dependence of intensities of Q∗ and Q∗∗ of UD25K,
UD32K, OPT35K, and OD15K. Vertical black dashed lines show the average pseudogap value
(∆PG) for each sample respectively. Q∗∗ intensity peaks around pseudogap energy in all four of
our samples from the underdoped to the overdoped region. All spectra are normalized to the max-
imal values. Due to the surface inhomogeneity, broadened central peaks are observed in g(q⃗, E).
As a result, the intensity of Q∗ plateaus at a non-zero value when energy increase above the pseu-
dogap energy. This effect is more significant when Q∗ is closer to the central peak, which is the
case in OD15K sample. Note that this type of Q∗ intensity should not be taken into account in
the discussion of charge order.
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Figure 4.11: Summary of our study on Bi2201. In this work, we covered most of the topics
related to cuprate superconductors. We observed d-form factor density wave in Bi2201 in both
underdoped and overdoped regimes. We discovered the correlation between d-form factor density
wave and the pseudogap energy. In the pseudogap regime, we discovered the competition between
pseudogap and superconductivity coherence. In our study of cuprate Fermiology, we discovered a
Fermi surface reconstruction around optimal doping of Bi2201. This Fermi surface reconstruction
does not coincide with the onset of the pseudogap. We show the existence of BQP at the antin-
ode using Hanaguri effect. Finally, we discover the charge order does not share the same wave
vector as the antinodal FS nesting.
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may be merely pinned fragments of a fluctuating charge order, this result provides new information

about where charge order reside in the cuprate phase diagram. It is worth noting that the pseudogap

phase persists deeply into the overdoped region of Bi2201 142,55, which coincides with the existence of

a d-symmetry charge density wave in the overdoped regime. Combining the results from Bi221241

and Bi2201, the pseudogap state is universally accompanied by the charge density wave at low tem-

perature in the Bi based family. Moreover, our energy dependence analysis suggests a strong correla-

tion between the d-symmetry form factor and the spectroscopic pseudogap. Though PG and CDW

show a compelling correlation, the causality between the two is still unclear.

The coexistence of the charge density wave and the “large” Fermi surface complicates the rela-

tion between the Fermi surface reconstruction and charge density wave. The driving force behind

the Fermi surface reconstruction is still a heatedly debated topic in the field4,24. One of the possi-

bilities would be: the charge density wave in overdoped regime is fluctuating in nature, thus failing

to reconstruct the entire Fermi surface 132. Note that STM is sensitive to fluctuating charge density

waves which are short range. Further analysis is needed to identify the role that charge order plays in

reconstructing the Fermi surface, especially in the presence of quenched disorder91.

Due to the coexistence of CDW and ‘’large” Fermi surface, we measure Q⃗AN and Q⃗CO in the

same sample simultaneously via Fourier transform STS, providing a direct comparison between

Q⃗AN and Q⃗CO. Our experiment suggests that the charge density wave is not likely to originate

at the antinodal section of the Fermi surface24. More sophisticated model, such as bond density

wave4,108, is needed to explain the existence of the density wave in cuprate superconductors.

Our high momentum Fourier analysis and phase sensitive Fourier analysis unveil the predomi-

nant d-symmetry form factor of the CDW in overdoped Bi2201, which strongly supports the uni-

versality of the d-wave CDW in cuprates, as suggested by recent REXS 25 and STM experiments on

three different families (Bi2201, Bi2212, YBCO and Na-CCOC)40. It is also worth noting that CDW

order and superconductivity not only coexist in the low temperature regime of the cuprate phase
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diagram, but also share the same d symmetry, indicating the particle-particle (SC) and particle-hole

(CDW) channels might share the same or similar underlying interactions, thus sheding light on the

origin of the unconventional superconductivity in the cuprates.
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5
Topological Kondo Insulators

Recent predictions suggested that topological surface states might exist in some heavy fermion mate-

rials, particularly SmB6. However, the hybridization of the localized and itinerant electrons in SmB6

and its relationship to the low temperature transport anomaly is still unclear. The correspondence

between spectroscopic studies and transport measurements is missing in this system. Here we use

scanning tunneling microscopy to conduct a systematic atomic resolution spectroscopic study of the

non-polar cleaved surface of SmB6, and to reveal a robust hybridization gap that universally spans
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the Fermi level at low temperature. Employing a cotunneling model, we measure the hybridization

amplitude between the conduction band and the f band. Our temperature dependent spectroscopy

results provide a simple connection between spectroscopic studies and the low temperature trans-

port anomaly at ∼ 50 K in SmB6. Some of the results from this chapter can be found in Yee, He et

al., arXiv: 1308:1085(2013).

The classification of solids based on topological invariants has led to the recognition of new elec-

tronic phases of matter. The existence of non-trivial topology in band insulators, combined with

time reversal or crystal symmetries, gives rise to topologically protected metallic surface states 39. Po-

tential applications ranging from spintronics to quantum computing have directed intense research

efforts toward the surface states of topological band insulators such as Bi- and Sn-based chalco-

genides 8,52,103. Recently, it was suggested that similar topological arguments could apply to more

strongly correlated insulators in which a filled band of heavy quasiparticles hybridizes with the con-

duction band to open an insulating gap 31. In these heavy fermion compounds, itinerant electrons

screen the local magnetic moments of the lattice in a process known as the Kondo effect23. At tem-

peratures below the Kondo coherence temperature (T ∗) the conduction electrons hybridize with

the magnetic moments to open up an energy gap in the density of states (DOS). In a Kondo insu-

lator, the hybridization gap spans the Fermi level EF , causing a metal to insulator transition upon

cooling through T ∗. In a topological Kondo insulator (TKI), protected chiral surface states span the

Kondo hybridization gap.

Recently, there has been tremendous interest in the heavy fermion material SmB6 as a possible

TKI 31,115,76. SmB6 undergoes a metal to insulator transition around 50 K 84,6,26, which was attributed

to hybridization between the 4f localized moments and the 5d conduction band. However, mul-

tiple experiments60,89,38 have suggested that the hybridization gap in SmB6 exists at much higher

temperature than the metal-insulator transition. The onset of the metal-insulator transition is also

accompanied by a sign change of the Hall coefficient6 and a peak in the magnetic susceptibility 19,
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which cannot be fully explained by Kondo transition.

Below ∼3 K, a saturation of the resistivity 84,26 indicates a residual conducting channel, which

could be explained by the existence of topologically protected surface states 31,115. This hypothesis has

been investigated by a number of recent point contact spectroscopy 140, transport64,131,65,118, quan-

tum oscillation74, and angle-resolved photoemission spectroscopy (ARPES) 87,134,60,143,113,89,38 exper-

iments. The dispersion and orbital chirality of some surface states60, the half integer Berry phase

from Landau levels74, and the transport response to magnetic impurities65 are strongly suggestive of

nontrivial topology in SmB6.

Although evidence is accumulating for topological surface states on SmB6, precise understanding

of their properties is presently limited by poor understanding of the hybridization gap within which

they emerge. DC transport 84,26,36 and optical reflectivity 123 studies typically report a gap of ∆ ∼

5-10 meV, but both the activation energy fits and the Kramers-Kronig transformations necessary to

extract these gap energies may be affected by residual states in the gap 26,36,45. Larger gaps of 19 meV

and 36 meV have also been observed by optical transmissivity45 and Raman spectroscopy95, respec-

tively. However, transport and optical techniques cannot determine the gap center with respect to

EF . Most angle-resolved photoemission spectroscopy (ARPES) experiments, which measure filled

states only, loosely identify the magnitude of the hybridization gap as the binding energy of the

sharp f band just below EF , typically EB ∼14-20 meV 87,134,60,89,143,113. However the lack of informa-

tion on the empty state side makes even the simple question of whether the gap spans the Fermi level

elusive 38,89.

Planar tunneling and point contact spectroscopy (PTS/PCS) purport to measure the complete

DOS, showing the T-dependent opening of a gap ranging from ∼3 to 22 meV46,7,36,140. How-

ever, PCS lineshapes in SmB6-SmB6 junctions vary dramatically with junction size, 36 while PTS

and PCS heterojunction experiments have shown an asymmetric peak on the positive energy side

of the gap7,140, in contrast to the preponderance of theoretical and experimental evidence for an
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electron-like conduction band76,3,87,134,60,89,38,143,113. It remains crucial to access the bare DOS and full

hybridization gap.

Single crystals of SmB6 were grown using an Al flux method64, glued to a copper sample holder

using conducting epoxy Epotek H20E, cleaved in cryogenic ultrahigh vacuum around 30 K, and

immediately inserted into our homebuilt STM. STM tips were cut from PtIr wire and cleaned via

field emission on polycrystalline Au foil. The tip was held at virtual ground, while a bias voltage was

applied to the copper sample holder in electrical contact with the back side of the sample, opposite

the cleaved face where the tunneling current into the PtIr tip was measured. The sample and tip re-

mained in a cryogenic UHV environment, allowing the cleaved surface to stay clean for months. We

imaged four samples, with multiple tip-sample approaches on each cleaved surface, in regions sepa-

rated by many microns. Topographies were acquired by moving the tip across the sample and using

a feedback loop to vary the tip-sample separation to maintain a constant tunneling current. Spec-

troscopic measurements were carried out at fixed tip-sample separation, at temperatures between

2 and 50 K, in fields up to 9 T, using a standard lock-in technique with bias modulation at 1115 Hz.

We conducted experimental tests to ensure our spectral features are not caused by tip induced band

bending.

Previous studies 87,46,7,36,140 on SmB6 averaged over at least several microns of surface area. Spa-

tial averaging over large regions of SmB6 is problematic because, unlike the first generation of Bi-

based topological insulators, which are layered materials with natural cleavage planes, SmB6 is a fully

three dimensional material whose cleavage properties are unknown. SmB6 has a CsCl-type cubic

crystal structure with alternating Sm2+ ions and B6
2− octahedra, shown in Fig. 5.1a. It is therefore

expected that complete Sm2+(001) or B6
2−(001) terminations would be polar, resulting in surface

band bending. On the other hand, a partial Sm surface may suffer from structural reconstructions

as seen by low energy electron diffraction (LEED) 10,87. Although the topologically protected sur-

face states are expected to exist on all surface morphologies, their manifestation may be influenced
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by the differing electronic environments in which they live. Furthermore, the possible shifts of the

hybridization gap and/or coexistence of topologically trivial states on some surfaces may short out

the fundamental chiral states of interest for transport devices. It remains crucial to quantify the

hybridization gap itself, and to understand its variation with surface morphology. Here we use

atomically resolved scanning tunneling microscopy and spectroscopy (STM/STS) to probe varia-

tions in differential tunneling conductance (dI/dV ) across multiple SmB6 surface morphologies.

We demonstrate that vacuum tunneling conductance is dominated by the bare DOS, and shows a

robust hybridization gap that universally spans the Fermi level on all surfaces at low temperature.

Temperature dependence of tunneling spectra unveils a possible mechanism of the metal-insulator

transition at ∼ 50K.

5.1 Surface characterization of SmB6

The topographic image in Figure 5.1 c shows the cleaved surface of SmB6 with atomically flat terraces

of typical ∼10 nm extent. These terraces are separated by steps of height equal to the cubic lattice

constant a0 = 4.13 Å, which identifies the cleaved surface as the (001) plane. After the conclusion

of the STM experiment, we performed electron back scatter diffraction (EBSD) and x-ray photoelec-

tron spectroscopy (XPS) measurements, which confirmed the (001) orientation and showed a B-rich

surface, consistent with previous measurements 10.

Figure 5.2 shows high resolution topographies of the two distinct surface morphologies we ob-

served. Figure 5.2 a shows a rarely observed 1 × 1 square lattice, which we identify as a complete Sm

layer, similar to the complete La layer of (001) cleaved LaB6 previously imaged by STM96. Because

the Sm atoms have a valence of ∼2+, this polar surface may be energetically unfavorable42, explain-

ing its typical limitation to small regions approximately 10 nm × 10 nm on the cleaved surface. The

polar instability of the 1 × 1 surface could be resolved by removing half of the Sm atoms from the
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marked. c Topographic linecut across five atomically flat terraces. The difference in the vertical
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topmost layer, consistent with the 2×1 striped surface in Figure 5.2b. This surface is consistent with

LEED observations of a 2 × 1 reconstruction 87 and ARPES observations of band-folding 134,60 on

the cleaved SmB6 surface.

5.2 Hybridization and Kondo Gap

Having assigned chemical identities to these surface morphologies, we image their differential tun-

neling conductance dI/dV . The tunneling dI/dV is typically proportional to the local DOS 13

(although we will discuss later an additional interference contribution that can manifest in Kondo

systems). Figure 5.2c-d show spatially averaged spectra representative of each of the surfaces, empha-

sizing some ubiquitous features, as well as dramatic differences between the morphologies. The

dominant features common to all surfaces are the spectral minimum located near the Fermi en-

ergy, and the relative prominence of the peak on the filled state side, compared to the empty state

side. Both observations are consistent with the bare DOS for a hybridized electron-like conduction

band 35.

Spectra on the 1 × 1 surface show a peak at -165 mV (Figure 5.2), which we identify as the hy-

bridized Sm2+ 6H7/2 multiplet typically seen by ARPES at EB ∼150-160 mV 134,60,89,143,113, and a

peak at -28 mV, which we identify as the hybridized 6H5/2 multiplet typically seen by ARPES at

EB ∼14-20 meV87,134,60,89,143,113. The downward energy shift of both these STM-observed 6H7/2

and 6H5/2 multiplets compared to the average ARPES observations could arise from the polar

catastrophe at the 1 × 1 surface 88,143. The polar catastrophe would cause the movement of electrons

towards the surface to decrease the charge of the surface Sm layer, and would shift the Fermi level up,

causing the hybridized f bands to appear lower in comparison. Indeed, one ARPES experiment 38

that boasted no evidence of surface reconstruction from LEED 87 or band-folding 134,60, showed sim-

ilarly higher binding energies of -170 mV and -40 mV, consistent with a chemical potential shift at a
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Figure 5.2: Surface morphology of SmB6 and representative dI/dV . a-b Representative 10
nm × 10 nm topographic images of the two different surface morphologies. a 1 × 1 Sm termina-
tion. (T = 9.5 K, Vs = −200 mV, RJ = 10 GΩ.) b 2 × 1 half-Sm termination. (T = 8.5 K,
Vs = −100 mV, RJ = 5 GΩ.) c-d Spatially averaged dI/dV representative of each of the surface
morphologies shown in a-b. c dI/dV on the 1 × 1 surface. Dashed lines indicate peaks at -165
mV and -28 mV. (T = 9 K, Vs = −250 mV, RJ = 2 GΩ, bias excitation amplitude Vrms = 2.8
mV.) d dI/dV on the 2 × 1 surface. Dashed lines indicate peaks at -155 mV and -8 mV. (T = 8
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polar 1× 1 surface.

We expect that the 2 × 1 surface is nonpolar, and may provide a better view of the bulk f bands

and hybridization process. Spectra on the 2 × 1 surface at low T show a broad peak at around -

155 mV, and a remarkably sharp feature centered at -8 mV (Figure 5.2), both more consistent with

6H7/2 and 6H5/2 multiplet energies observed by ARPES 87,134,60,89,143,113. The -8 mV peak is ex-

tremely homogeneous on clean terraces of varying sizes. The -8 mV peak shows no change in a c-axis

magnetic field up to 9 T, unlike the ‘in-gap’ state whose field-suppression was observed by NMR 19.

Some ARPES experiments have also observed a weakly dispersing state around -8 mV to -4 mV,

which has been claimed as the ‘in-gap’ signature of a TKI 87,89. However, a topological ‘in-gap’ state

should continuously span the full hybridization gap, so we argue that the sharp -8 mV state is the

manifestation of the 4f -5d hybridization itself, observed specifically on the 2× 1 surface.

The temperature dependence of the 2× 1 spectra are shown in Figure 5.3a. The prominent peak-

dip features, which are the signatures of Kondo hybridization, persist from 8 K to 50 K. Our result

agrees well with previous photoemission experiment showing that the Kondo hybridization gap

persists up to temperature much higher than the metal-insulator transition around 50 K 29. These

results appear contradictory to our understanding of the Kondo lattice where the resistivity changes

upon the onset of Kondo hybridization. Various explanations for the discrepancy between the spec-

troscopic studies and low temperature transport anomaly have been provided in the literature, such

as coherence-decoherence transition 140, charge fluctuation 86, and collective magnetic mode 1,105.

It is well known that tunneling into a Kondo impurity – a single magnetic atom in a non-magnetic

host – reflects the intrinsic impurity level and conduction band, as well as the extrinsic quantum me-

chanical interference between those two tunneling channels. The interference manifests as a Fano

resonance – an asymmetric dip-peak feature that dominates the tunneling signal78. Similarly in

Kondo lattice systems, the interference effect may dominate the differential tunneling conductance,

giving an asymmetric dip-peak but obscuring the underlying DOS 137,80,35,130,17. To further under-

73



stand the temperature dependence of spectra, here we use the clean Kondo lattice model of Figgins

et al. 35 to extract the hybridization amplitude and self-energy of the f electrons from the STM-

measured dI/dV spectra on the 2× 1 surface of SmB6.

5.3 Modelling dI/dV spectra

We modeled the dI/dV spectra using the formalism of Figgins and Morr 35,11, in which dI/dV can

be decomposed as the sum of three terms from the conduction band, the f band, and the interfer-

ence of the two channels. In this model, tf/tc is the ratio of the tunneling amplitudes into the f

band and the conduction band,

Nc = Im[Gc(k, ω)] (5.1)

Nf = Im[Gf (k, ω)] (5.2)

Ncf = Im[Gcf (k, ω)] (5.3)

where N represents the DOS of the respective channel, and the hybridized Green’s functions are

given by

Gc(k, ω) =
[
G0

c(k, ω)
−1 − v2G0

f (k, ω)
]−1 (5.4)

Gf (k, ω) =
[
G0

f (k, ω)
−1 − v2G0

c(k, ω)
]−1 (5.5)

Gcf (k, ω) = G0
c(k, ω)vGf (k, ω) (5.6)

The hybridized Green’s functions are expressed in terms of the hybridization amplitude v and the

bare Green’s functions: G0
c(k, ω) = [ω+ iγ−Ec

k]
−1 and G0

f (k, ω) = [ω+ iγ−Ef
k ]

−1 where γ is

the self energy and Ec
k and Ef

k are the unhybridized band structures of the conduction and f band,
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respectively. The hybridized bands take the form

E±
k =

1

2

(
Ec

k + Ef
k

)
±
√

1

2

(
Ec

k − Ef
k

)2
+ v2. (5.7)

Because the conduction band of SmB6 is stiff around the Fermi level, high k-space resolution is

required to compute the low energy spectrum around the Fermi surface where the hybridization gap

locates. Using spatial point group symmetry, we can reduce the calculation in the 1st BZ into 1/3 of

the 1st BZ, focusing on a single ellipsoid. This step reduces the computation time by a factor of 3.

Afterwards, we can shift the center of the grid to the center of the ellipsoid. Once again, using the

point group symmetry of the ellipsoid itself, we can reduce the grid into 1/8 of the reduced grid. By

this point, we have reduced the computation time by a factor of 24.

The key approximation we are making in doing these k space reductions is that the k-space region

far away from the Fermi surface plays a negligible role in the process of hybridization. As a result,

one is free to move these regions wherever is preferable for the calculation. Using this approxima-

tion, we maintain the grid of calculation to be a cube.

After the reduction of grid we have made in the previous paragraphs, we can calculate a spectrum

in the energy range from -80mV to 80mV in a time scale around tens of seconds. The actual compu-

tation time depends on the energy resolution and other parameters we set. This is still not ideal for

the fitting procedure.

To accelerate the spectrum computational speed, we used a dimension reduction method in the

calculation, which is illustrated in Figure 5.4. The basic idea here is to convert the grid from Carte-

sian coordinate to polar coordinate and integrate the angular components out by hand. The first

step is to convert the long axis (kz axis) to k′z axis, such that the ellipsoid becomes a sphere in the kx,
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ky and k′z space. Then we can write down the band structure in polar coordinates.

E(kx, ky, kz) → E(kx, ky, k
′
z) → E(kradius, θ, ϕ) → E(kradius) (5.8)

It is clear that only the radius matters and we can integrate out the angular degrees of freedom. This

results in a simple one-dimensional band structure as illustrated in Figure 5.4d. After the dimen-

sion reduction, we can calculate a spectrum in 0.2 seconds, a two orders of magnitude reduction in

computation time.

We modeled the Sm 5d conduction band as an ellipsoid centered at the X point of the three-

dimensional Brillouin zone, with semi-major kF axes 0.401(π/a0)× 0.401(π/a0)× 0.600(π/a0)

and Emin = −1.6 eV in agreement with ARPES measurements60. We modeled the Sm 4f band

as a non-dispersive flat band spanning the Brillouin zone at energy Ef
0 . The parameters such as EF ,

tf/tc and self energy γ can be obtained by minimizing a cost function. As shown in Figure 5.3a, for

spectra acquired on the 2 × 1 surface, we found a good match to the main features of the data for

Ef
0 = −3.5 meV, v = 90 meV, and tf/tc = −0.025. These results are consistent with our analysis

using a separate Kondo lattice model by Maltseva et al. 80.

The differential tunneling conductance is modeled as

dI

dV
(V ) = t2cNc(V ) + t2fNf (V ) + 2tctfNcf (V ) (5.9)

where Nc(V ) and Nf (V ) represent the bare DOS, tc and tf are the respective tunneling ampli-

tudes, and Ncf (V ) represents the quantum mechanical interference between the two tunneling

channels 35,130,17,11. The interference term is an extrinsic contribution to our dI/dV measurement,

which is undesirable because it masks the desired bare DOS signal. The fits shown in Fig. 5.3a quan-

titatively reproduce the peak position, peak width including the shoulder on the low-energy side,
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Figure 5.3: Temperature dependence of spectra on 2 × 1 surface. a Temperature dependent
spectra from 8 K to 50 K. Spectra are fitted to the cotunneling model35 from -30 mV to 100 mV.
b Temperature dependence of f -band self-energy Γf (black) and hybridization amplitude v (blue).
c The energy minimum of the upper band Eb (at the X point) is calculated from v in (b) using
Eq. 5.9. The variance of Eb estimated based on different fitting energy range is less than 1meV.
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and gap width including positive energy kink, on the non-polar 2× 1 surface. The fit is done on the

spectra in the bias range from -30 mV to 100 mV to avoid the spectroscopic kink around -40 mV.

The existence of the kink might be related to a magnetic mode 1 or f -band splitting which is beyond

the scope of this study. The other fitting parameters are plot in Fig.

reffig:C6Fitting as a function of temperature.

The use of Eq. 5.9 allows us to take a step beyond recent PCS 140 and STM 104,105 results by pro-

viding the hybridization amplitude directly (shown in Figure 5.3b). The hybridization amplitude v

drops from ∼ 100 meV to ∼ 75 meV which is in good agreement with ARPES measurements 86,29.

The band structure after hybridization can be calculated from the pole of the Green’s function:

E±
k =

Ec
k + Ef

k

2
±

√√√√(Ec
k − Ef

k

2

)2

+ v2 (5.10)

To resolve the discrepancy between the spectroscopic studies and the low temperature transport

anomaly, we calculate the minimum energy of the upper band at the X point, Eb, using the band

structure from photoemission and the hybridization amplitude as well as the f band energy we mea-

sure in this work. The result of such calculations is shown in Figure 5.3c. The minimum of the up-

per band drops as a result of decreasing hybridization amplitude v. It is interesting to note even

though the hybridization amplitude is non-zero at temperatures around 50 K, the minimum of

the upper band approaches the Fermi level at around 50 K (illustrated in Figure 5.7). Thus the hy-

bridization gap does not span the Fermi level at intermediate temperatures above the metal-insulator

transition even though the hybridization amplitude v is non-zero. The change in resistivity, mag-

netic susceptibility and the Hall coefficient change at ∼ 50 K can be easily interpreted as a conse-

quence of the change of Fermi surface due to shrinking of hybridization amplitude. The shift of the

upper band minimum has also been reported in photoemission on the 1× 1 surface 86,29.

More generally, on all surfaces the STM-measured dI/dV spectra consistently show a dominant

80



-60 -40-20 0
Bias (mV)

20 40 60-60 -40-20 0
Bias (mV)

20 40 60

0
1
2
3
4
5
6 cb

dI
/d

V 
(a

.u
.)

tc
2 Nc

tf
2 Nf

2tf tc Ncf

dI
/d

V 
(a

.u
.)

-60 -40 -20 0
Bias (mV)

20 40 60

a

0

1

2

5

4

3

 

tip
tctf

 

tf 
/ t

c

−0.2

−0.1

0

0.1

0.2

v = 75 meV

Figure 5.6: Decomposition of the measured tunneling conductance into DOS and interfer-
ence channels. a Simulation of dI/dV on the 2× 1 surface using a two-channel tunneling model.
The conduction band was modeled as an ellipsoid centered at the X point in the three-dimensional
Brillouin zone shown in the inset, and the hybridized f band was approximated as dispersionless.
(hybridized f band energy Ef = −3.5 meV , hybridization amplitude v = 90 meV , and tunneling
ratio tf/tc = −0.023. b Scaled contributions to dI/dV from the conduction band (blue), f band
(red), and interference (green).

peak on the filled state side, in accordance with the bare hybridized DOS Nc(V ) and Nf (V ) ex-

pected for an electron-like 5d conduction band76,3,87,134,60,89,38,143,113. This contrasts with PTS/PCS

measurements, which show a dominant peak in dI/dV on the empty state side7,140. To understand

this contrast, we note that dI/dV depends on Nc(V ) and Nf (V ), which are intrinsic properties of

the SmB6 surface, and on the ratio tf/tc, which is an extrinsic property of the tunnel junction. We

compute the dependence of dI/dV on tf/tc in Figure 5.6c, and conclude that an empty state peak

in dI/dV can arise only when tf/tc > 0. For this regime we find that Ncf (V ) dominates dI/dV

and masks the bare DOS by adding a positive bias peak and suppressing the DOS at the Fermi level.

The Fermi level dip in PTS/PCS data7,140 may therefore represent an energy range of extrinsic de-

structive interference, and not necessarily the intrinsic hybridization gap. The relative prominence

of the filled state peak in all our STM measurements demonstrates the consistent dominance of the

bare DOS and the significance of the STM-observed spectral gap as representative of the true hy-

bridization gap.
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Our spatially resolved STM measurements of distinct electronic structure on the several surface

morphologies of SmB6 are consistent with existing ARPES measurements, and can reconcile some

apparent discrepancies between them 87,134,60,89,113,38,143,29. We expect that most ARPES experiments,

with typical ∼hundred-micron spot size, will show momentum-resolved contributions from both

the Sm-terminated 1 × 1 and 2 × 1 morphologies (Figs. 5.2a-b), and possibly the top few layers of

the bulk, but not from the two disordered morphologies where k is a poor quantum number. De-

pending on the fractional composition of the cleaved surface structure, as well as the photon energy,

depth probed, and detector resolution, ARPES may observe the spatial average of the -28 meV and

-8 meV hybridized f bands from the two Sm-terminated surfaces as a single dispersing 29 or broad-

ened f band at intermediate energy 134,60,143,113, or as one 38 or two87,89 separate states. In the latter sce-

nario, the -8 meV hybridized f band has been interpreted as an ‘in-gap’ state 87,89. However, we note

that a topological in-gap state would be expected to span the upper and lower hybridized bands,

and thus would appear as continuous spectral weight filling the hybridization gap, rather than as a

sharp peak at a specific energy. Indeed, we consistently observe broad in-gap spectral weight on all

surfaces.

With these first atomically resolved spectroscopic measurements on SmB6, we provide a general

new paradigm for interpreting Kondo hybridization, and lay the groundwork for understanding

TKIs. First, our explicit decomposition of the measured tunneling conductance into intrinsic DOS

vs. extrinsic interference channels provides an intuitive way to understand tunneling measurements

of Kondo hybridization in a broad class of heavy fermion materials 109,33,97,11,140. Second, we confirm

that SmB6 is a Kondo insulator, by using this decomposition to reveal the full f band hybridization

gap, spanning the Fermi level, on all four observed surface morphologies. Finally, our temperature

dependent spectroscopy on the nonpolar 2 × 1 surface points to the hybridization gap first crossing

the Fermi level around T ∗ ∼ 50 K, in agreement with previous bulk measurements.

Our observation of the hybridized f band shifts between polar and non-polar cleaved surfaces of
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SmB6 reveals the dramatically different electronic environments in which the predicted topological

surface state must exist. Theoretical modeling of bulk band shifts, surface states, and hybridization

for different surface terminations is urgently needed. Our work provides the nanoscale spectroscopic

details necessary for understanding the first strongly correlated topological insulator.

5.4 Possible Quasiparticle interference in SmB6

Multiple theoretical predictions have been made on quasiparticle interference in SmB6
138,15. Most of

these theoretical predictions have been made on the 1 × 1 surface of Sm or B. However, there are

no reports of QPI in SmB6, regardless of surface termination. One of the reasons, as discussed in the

previous section, might be the absence of large flat 1 × 1 surface. On the other hand, a topologi-

cally trivial surface state has been reported in SmB6
143. The existence of this type of surface states is

polarity-driven.

In Figure 5.8, we show multiple energy layers of the dI/dV map on the 1× 2 surface of nominally

SmB6 with a surface density of 0.4% defects. We choose the 1×2 surface for the reason that it is non-

polar. We do not expect any polarity driven surface states on this surface. However, the 1× 2 surface

reconstruction complicates the 2D band structure and makes it difficult to interpret the observed

QPI.

Dispersive features are observed in the g(q⃗, E) maps shown in 5.8. The dispersive features are

highlighted with red arrows. Several key features of these dispersive peaks are worth noticing. Firstly,

the dispersive peaks are located in the same direction as the 1× 2 structure peaks. We cannot observe

obvious QPI-like features in other direction. Secondly, we have discovered that the dispersive fea-

ture between the central peak and the 1× 2 structural peaks exists only at energies close to the Fermi

level or the Kondo resonance peak (Figure 5.9). These facts strongly indicates that the dispersive

feature we observed is related to Kondo hybridization and the Kondo gap.
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at -8mV. f-j Fourier transform of the dI/dV maps in a-e. The 1 × 2 structural peak is highlighted
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We also performed STM experiments on magnetic Gd-doped SmB6. It has been reported that

the magnetic Gd dopant would break time reversal symmetry and eliminate the topologically pro-

tected surface state66. The FT-STM experiment results are shown in Figure 5.10. It is surprising that

we observe the dispersive features in the Gd-doped sample as well. There are different explanations

that need to be tested before reaching a definitive conclusion. One of the possibilities is that the dis-

persive feature does not come from the topological surface state. As a result, one would not expect

the feature to disappear when the Gd dopant are introduced in the system. The other explanation

might be that Gd dopants form clusters in the sample. It is possible that our STM experiment is per-

formed in a region with few Gd dopant where the topological surface state survives. The observed

dopant concentration of our Gd-doped sample is around 0.5%, which is lower than the nominal

doping level (3%). This explanation is supported by the fact that the spectra observed on Gd-SmB6

and pristine SmB6 are identical.

The energy dispersion of the QPI peaks is highlighted in the high resolution g(q⃗, E) linecut

in Figure 5.10. The dispersive QPI peaks span across the Fermi level and the Kondo hybridization

gap that we discussed in the previous section. The slope of the feature (black dashed line in Figure

5.10) is small (7.6 meV·Å) indicating a slow band regardless of the details of the scattering process.

However, most of the surface bands observed by ARPES experiments on 1 × 1 surface have a stiff

energy dispersion relation. The reason for the fast surface band observed on the 1 × 1 surface might

be related to surface Kondo breakdown as suggested in the a recent paper by Alexandrow et al. 2.
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