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Abstract

Introduction: Mental health problems are an independent predictor of increased healthcare utilization. Mental health treatment may therefore help reduce the additional cost associated with mental health problems. This paper describes the creation of a predictive model which can determine which patients will have decreased healthcare utilization following their first behavioral health visit. This predictive model could be used to help in referral decision making, as a population health tool, and may even be able to serve as an automated indicator for prompting potentially beneficial referrals.

Methods: Using data from the Partners electronic medical record, we created random forest classifiers to predict whether patients would have increased or decreased usage following their first behavioral health visit. We also attempted to predict which patients would be ultra-high utilizers, falling into the 95th or 99th percentile of healthcare utilization. Variable selection, classifier fitting, and classifier testing were performed in a three-fold cross-validation.

Results: The random forest classifiers predicting decreased utilization performed well in comparison to similar studies. However, the high-utilization classifiers only modestly outperformed the naïve prediction that healthcare utilization will stay constant. The decreased utilization classifier achieved an area under the receiver operating curve (AUROC) of 0.74, while the high-utilization classifier had an AUROC of 0.88.

Conclusion: We created classifiers which were able to predict whether patients will have increased or decreased healthcare utilization after their first behavioral health clinic visit. These classifiers may be useful for prompting referral of high utilization patients, for future analysis of important predictive traits, or as means of optimizing current resource usage, given limited mental health resources.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1c</td>
<td>Glycated Hemoglobin</td>
</tr>
<tr>
<td>AUROC</td>
<td>Area Under the Receiver Operating Curve</td>
</tr>
<tr>
<td>BH</td>
<td>Behavioral Health</td>
</tr>
<tr>
<td>BWH</td>
<td>Brigham and Women's Hospital</td>
</tr>
<tr>
<td>EMR</td>
<td>Electronic Medical Record</td>
</tr>
<tr>
<td>F1</td>
<td>F1 Score</td>
</tr>
<tr>
<td>IRB</td>
<td>Institutional Review Board</td>
</tr>
<tr>
<td>MCC</td>
<td>Matthewson Correlation Coefficient</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>NLTK</td>
<td>(Python) Natural Language Toolkit</td>
</tr>
<tr>
<td>PR</td>
<td>Precision - Recall (Curve)</td>
</tr>
<tr>
<td>RFC</td>
<td>Random Forest Classifier</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Curve</td>
</tr>
<tr>
<td>RPDR</td>
<td>(Partners) Research Patient Data Registry</td>
</tr>
<tr>
<td>RVU</td>
<td>(Medicare) Relative Value Unit</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
</tbody>
</table>
Introduction

Optimization of cost while preserving or improving quality of care is a central focus of national health reform. One major predictor of high cost of treatment is mental health comorbidity—one study found that, on average, patients with a mental health diagnosis were 2.2 times more expensive than patients without a mental health diagnosis.\(^1\) In addition to mental health diagnoses, there are other behavioral health issues that may not result in a diagnosis, but still predict increased rates of health care utilization.\(^2\) This increase in utilization is theorized to be due to a decreased ability to care for self and high rates of unnecessary care.\(^3\) In addition to cost considerations, the additional health care utilization associated with behavioral health conditions may also pose the health risk of unintended negative treatment outcomes from unnecessary care.\(^4\)

Given the potential for significant improvement of health status and reduction in health costs, as well as the limited supply of mental health services, patients who may benefit from behavioral health referral are an important cohort for identification. Similar to prediction of readmission, prediction of high care utilization post-referral may signal reconsideration of treatment planning, while prediction of decreased utilization may strengthen the decision to refer. A very high specificity model may even be used to automatically prompt referral for certain patients. Accordingly, the goal of this project is to be able to create a model which can accurately predict the health care cost outcomes of behavioral health referrals.

Machine Learning (sometimes also called “Data Mining”) and Natural Language Processing (“NLP”) methods have previously been used on Electronic Medical Record (“EMR”) and billing data for both predictive and text-classification purposes. While machine learning models excel at determining the content of medical notes,\(^5,6\) their application to prediction of clinical outcomes has varied. The primary metric used to evaluate this methods is the area under the receiver-operating curve (AUROC). One study predicting future morbidity of admitted cases of suspected sepsis using a neural network achieved an AUROC of 0.75 to 0.88.\(^7\) Another study used a regression tree model to predict post-hospitalization suicides of Veterans Administration patients, with an AUROC of 0.85.\(^8\) With regard to more specific clinical outcomes, yet another study employed machine learning models with an AUROC of 0.78 to predict cardiac arrests after an emergency department electrocardiogram.\(^9\) Månsson et al. used support vector machines to predict behavioral health outcomes based on functional neuroimaging, with good results limited by small
sample size. He et al. used data mining methods to predict early hospital readmissions. The He et al. paper is most comparable to this paper, due to its broad cohort and highly variable outcome. Their study differed in its focus on “feature selection and exclusive use of administrative data for ease of portability and understanding,” with use of a model that was suited to that particular approach, and an AUROC of 0.65-0.81. Other common models used in descriptive and predictive machine learning include support vector machines and random forests.

We aim to use similar machine learning approaches to predict the outcomes of a patient’s first encounter with behavioral health providers (“BH patients”). The studied outcomes are cost-related in both a relative and an absolute sense. The first outcome is decreased health care utilization by any amount following a BH encounter. The second outcome is extremely high post-BH utilization, defined as utilization in the 95th or 99th percentile of non-BH patients. These predictions will be made using random forest classifiers trained on a robust clinical data set, including structured administrative data, free text from provider notes, and lab data.

This research was previously presented at the 2015 AMIA Annual Symposium, with an earlier version of this manuscript published in the Symposium Proceedings.

Methods

Data sources

The Partners Research Patient Data Registry (“RPDR”) is an integrated data warehouse with the ability to query an array of discrete databases storing Partners electronic health data from its various member institutions. For this study, the RPDR was queried for patients who were seen at least once in a Brigham and Women’s Hospital (“BWH”) primary care practice. This query returned records for approximately 221,000 patients. Those records contained EMR free text notes, procedure codes (billing), encounters (scheduling), problem lists, diagnoses, lab results for A1c and Cholesterol, medication lists, and demographics. The Partners IRB approved this study.

A second set of data was downloaded from the online Medicare Physician Fee Schedule Value Files on an annual basis from 1999 to present and used to estimate standard payments for billed services.
**Tools**

The Anaconda$^{15}$ distribution of Python 3.4 was used with notable packages including the Python Natural Language Toolkit ("NLTK"), Matplotlib, Numpy, Scipy, and Scikit-Learn ("sklearn"), including the Scikit-Learn$^{16}$ Random Forest Classifier ("RFC")$^{17}$ implementation. Other models from sklearn that were tested but not further described in this paper include AdaBoost Classifier and Random Forest Regressor.

**Intervention**

Clinic location was selected as the study intervention over psychiatric diagnoses because it represents the treatment benefit provided by any behavioral health services, even for patients who do not have a defined diagnosis.$^{18}$ This intervention was recorded as the date of the earliest psychiatry, psychology, or behavioral health clinic encounter from the encounters dataset, based on the listed clinic location for each date of service.

**Sample / Cohort Selection**

Only patients with at least one behavioral health clinic visit after 2005 were included in the study cohort, reducing from 221,000 patients with at least one visit to a BWH primary care provider to 37,000 patients. Furthermore, only patients with at least one procedure code between 120 and 365 days before and after the first BH visit were included, resulting in a final cohort of 12,759 patients.

![Figure 1: Cohort Selection Strategy](image)

**Health Care Utilization**

The procedures (billing) dataset was converted from procedure codes to their most recent available Relative Value Unit ("RVU") value via the Physician Fee Schedule files. These RVU values were paired with their corresponding dates for each patient. All entries prior to 2005 were removed from
the data set, because there was a significant change in the billing data from 1995 to 2005—an exponential increase in apparent billing that likely represents changes in hospital electronic record keeping. This significantly biased early model attempts, by creating a set of patients who almost all showed increases in health care costs between 1995 and 2005. Billing data from 2005-2014 remained stable.

Health care utilization was calculated for procedure codes in the year prior and the year following the first behavioral health visit (“date\textsubscript{BH}”) for each patient in the BH group, as shown in (Equation 1). Billing codes from more than one year prior or more than one year after the first BH visit were ignored. Patients with no billing codes more than 120 days before or without codes more than 120 days after their first BH visit were also removed. This 120 day requirement was intended to ensure that calculated values represented enduring trends in terms of usage before and after the intervention, not singular health interactions causing apparent health utilization to be inflated by a small denominator. Monthly utilization and three-month windowed utilization were each calculated in similar fashion.

\begin{equation}
\text{Usage} = \frac{\sum_{i=1}^{n} RVU_i}{|date_n - date_{BH}|} \text{ where } date_n \text{ maximizes the denominator}
\end{equation}

To ensure that utilization calculations were not affected by significantly different denominators, the summary statistics for the “delta days” term were calculated, as shown in (Table 1) below.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Group & Mean & SD & Median \\
\hline
Before BH & 302.5 ± 66.0 & & 330.0 \\
After BH & 304.1 ± 65.7 & & 331.0 \\
Comparison & 289.5 ± 68.4 & & 311.0 \\
\hline
\end{tabular}
\caption{Number of days in RVU per time calculation, “BH” behavioral health, “SD” standard deviation.}
\end{table}

Health utilization was calculated for patients without any visits to a behavioral health provider (heretofore “Comparison Group”) using the procedure codes within one year prior to the most recent recorded procedure code, also excluding patients without at least one procedure code occurring more than 120 days before the most recent procedure code. These values were used solely for reasonable cutoff values for classification of BH patients and therefore the slight difference in recorded days between BH and comparison patients does not affect the study.
outcome. (Table 2) below shows health care utilization in terms of RVU per day over a range of percentiles. These comparison group percentile cutoffs were then used to calculate static cutoffs for absolute utilization by the BH group. In other words, future categorization of BH patient utilization as “above the 99th percentile” means above the 99th percentile of the comparison group and does not reflect the proportion of BH patients falling into that group.

Table 2: Comparison Group Utilization Range

<table>
<thead>
<tr>
<th>Percentile</th>
<th>RVU per day</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.125</td>
</tr>
<tr>
<td>80</td>
<td>0.379</td>
</tr>
<tr>
<td>90</td>
<td>0.733</td>
</tr>
<tr>
<td>95</td>
<td>1.251</td>
</tr>
<tr>
<td>99</td>
<td>2.666</td>
</tr>
</tbody>
</table>

Feature Extraction

The frequency of health contacts was calculated as the number of unique dates of service divided by the number of days between the most remote and most recent visit in the year preceding the first behavioral health visit.

The diagnoses, labs, medications, and procedures data sets each include a date with every entry; entries following the first BH visit were discarded. The demographics data set returns values accurate to its date of access; entries were recorded for patients as of the date that particular subset of the data was returned i.e. Oct-Nov, 2014, with each possible value comprising a separate binary feature in the model. Two labs, A1c and Cholesterol, were included as features according to their most recent lab value prior to behavioral health visit. Text results like “cancelled” were entered as 0. Results satisfying the regular expression for “>14.0” were entered as 14.0. Medications were included as discrete features according to their “medication code”, a structured identifier of the medication without dosage information; multiple occurrences were counted. Diagnosis and procedure codes were recorded with each unique item entered as a separate feature; their values were entered as a count of the number of individual times they were encountered in each patient’s data set.
Finally, each patient’s notes—prior to their first behavioral health visit—were concatenated and then extracted into frequency distributions (counts) of tokens, bigrams, and trigrams after removal of the NLTK English “stopwords” set, with the exception of negating terms (“no, nor”).

**Cohort Evaluation**

(Figure 2) below shows a 40x40 bin heat map of health resource utilization in RVU/day before and after the first BH clinic encounter. The likelihood of a patient having decreased health resource utilization following their first BH encounter, by any amount, was 52.8%. The plot is log scaled by number of patients in each category as specified in the color bar on the side of the image, white areas represent no data.

![Heat map of patient utilization before/after their first behavioral health encounter](image)

**Figure 2: Heat map of patient utilization before/after their first behavioral health encounter**

(Table 3) below displays the same information but with a coarse and nonlinear binning. Notably, while patients in the <50th percentile and 50-80 percentile groups most often remained in their cohorts, 95th and 99th percentile patients typically fell to lower percentile groups—a minority remained persistently high utilizers. This analysis also revealed a fair comparison for the “above x percentile” models—the baseline assumption that patients will continue using the same amount of health care before and after their first BH encounter.
Table 3: Percentile groups before/after BH encounter

<table>
<thead>
<tr>
<th>Percentile</th>
<th>&lt;50</th>
<th>50-80</th>
<th>80-90</th>
<th>90-95</th>
<th>95-99</th>
<th>&gt;99</th>
<th>Total Before:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>2063</td>
<td>1215</td>
<td>278</td>
<td>73</td>
<td>25</td>
<td>8</td>
<td>3662</td>
</tr>
<tr>
<td>50-80</td>
<td>1251</td>
<td>2185</td>
<td>743</td>
<td>197</td>
<td>86</td>
<td>25</td>
<td>4487</td>
</tr>
<tr>
<td>80-90</td>
<td>302</td>
<td>919</td>
<td>639</td>
<td>291</td>
<td>128</td>
<td>35</td>
<td>2314</td>
</tr>
<tr>
<td>90-95</td>
<td>97</td>
<td>324</td>
<td>333</td>
<td>230</td>
<td>179</td>
<td>49</td>
<td>1212</td>
</tr>
<tr>
<td>95-99</td>
<td>26</td>
<td>140</td>
<td>228</td>
<td>191</td>
<td>181</td>
<td>73</td>
<td>839</td>
</tr>
<tr>
<td>&gt;99</td>
<td>5</td>
<td>28</td>
<td>43</td>
<td>54</td>
<td>73</td>
<td>42</td>
<td>245</td>
</tr>
<tr>
<td>Total After:</td>
<td>3744</td>
<td>4811</td>
<td>2264</td>
<td>1036</td>
<td>672</td>
<td>232</td>
<td>12759</td>
</tr>
</tbody>
</table>

The overall effect of behavioral health visits on patient costs was quantified by converting the total amount of RVU’s counted in the before- and after- BH groups using $35.8 per RVU. At that reimbursement rate, the pre-BH group cost $78.6 Million per year, while the post-BH group cost $73.3 Million. Also of note, the 2% of pre-referral patients who were in the 99th percentile category accounted for 16% of annual pre-BH cohort costs; the 2% of patients in the post-referral group whose utilization was above the 99th percentile accounted for 17% of post-BH costs. The BH group falling into non-BH percentiles 0-80 together accounted for 24% of spending before and 28% of spending after the first BH encounter, while comprising 67% and 71% of the BH patient population, respectively.

**Categorization**

Three category vectors were created and used as outcomes for prediction in our models. The positive categories for each vector were: 1. Post-BH utilization greater than 99th percentile. 2. Post-BH utilization greater than 95th percentile. 3. Post-BH utilization below pre-BH utilization by any amount.

**Feature Selection**

The two calculated features, utilization and visit frequency, and all of the structured data were exempted from feature selection and normalization. Throughout the feature selection process, each
selection method was trained on the training data and then applied to both the training and test data.

Before feature selection, token vectors, bigram vectors, and trigram vectors were separately normalized along the sample axis. Next, n-grams that occurred in fewer than 3 or more than \((n_{samples}-3)\) samples were removed from the feature set using a variance selection method. This reduced the feature space from over 17 million features to approximately 1 million. Finally, one sklearn \(f_{\text{classif}}\) selector, which chooses features based on their Anova F-value, was trained to select the best 100,000 features (“above percentile” model) or 20,000 features (“decreased utilization” model) from the total set of n-grams. Approximately 163,000 (83,000) features were included in each model.

**Model Creation**

Structured grid search was performed on a randomized test/train set to find the optimal settings and number of included n-grams for each model, detailed below. Two metrics were used to optimize grid search: Matthews Correlation Coefficient (“MCC”) (Equation 2) and F1 Score (“F1”) (Equation 3). The MCC is a metric that balances all four quadrants of the confusion matrix and is a conservative optimization approach. The F1 score reflects performance of the precision-recall curve and is less conservative than the MCC but more conservative than the Area Under the Receiver Operating Characteristic curve (AUROC).

**Equation 2:** \[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

**Equation 3:** \[
F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

TP, TN, FP, and FN are, respectively, True Positive, True Negative, False Positive, and False Negative

The number of trees in each forest was partially limited by the need to balance the demands of runtime and development time, especially with classifiers trained using the \(\text{max\_features = None}\) argument. The number of included features was similarly limited by runtime and available memory: only about 200,000 maximum features could fit in memory when stored as a dense array.

Above Percentile Classifiers: Each Random Forest Classifier was trained using 5000 trees with samples weighted according to the inverse of class frequency and otherwise default settings.\(^{20}\)
Increased/Decreased Utilization Classifier: 100 trees were calculated with balanced sample weights and the `max_features` parameter set to `None`, meaning that each tree would consider all possible features to determine optimal split.

*Cross Validation*

Stratified three-fold cross validation was performed to train and test each classifier. Feature selection methods were trained on each separate training fold and applied only to each corresponding test fold. Similarly, each classifier was created on the train fold and applied to the test fold. No information or model parameters were shared between folds of the cross-validation process. Each fold of the cross-validation required approximately 20 minutes for the “Above Percentile” classifier and approximately 40 minutes for the “Increased/Decreased” classifier. Runtime for an individual sample (patient) on a trained, loaded classifier is in the sub-seconds range.

*Results*

**Predicting Decreased Utilization**

(Figure 3) below shows the Receiver Operating Characteristic (“ROC”) and Precision-Recall (“PR”) curves corresponding to the classifier’s ability to predict that a patient’s utilization will decrease after their first BH clinic visit.

![Deceased Utilization Receiver Operating Characteristic Curve](image)

![Decreased Utilization Precision-Recall Curve](image)

*Figure 3: ROC and PR curves for predicting decreased utilization after BH encounter.*

(Table 4) below details classifier performance metrics for each fold of the cross validation. The “Optimization” label details which performance metric was optimized to set the threshold value
used in the classifier: the remaining metrics are reported at that given classifier confidence threshold. Both the Matthews Correlation Coefficient ("MCC") and, separately, the F1 score ("F1"; also called “F-measure”) were calculated for each fold of the cross validation. With a mean Area Under the Receiver Operating Curve ("AUROC") of 0.74 and average precision—the precision-recall curve correlate to AUROC—of 0.74-0.75, the model performs much better than random chance.

Table 4: Predicting decreased utilization after BH encounter. MCC and F1 optimized performance metrics.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Optimization</th>
<th>MCC</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>TPR</th>
<th>FPR</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MCC</td>
<td>0.36</td>
<td>0.70</td>
<td>0.69</td>
<td>0.72</td>
<td>0.72</td>
<td>0.36</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.33</td>
<td>0.73</td>
<td>0.62</td>
<td>0.88</td>
<td>0.88</td>
<td>0.59</td>
<td>0.38</td>
</tr>
<tr>
<td>2</td>
<td>MCC</td>
<td>0.37</td>
<td>0.72</td>
<td>0.67</td>
<td>0.77</td>
<td>0.77</td>
<td>0.42</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.34</td>
<td>0.73</td>
<td>0.62</td>
<td>0.87</td>
<td>0.87</td>
<td>0.58</td>
<td>0.36</td>
</tr>
<tr>
<td>3</td>
<td>MCC</td>
<td>0.35</td>
<td>0.72</td>
<td>0.65</td>
<td>0.82</td>
<td>0.82</td>
<td>0.49</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.33</td>
<td>0.73</td>
<td>0.62</td>
<td>0.89</td>
<td>0.89</td>
<td>0.61</td>
<td>0.37</td>
</tr>
<tr>
<td>Mean</td>
<td>MCC</td>
<td>0.36</td>
<td>0.71</td>
<td>0.67</td>
<td>0.77</td>
<td>0.77</td>
<td>0.42</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.33</td>
<td>0.73</td>
<td>0.62</td>
<td>0.88</td>
<td>0.88</td>
<td>0.59</td>
<td>0.37</td>
</tr>
</tbody>
</table>

*Prediction of Utilization Above the 99th and 95th Percentiles*

(Figure 4) shows ROC and PR curves for predicting post-BH patient utilization above the 99th percentile, with corresponding performance metrics in (Table 5). (Figure 5) and (Table 6) detail the same information for prediction of utilization above the 95th percentile.
Figure 4: ROC and PR curves for predicting post-BH utilization greater than the non-BH 99th percentile.

Table 5: Predicting utilization above the 99th percentile. MCC and F1 optimized performance metrics

<table>
<thead>
<tr>
<th>Fold</th>
<th>Optimization</th>
<th>MCC</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>TPR</th>
<th>FPR</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MCC</td>
<td>0.288</td>
<td>0.292</td>
<td>0.358</td>
<td>0.244</td>
<td>0.244</td>
<td>0.008</td>
<td>0.133</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.288</td>
<td>0.292</td>
<td>0.358</td>
<td>0.244</td>
<td>0.244</td>
<td>0.008</td>
<td>0.133</td>
</tr>
<tr>
<td>2</td>
<td>MCC</td>
<td>0.252</td>
<td>0.205</td>
<td>0.121</td>
<td>0.636</td>
<td>0.636</td>
<td>0.085</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.251</td>
<td>0.245</td>
<td>0.170</td>
<td>0.429</td>
<td>0.429</td>
<td>0.039</td>
<td>0.058</td>
</tr>
<tr>
<td>3</td>
<td>MCC</td>
<td>0.260</td>
<td>0.273</td>
<td>0.240</td>
<td>0.312</td>
<td>0.312</td>
<td>0.018</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.260</td>
<td>0.273</td>
<td>0.240</td>
<td>0.312</td>
<td>0.312</td>
<td>0.018</td>
<td>0.116</td>
</tr>
<tr>
<td>Mean</td>
<td>MCC</td>
<td>0.266</td>
<td>0.257</td>
<td>0.240</td>
<td>0.397</td>
<td>0.397</td>
<td>0.037</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.266</td>
<td>0.270</td>
<td>0.256</td>
<td>0.328</td>
<td>0.328</td>
<td>0.022</td>
<td>0.102</td>
</tr>
</tbody>
</table>
Figure 5: ROC and PR curves for predicting post-BH utilization greater than the non-BH 95th percentile

Table 6: Predicting utilization above the 95th percentile. MCC and F1 optimized performance metrics

<table>
<thead>
<tr>
<th>Fold</th>
<th>Optimization</th>
<th>MCC</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>TPR</th>
<th>FPR</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MCC</td>
<td>0.392</td>
<td>0.424</td>
<td>0.316</td>
<td>0.639</td>
<td>0.639</td>
<td>0.106</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.392</td>
<td>0.424</td>
<td>0.316</td>
<td>0.639</td>
<td>0.639</td>
<td>0.106</td>
<td>0.173</td>
</tr>
<tr>
<td>2</td>
<td>MCC</td>
<td>0.385</td>
<td>0.431</td>
<td>0.398</td>
<td>0.465</td>
<td>0.465</td>
<td>0.054</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.385</td>
<td>0.431</td>
<td>0.398</td>
<td>0.465</td>
<td>0.465</td>
<td>0.054</td>
<td>0.199</td>
</tr>
<tr>
<td>3</td>
<td>MCC</td>
<td>0.325</td>
<td>0.366</td>
<td>0.268</td>
<td>0.571</td>
<td>0.571</td>
<td>0.119</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.325</td>
<td>0.366</td>
<td>0.268</td>
<td>0.571</td>
<td>0.571</td>
<td>0.119</td>
<td>0.170</td>
</tr>
<tr>
<td>Mean</td>
<td>MCC</td>
<td>0.367</td>
<td>0.407</td>
<td>0.327</td>
<td>0.559</td>
<td>0.559</td>
<td>0.093</td>
<td>0.181</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.367</td>
<td>0.407</td>
<td>0.327</td>
<td>0.559</td>
<td>0.559</td>
<td>0.093</td>
<td>0.181</td>
</tr>
</tbody>
</table>

The maximal values of the mean rows were used to compare the classifiers with the base case assumption that a patient would continue using the same amount of health care before and after referral. The maxima were used because, unlike said basic assumption, a classifier model can give a range of values based on the individual sample being predicted. While the 99th percentile
prediction model significantly outperforms the prior utilization assumption, the 95th percentile model is only a mild improvement, with its major additional contribution being higher recall.

*Table 7: Comparison of RFC metrics to constant pre- and post-BH utilization prediction metrics ("Prior")*

<table>
<thead>
<tr>
<th>Percentile Cutoff</th>
<th>Model</th>
<th>MCC</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>RFC</td>
<td>0.266</td>
<td>0.270</td>
<td>0.256</td>
<td>0.397</td>
</tr>
<tr>
<td></td>
<td>Prior</td>
<td>0.160</td>
<td>0.176</td>
<td>0.171</td>
<td>0.181</td>
</tr>
<tr>
<td>95%</td>
<td>RFC</td>
<td>0.367</td>
<td>0.407</td>
<td>0.327</td>
<td>0.559</td>
</tr>
<tr>
<td></td>
<td>Prior</td>
<td>0.320</td>
<td>0.371</td>
<td>0.340</td>
<td>0.408</td>
</tr>
</tbody>
</table>

*Important Features*

Random forests have been described as showing “odd statistical behavior” when used to determine “important features.” For example, random forests can confuse the importance of highly correlated, continuous variables. This behavior is partially attributed to the default RFC creation method, which uses a subset of the total feature space when determining each tree split. However, the features reported as important using the decreased utilization model may be more reliable for two reasons: first, all features were considered at each split and second, the features reported by the RFC are very similar to the highest ranking features using the ANOVA F-value. Although the most important features are too numerous to list individually, several distinct themes appear from the features: emotionally valent words, such as tearful or angry; specific medical settings, like hematology/oncology or gastrointestinal bypass clinic; healthcare utilization before referral, age, and visit frequency; and a group of billing codes.

*Discussion*

*Significance*

This paper is novel in three ways: First, the studied intervention—a patient’s first behavioral health clinic encounter—is both novel in its scope and aligns the studied intervention with resilience theories of behavioral health; in other words, the importance of the intervention is that a patient sought and received behavioral health care, not the precise reason for that interaction. Second, the outcome of patient health care utilization as a primary endpoint, although not entirely novel by itself, has not been well studied using methods similar to this paper. Finally, in addition to
structured administrative data, this model uses data derived from lab results and, less common in predictive healthcare research, free text from provider notes. Notably, the free text features were identified as being important using both standard statistical models and the internal classifier method.

Using this robust data set and a random forest classifier, we achieved significant improvement over random chance and over prior probability for predicting patient health utilization after behavioral health referral. Furthermore, this method achieved similar performance metrics to the latest models for predicting early hospital readmission.\(^{10}\) (Table 8) below compares the classifier metrics reported in He’s paper with the metrics in this paper. Ranges for He’s paper reflect their lowest and highest reported performance metrics on two different patient cohorts and applied to both same-site and outside institution data sets, as well as the class balance of their data sets in comparison to ours.

*Table 8: Comparison of He et al. early hospital readmission to RFC models from this paper*

<table>
<thead>
<tr>
<th>Model</th>
<th>F-Measure</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
<th>Class Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital Readmission</td>
<td>0.19-0.37</td>
<td>0.11-0.34</td>
<td>0.47-0.85</td>
<td>0.65-0.81</td>
<td>9%-16%</td>
</tr>
<tr>
<td>Decreased Utilization</td>
<td>0.71</td>
<td>0.67</td>
<td>0.77</td>
<td>0.74</td>
<td>53%</td>
</tr>
<tr>
<td>99(^{th}) Percentile</td>
<td>0.27</td>
<td>0.26</td>
<td>0.40</td>
<td>0.88</td>
<td>2%</td>
</tr>
<tr>
<td>95(^{th}) Percentile</td>
<td>0.41</td>
<td>0.33</td>
<td>0.56</td>
<td>0.86</td>
<td>5%</td>
</tr>
</tbody>
</table>

Because of the relatively unfiltered cohort and broadly defined behavioral health intervention, the decreased utilization classifier may be able to detect patients with behavioral health problems that increase their likelihood of seeking unnecessary care, but which can be hard to for clinicians to detect or appropriately refer.\(^{23}\) If that is true, it may lead to reduced negative unintended treatment effects, benefiting the physical health of those patients and reducing the cost of unnecessary care.\(^{24}\)\(^{25}\)

The high-utilization classifier may also be useful in determining which patients need additional supervision, or may be useful in future work evaluating the predictors of high medical costs.

*Applications*

We envision use of these classifiers in a clinical decision support role. Such a tool would be especially useful to primary care physicians in accountable care organizations and patient centered medical homes, who have a duty to optimize both health status and costs of their panel. Thanks to
the high precision across the recall range of the decreased-utilization classifier, providers could see a useful patient-specific estimation of whether referral to a behavioral health provider will be likely to reduce that patient’s health care costs. This model may also be able to detect patients who should be referred to behavioral health on an automated basis i.e. running in “the background” of the EMR. For example, patients with “confidence” values in the 0.8 to 1.0 range would have a very high chance of having decreased healthcare utilization following referral. Identification of a patient in this range could prompt an automated notification to their primary provider or to the provider of their next clinic visit, suggesting that the provider might consider whether that patient would benefit from behavioral health services. However, this should not imply that an increase in costs would not be justified by the other benefits of mental health care; additional considerations would be required in a clinical implementation setting.

Lessons

This project taught the student author about the use of appropriate metrics. AUROC seems to remain the standard metric for reporting classification performance in the medical literature. However, classification problems can be highly unbalanced, such as in the case of the 95th and 99th percentile models in this paper. While an AUROC approaching 0.9 may sound impressive, it does not tell the whole story. In a skewed class situation, a strong AUROC may not correlate to strong PR performance and may, if used as the main descriptive measure, mask poor performance. Explicitly, it is possible, as demonstrated by this study’s performance in classifying very-high utilization patients, to achieve a high ROC curve while having a low PR curve. Similarly, as in the case of the increased and decreased utilization model, while a high PR curve and strong F1 score are useful descriptors, they still ignore the influence of true negative predictions. Thus, the Matthews Correlation Coefficient, a binary classification analog of Pearson’s r that includes all four quadrants of the confusion matrix, was selected as a primary performance metric.

Sometimes, a simple model can be as powerful as a complex model. The classifiers used in this study to predict very high utilization patients were only modestly able to outperform the extremely simplistic prediction that patients will use the same amount of health care before and after the intervention. Not only is this a humbling result, but it also raises an essential question: how much can health spending be predicted by a model? Moreover, were the modest gains in model
performance due to poor feature and model selection, or do they reflect the inherent randomness of the measured outcome?

**Limitations**

One potential limitation of this paper is the fact that the models were tested without a final holdout group. While parameters from model training were not shared between training phases, the core model settings were based on grid search for optimal performance on random test/train slices of the data. Therefore, although test and train groups were randomized, it is possible that the model was over-fitted to the BWH cohort, with test sets acting as internal validation, not a true, fully unseen set of test data. However, this would be unlikely to have significantly affected the results.

This study does not have a strong comparison model or baseline clinical prediction. While some studies use clinician chart review as a baseline for comparison, this would have been cost and time prohibitive for our current study. Future research regarding the model’s ability to predict changes in cost and to detect patients who would benefit from behavioral health referral would ideally include a clinician comparison. Implementation of the model as a clinical decision support tool would also require modeled prospective implementation and true prospective implementation before being fully adopted.

A potentially significant limitation of the study is hidden in the setting. Brigham and Women’s Hospital is a world-renowned tertiary care center. The Psychiatry department at BWH, thanks to its focus on psychosomatic medicine, treats patients with a high amount of comorbid psychiatric, behavioral, and medical complexity. Referrals for more “typical” psychiatric problems or “more healthy” patients, due to finite in-house psychiatric services, are often made to providers outside the Partners system. For these reasons, there may be a selection bias to this cohort, which may limit the generalizability of this model outside the Brigham system. Furthermore, this setting of high medical and psychiatric complexity may limit the generalizability of conclusions regarding the cost-effectiveness of behavioral health services to BWH, where this study’s data implies that behavioral health care may be mildly cost saving.

Although speaking strongly to generalizability, this study used a very broad patient cohort and an outcome variable—costs—that can include a range of variables, including pure randomness, human behavior, and disease progression. In addition, the intervention—the first behavioral health clinic visit within the Partners system—does not specify whether the studied patients already had
mental health diagnoses or mental health treatments. This may have limited the predictive ability of the models. Additionally, it cannot be known from this study whether the intervention is causative of the observed and predicted changes, simply that there is a correlation.

Further Work

In order to address the limitation caused by the lack of a holdout group, a data request is currently being processed by RPDR for a set of patients from the rest of the Partners Healthcare system. This set of patients will be tested as a holdout group for the models trained on BWH patients. We are also interested in evaluating how many patients from the non-BH cohort will be classified by the model as being potential “reduced utilization” patients.

Now that a pipeline has been established for analysis of RPDR-sourced data, this method can be easily modified to train on and predict other outcome variables. Future work will evaluate more specific outcomes, like reduction in glycated hemoglobin (“HbA1c”) in diabetic patients following behavioral health encounters. This author also hopes that future work will be in collaboration with other Partners institutions, which may include access to summative clinical data like symptom surveys and validated risk scores; both could serve as additional interesting features and outcome variables. We also hope to utilize Partners high performance computing to annotate provider notes for the studied patients using MetaMap, which may be able to strengthen the signal gained from free text notes beyond our current “bag of n-grams” approach. This process would be a one-time computational cost that could be stored and shared with other projects.

Conclusion

We were able to predict patients who will have decreased health resource utilization following their first behavioral health visit by using a random forest classifier trained on structured administrative data, lab results, and free text notes as features. We are also able to identify a subset of patients who use very high amounts of resources following behavioral health referral. These models are both an improvement over comparison prior probabilities and compare favorably to similar studies. We hope that this method will be able to improve the timeliness and accuracy of referrals to behavioral health services, improving patient physical and mental health and reducing the financial costs associated with behavioral health comorbidity.
Summary

Mental health problems are an independent predictor of increased healthcare utilization. We created random forest classifiers for predicting two outcomes following a patient’s first behavioral health encounter: decreased utilization by any amount (AUROC 0.74) and ultra-high absolute utilization (AUROC 0.88). These models may be used for clinical decision support by referring providers, to automatically detect patients who may benefit from referral, for cost management, or for risk/protection factor analysis.
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