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ABSTRACT

We present a sub-grid model that emulates the magnetic dynamo operating in magnetized accretion disks. We have implemented this model in the general relativistic radiation magnetohydrodynamic (GRRMHD) code KORAL, using results from local shearing sheet simulations of the magnetorotational instability to fix the parameters of the dynamo. With the inclusion of this dynamo, we are able to run 2D axisymmetric GRRMHD simulations of accretion disks for arbitrarily long times. The simulated disks exhibit sustained turbulence, with the poloidal and toroidal magnetic field components driven towards a state similar to that seen in 3D studies. Using this dynamo code, we present a set of long-duration global simulations of super-Eddington, optically-thick disks around non-spinning and spinning black holes. Super-Eddington disks around non-rotating black holes exhibit a surprisingly large efficiency, \(\eta \approx 0.04\), independent of the accretion rate, where we measure efficiency in terms of the total energy output, both radiation and mechanical, flowing out to infinity. Super-Eddington disks around spinning black holes are even more efficient, and appear to extract black hole rotational energy through a process similar to the Blandford-Znajek mechanism. All the simulated models are characterized by highly super-Eddington radiative fluxes collimated along the rotation axis. We also present a set of simulations that were designed to have Eddington or slightly sub-Eddington accretion rates (\(\dot{M} \lesssim 2\dot{M}_{\text{Edd}}\)). None of these models reached a steady state. Instead, the disks collapsed as a result of runaway cooling, presumably because of a thermal instability.
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1 INTRODUCTION

Black hole (BH) accretion disks are involved in some of the most energetic phenomena in the Universe - active galactic nuclei (AGN), microquasars, tidal disruptions of stars, \(\gamma\)-ray bursts. They power relativistic jets and provide feedback on the large-scale evolution of galaxies. Understanding the structure of accretion disks is therefore crucial for many applications in astrophysics.

Numerical simulations are a powerful tool for studying BH accretion disks, and can fill the gap between observational data (which are often limited because of the large distance to most objects), and theory (which is incapable of fully describing the non-linear turbulence in disks).

Gas can be accreted on BHs through hot or cold accretion flows (Yuan & Narayan 2014). The former are optically thin and predominantly radiatively inefficient because of long cooling timescales. The latter are optically thick, and may be either radiatively efficient (standard thin disks), or inefficient (slim disks) because of long radiative diffusion timescales. Optically thin flows have been extensively studied by means of general relativistic (GR) magnetohydrodynamical (MHD) simulations (e.g., De Villiers et al. 2003; Gammie et al. 2003; Anninos et al. 2005; Del Zanna et al. 2007; Narayan et al. 2012; McKinney et al. 2012; Tchekhovskoy & McKinney 2012). In optically thin flows, the radiation field is virtually decoupled from the gas, allowing for the radiation field to be neglected. On the other hand, simulating optically thick accre-
Numerical simulations of systems with radiation is a non-trivial problem; Solving the radiation transport equations is often overwhelmingly expensive, so various approximations are needed. The most common approach in the past was to invoke flux limited diffusion (FLD) (e.g., Hirose et al. 2009b; Blaes et al. 2011; Ohsuga et al. 2009; Ohsuga & Mineshige 2011), which assumes that the radiative flux follows the gradient of the radiative energy density. Its Achilles heel is that it does not satisfy momentum conservation (since FLD does not keep track of the radiation pressure) and also does not work properly in the optically thin limit.

As an alternative to FLD, the M1 radiative closure (Levermore 1984; Dubroca & Feugeas 1999) has recently been adopted by a number of groups (Sadowski et al. 2013a; Skinner & Ostriker 2013; McKinney et al. 2013) as a more accurate treatment of the radiation field. The advantage of M1 is that it addresses the two fundamental problems of FLD (momentum conservation and optically thin limit) while also working in a general relativistic (GR) framework. However, M1 has its own limitations — it cannot handle photon distributions with complex angular structure. Jiang et al. (2012) have overcome the latter limitation by estimating the radiative stress energy tensor through a short-characteristics solver that makes use of a large number of angles. They have applied the code to shearing sheet local simulations (Jiang, Stone, & Davis 2013). Very recently, Jiang, Stone, & Davis (2014) have switched to an even more self-consistent approach where specific intensities at fixed angles are evolved directly, and the radiative stress energy tensor is constructed on the go from the exact intensity distribution.

Although many numerical codes are available for evolving black hole accretion disks with gas and radiation (see above), even the simplest problems are still prohibitively expensive to simulate in full 3D. One saving grace is the case of very large accretion rates (i.e. exceeding the Eddington accretion rate). Highly accreting systems are feasible to simulate in three dimensions (McKinney et al. 2013) because their short viscous timescales and large geometrical thickness allows for relatively short duration of simulations and low resolution, respectively. Simulating disks at lower accretion rates is much more demanding and may be beyond reach for the near future.

Obviously, axisymmetric, two-dimensional (2D) simulations are computationally much less expensive than three-dimensional (3D), so one can simulate a wider range of systems in 2D. What has prevented such simulations in the past is the anti-dynamo theorem (Cowling 1933), which states that axisymmetric ideal MHD systems do not have any dynamo mechanism to regenerate the magnetic field. This means 2D axisymmetric simulations cannot regenerate their magnetic fields and therefore accretion will die after a short time — i.e. the poloidal magnetic field quickly decays and it is not replaced because of this lack of dynamo. To get over this problem, we introduce here a sub-grid dynamo model which emulates the missing dynamo process, and drives the properties of turbulence towards a state characteristic of disk MRI turbulence in local 3D simulations. We apply our method to radiative accretion flows and simulate a number of disks models covering a wide range of accretion rates.

The paper is organized as follows. In Section 2 we briefly introduce the numerical methods we use, with details given in Appendices A and B. In Section 3 we present the global simulations we performed. Finally, in Section 4 we summarize our work.

## 2 Numerical Methods

### 2.1 GRRMHD code — KORAL

We use the general relativistic radiation magnetohydrodynamics (GRRMHD) code KORAL (Sadowski et al. 2013a; 2014), which employs a Godunov scheme to evolve the rest mass, energy and momentum conservation equations in a fixed, arbitrary spacetime using finite-difference methods. The magnetic field is evolved according to the induction equation and the divergence-free criterion is enforced using the flux-constrained (Kroll 2000) scheme as described in Gammie et al. (2003). KORAL simultaneously evolves two fluids, magnetized gas and radiation, which exchange energy and momentum via mutual interactions.

The conservation laws are described by the following general set of equations,

\[
\begin{align*}
(\rho u^\mu)_{,\mu} &= 0, \\
(T^\mu_\nu)_{,\mu} &= G_\nu, \\
(R^\nu_{,\nu} &= -G_\nu.
\end{align*}
\]

where \( \rho \) is the gas density in the comoving fluid frame, \( u^\mu \) is the gas four-velocity as measured in the “lab frame”, and \( T^\mu_\nu \) is the MHD stress-energy tensor in this frame,

\[
T^\mu_\nu = (\rho + p_\text{g} + b^2/2) u^\mu u_\nu + (p_\text{g} + \frac{b^2}{2}) \delta^\mu_\nu - b^\mu b_\nu,
\]

\( R^\nu_{,\nu} \) is the stress-energy tensor of radiation, and \( G_\nu \) is the radiative four-force describing the interaction between gas and radiation (both are described in detail in Section 2.2). Here \( u_\nu \) and \( p_\text{g} = (\Gamma - 1) u^\mu u_\mu \) represent the internal energy and pressure of the gas in the comoving frame and \( b^\mu \) is the magnetic field 4-vector (Gammie et al. 2002). The magnetic pressure is \( p_\text{mag} = b^\mu_\nu b_\mu b_\nu /2 \).

In the coordinate basis Eqs. (1)-(5) take the form,

\[
\begin{align*}
\partial_t (\sqrt{-g} u^\mu) + \partial_\lambda (\sqrt{-g} g^{\lambda \mu} u_) &= 0, \\
\partial_t (\sqrt{-g} T^\lambda_\nu) + \partial_\lambda (\sqrt{-g} T^\lambda_\nu) &= \sqrt{-g} T^\lambda_\nu \Gamma^\nu_\mu + \sqrt{-g} G_\nu, \\
\partial_t (\sqrt{-g} R^\nu_{,\nu}) + \partial_\lambda (\sqrt{-g} R^\nu_{,\nu}) &= \sqrt{-g} R^\nu_{,\nu} - \sqrt{-g} G_\nu.
\end{align*}
\]

where \( \sqrt{-g} \) is the metric determinant, and \( \Gamma^\nu_\mu \) are Christoffel symbols.

KORAL adopts the ideal MHD approximation and assumes that the electric field vanishes in the fluid rest frame. The induction equation then takes the following form in coordinate basis,

\[
\partial_t (\sqrt{-g} B^\nu) + \partial_\lambda (\sqrt{-g} B^\lambda (b^\nu u_\mu - b^\mu u_\nu)) = 0,
\]

where \( B^\nu \) is the magnetic field three-vector (Komissarov 1999) which satisfies,

\[
b^\nu = B^\nu u^\mu g_{\mu \nu}.
\]
\[ b^i = \frac{B^i + b^i u^j u^j}{u^j} \]  

The flux-interpolated contrained transport (Flux-CT) method of Tóth (2000) prevents numerical generation of spurious magnetic monopoles. For the gas and magnetic fields, we use standard numerical methods as described in previous papers (Gammie et al. 2003; McKinney 2006; McKinney et al. 2012; Sadowski et al. 2013a, 2014).

### 2.2 Radiative closure

At each time step, radiative energy density \( R^\mu \) and radiative fluxes \( R^\mu \) are evolved following Eq. (9). To calculate the time derivatives we need to know all the remaining components of radiation stress-energy tensor \( R^\mu_\nu \). For this purpose we make use of the M1 closure scheme (Levermore 1984). In this approach, we assume that the radiation tensor is isotropic and satisfies Eddington closure, not in the fluid frame, but in the orthonormal “rest frame” of the radiation. The latter is defined as the frame in which the radiative flux vanishes.

A covariant formulation of the M1 scheme was introduced in Sadowski et al. (2013a) which we have adopted. Herein, we give only the essential formulæ and ask the reader to refer to that paper for details.

Knowing \( R^\mu_\nu \) we calculate the time-component of the radiative rest-frame four velocity, \( u^i_E \), and the radiative energy density in this frame, \( E_E \), by solving the following two equations,

\[
\sum_{\mu} R^\mu_\nu \frac{\partial R^\nu}{\partial t} = -\frac{8}{9} E_E^2 (u_E^i u_E^i) + \frac{1}{9} E_E^2 (u_E^i u_E^i),
\]

\[
R^\nu = \frac{4}{3} E_E^2 u_E^i u_E^i + \frac{1}{3} E_E (\kappa^i),
\]

These quantities are then used to find the spatial components of \( u_E^i \) using the time component of,

\[
\sum_{\mu} R^\mu_\nu \frac{\partial R^\nu}{\partial t} = \frac{4}{3} E_E (u_E^i u_E^i) + \frac{1}{3} E_E (\kappa^i).
\]

Once we have \( u_E^i \) and \( E_E \), we use the remaining components of Eq. (15) to compute full radiative stress-energy tensor \( R^\mu_\nu \).

M1 closure is superior to the Eddington closure and FLD, especially for optically thin media. It is a simple and elegant closure scheme which evolves both the radiation energy density and radiation fluxes. However, M1 allows for only a very limited set of the specific intensity distributions (boosted isotropic), and therefore is far from perfect. More advanced radiation transfer schemes have been developed (e.g. Jiang et al. 2012; Jiang, Stone, & Davis 2014). The main advantage of M1 closure over these more advanced schemes is that it is covariant, fast, and local; also, it has been implemented in radiation GRMHD codes whereas none of the other schemes have yet been attempted with general relativity. In our view, it is reasonable to assume that M1 catches most of the relevant dynamics of radiative BH accretion flows.

### 2.3 Radiative four-force

The four-vector \( G^\mu \) describes the interaction between gas and radiation. Sadowski et al. (2014) introduced covariant formalism for computing the interaction due to absorption and elastic scattering. In this paper, we account also for energy exchange via Comptonization, which we implement in a similar way to that described in Kawashima et al. (2009).

Detailed derivation is given below in Section 2.4.

We write the four-force \( G^\mu \) as

\[
G^\mu = G^\mu_0 + G^\mu_{\text{Compt}},
\]

where \( G^\mu_{\text{Compt}} \) describes the effect of Comptonization, and \( G^\mu_0 \) corresponds to absorption and Thomson scattering and is given by Sadowski et al. (2014).

\[
G^\mu_0 = -\rho (\kappa_s + \kappa_e) R^\mu_\nu u_\nu - \rho (\kappa_s R^\mu_\nu u_\nu + \kappa_s 4\pi B) u^\mu,
\]

where \( \kappa_s \) and \( \kappa_e \) are absorption and scattering opacities, respectively, and \( B = a T_g^4/4\pi \) (\( a \) is the radiation constant) is the intensity of black body radiation for gas with temperature \( T_g \).

The source term associated with the radiative four-force is stiff whenever the gas is optically thick. KORAL deals with this problem by applying it semi-implicitly. That is, at each cell center, after applying the advective operator (the spatial gradient terms in equations 7), the following set of equations is solved,

\[
T_{n+1} - T_n = \Delta t G_{n+1},
\]

\[
R_{n+1} - R_n = -\Delta t G_{n+1},
\]

where the subscripts \( n \) and \( n + 1 \) denote values at the beginning and end of a time step of length \( \Delta t \), respectively. For details of this procedure, see Sadowski et al. (2014).

### 2.4 Thermal Comptonization

In the absence of Comptonization, in fluid frame orthonormal coordinates the time and spatial components of the radiative four-force (Eq. 17) take the form,

\[
\begin{align*}
\bar{G}^0 &= \kappa_s \rho (\bar{E} - 4\pi B), \\
\bar{G}^i &= (\kappa_s + \kappa_e) \rho \bar{F}^i,
\end{align*}
\]

where

\[
4\pi B = a T_g^4.
\]

and \( T_g \) is the temperature of the gas. Equation (20) describes the rate of change of the fluid energy density as a result of energy gain through absorption, \( \kappa_s \rho \bar{E} \), and energy loss through emission, \( \kappa_e \rho (4\pi B) \). For simplicity, we treat radiation as a blackbody, hence we define an effective radiation temperature \( T_r \) in the fluid frame via

\[
\bar{E} = a T_r^4.
\]

Thus, equation (20) shows that gas gains energy at a rate proportional to \( T_r^4 \) and loses energy proportional to \( T_g^4 \). As a result, the two temperatures are pushed towards each other, i.e., the system is driven towards thermal equilibrium. Note that \( \kappa_s \) does not appear in the energy equation. This is because Thomson scattering redirects photons, but it does not transfer energy.

Equation (21) describes the rate of change of the fluid momentum density. The gas acquires the momentum of each photon that it either absorbs or scatters. Since the re-emission of radiation is symmetric in the fluid frame, there is no counter-balancing term with a negative sign. Note that the fluid gains momentum density in a direction parallel to the radiation flux \( \hat{F} \), and the radiation loses a corresponding amount of momentum density. Hence the system is driven towards a state in which there is no relative motion between the fluid and radiation frames, i.e., no radiation flux in the fluid frame (\( u^r = u_E^r \)).

The main effect of Comptonization is that scattering causes
not just momentum transfer between the radiation and gas, but also energy transfer. A soft photon of energy \(e_g\) which scatters off a thermal electron with temperature \(T_e\) on average gains an energy \(\langle \Delta e \rangle\) given by the following two expressions in the non-relativistic and ultra-relativistic limits:

\[
\langle \Delta e \rangle = \left( \frac{4kT_e}{m_e c^2} \right) e_g, \quad 4kT_e \ll m_e c^2, \tag{24}
\]

\[
\langle \Delta e \rangle = 4kT_e e_g, \quad 4kT_e \gg m_e c^2. \tag{25}
\]

For a general temperature, using the result given in equation (2.43) in Pozdnyakov et al. (1983), we have obtained a good fitting function (maximum fractional error 1.2%) which works for all \(T_e\):

\[
\langle \Delta e \rangle = e_g \left( \frac{4kT_e}{m_e c^2} \right)^2 \left[ 1 + 3.683 \left( \frac{kT_e}{m_e c^2} \right) + 4 \left( \frac{kT_e}{m_e c^2} \right)^2 \right] \left[ 1 + \left( \frac{kT_e}{m_e c^2} \right)^2 \right]^{-1}. \tag{26}
\]

The above expressions are valid so long as the photon is soft, i.e., the radiation temperature is much less than the gas temperature. When the two temperatures are equal, thermodynamics guarantees that there is no energy transfer between gas and radiation. Similarly, when the radiation temperature is larger than the gas temperature, we expect energy to flow from the radiation to the gas. To allow for these effects, we modify equation (26) by introducing an extra contribution to \(G^{\text{Compt}}\),

\[
G^{\text{Compt}} = -\kappa_{\text{sc}} \tilde{E} \left[ \frac{4k(T_e - T_g)}{m_e c^2} \right] \times 
\left[ 1 + 3.683 \left( \frac{kT_e}{m_e c^2} \right) + 4 \left( \frac{kT_e}{m_e c^2} \right)^2 \right] \left[ 1 + \left( \frac{kT_e}{m_e c^2} \right)^2 \right]^{-1}, \tag{27}
\]

where we have replaced \(T_g\) by \(T_e\). The negative sign in the Compton effect which generates magnetic field, and the second effect which generates magnetic field, and the second

As far as the momentum equation is concerned, we assume that the Compton-scattered radiation is symmetric in the fluid frame and carries no net momentum (a fairly good approximation in the soft photon limit). Under this approximation, we do not modify equation (24).

Eq. (24) gives the fluid-frame energy transfer rate due to Comptonization. To obtain the corresponding “lab frame” four-vector \(G^{\text{Compt}}\) (Eq. 16) we write,

\[
G^{\text{Compt}} = G^{\text{Compt}} \hat{\xi}. \tag{28}
\]

We have included the above version of Comptonization in the simulations described in this paper. That is, we solve equations (4) and (5) using equations (27) and (24) where \(\tilde{B}\) is given by equation (24) and \(T_f\) is given by equation (23). Note that this is an extremely simple prescription. The main weakness of this approach is that it does not conserve photon number during scattering. Instead it assumes perfect blackbody and uses equation (23) to obtain the radiation temperature, thus missing any effects associated with spectral hardening and a dilute blackbody.

### 2.5 Sub-grid dynamo

Magnetic stresses generated via MRI turbulence are responsible for angular momentum transport and energy dissipation in BH accretion disks. The same turbulence also dissipates magnetic field. The field is, however, regenerated through a dynamo (e.g., Parker 1955; Brandenburg et al. 1995). The balance of these two processes leads to a saturated quasi-equilibrium state.

Evolution of magnetic fields has been studied extensively by means of local shearing box simulations (e.g., Turner et al. 2003; Krokli et al. 2007; Blaes et al. 2007; Blackman, Penna, & Varnière 2008; Guan et al. 2009), as well as global simulations (Sorathia et al. 2012). It has been shown that for the Keplerian shear the magnetic field saturates at a turbulent state characterized by a mean magnetic field angle,

\[
\hat{\xi} = \frac{\hat{b}_r \hat{b}_p}{\beta} \approx 0.25, \tag{29}
\]

and at magnetic to total pressure ratio,

\[
\frac{\beta'}{\rho_{\text{tot}}} \approx 0.1. \tag{30}
\]

Reaching the saturated quasi-stationary state is possible only in 3D simulations. If only axisymmetry is assumed, the dynamo theorem (Cowling 1933) implies that the magnetic field cannot be maintained by dynamo action. Axisymmetric MHD simulations of accretion disks are therefore not very useful. Not only is their duration limited (decaying poloidal magnetic field implies decaying turbulence), but even at early times in these simulations the configuration of magnetic field is far from that expected in the saturated state of 3D MRI turbulence. Typically, an axisymmetric simulation may last up to \(\sim 5000GM/c^2\), i.e., 5 orbits at radius \(R = 20\).

The evolution of the mean magnetic field may be described under the mean field theory by the following equation (Brandenburg 2001),

\[
\frac{\partial}{\partial t} \hat{B} = a \tilde{\nabla} \times \hat{B} + \eta \tilde{\nabla}^2 \hat{B}, \tag{31}
\]

where \(a\) and \(\eta\) are the dynamo, and magnetic diffusivity coefficients, respectively. The first term on the right hand side describes the dynamo effect which generates magnetic field, and the second corresponds to the dissipation of magnetic field.

Direct implementation of the mean field equation into axisymmetric models is possible in resistive, non-ideal GRMHD codes (Bucciantini & Del Zanna 2013). However, such dynamo closure is not unique, and one still has to arbitrarily (basing on three dimensional studies) specify values of \(a\) and \(\eta\).

In this paper we present a simpler method, which could be used in non-resistive, ideal MHD codes, i.e., codes which assume that the electric field disappears in the gas comoving frame. We use Eq. (11) and the expected properties of the magnetic field in the saturated state (Eqs. (29)-(30), and construct a sub-grid dynamo model which injects a weak poloidal magnetic field into the simulation on top of the preexisting magnetic field, and drives the total field towards the prescribed characteristics consistent with the saturated state. A detailed derivation is given in Appendix A. Below we give only the ultimate formulae implemented in KORAL.

At each time step, an estimate of the dynamo-generated magnetic field is superimposed on the existing magnetic field. The change in the poloidal magnetic field is calculated through the vertical vector potential,

\[
dA_p = -\alpha_{\text{dyn}} \Omega_k R_g \rho_{\text{eq}} \hat{B} \times \hat{f}_F \hat{f}_t \hat{f}_{\text{eq}} dt, \tag{32}
\]
factors damping the dynamo process in the plunging region, outside the disk, and in regions with too large magnetic field angle $\xi$, respectively, and $f_{\text{eq}}$ makes the dynamo flip sign across the equatorial plane. The dynamo-generated vector potential $dA_0$ is then converted into poloidal magnetic field through $dB = \nabla \times dA$, which is then superimposed on top of the existing magnetic field.

Shear constantly generates azimuthal magnetic field from radial field. In three dimensions, the field strength saturates because of dissipation. We mimic this saturation by damping the azimuthal component of the lab-frame magnetic field in regions where magnetic pressure exceeds the prescribed pressure ratio $\beta'$. We do it on the orbital timescale according to,

$$dB^\phi = -\alpha_{\text{damp}} \Omega_0 B^\phi f_R f_{\phi} f_{\phi^0} \, dt,$$

where $\alpha_{\text{damp}} = 1.0$, and $f_R$ is a factor which switches off the damping in regions of too low pressure ratio $\beta'$. Because of axisymmetry, changing $B^\phi$ does not violate the divergence-free condition. Detailed formulae are given in Appendix A.

The sub-grid dynamo model is applied at every time step, after all the other operators have been accounted for. First, the vector potential $dA_0$ (Eq. [12]) is converted to poloidal magnetic $dB_{\text{pol}}^\phi$, and is added to the existing field $B^\phi$. Secondly, the azimuthal magnetic field is damped according to Eq. [33]. The total MHD stress-energy tensor components $T_{\alpha\beta}^i$ (the conserved quantities, Eq. [6]) are left unchanged during both steps. Thus, any change in the magnetic energy density causes a compensating change in the gas internal energy.

2.6 Radiative viscosity

In this work, we slightly modify the radiative flux terms in Eq. [9] by introducing a radiative viscosity which is effective only in the optically thin region and which helps to avoid artificial centrifugal shocks, which are known to occur near the polar axis with M1 closure (Sadowski et al. 2013a). We replace the original, M1-based flux term, $R_{i,\text{M1}}$, with,

$$R_{i}^r = R_{i,\text{M1}} + R_{i,\text{visc}},$$

where $R_{i,\text{visc}} = -2\nu E_{i} c_s^2$, is the viscous correction to the radiative stress-energy tensor, which depends on the photon mean-free path, radiative energy density in the radiation rest frame, $E_{i}$, and the shear tensor, $c_s^2$, estimated from the velocities of the radiative rest frames of the given cell and its neighbours.

Detailed formulae, and tests are given in Appendix B.

3 GLOBAL SIMULATIONS

3.1 Numerical setup

All the simulations were performed in 2.5 dimensions, i.e., we assumed axisymmetry, but we allowed for non-zero $\varphi$-components of vectors (e.g., angular velocity and azimuthal radiative flux). We used Kerr-Schild horizon-penetrating coordinates. The internal grid $(x_1, x_2)$ was uniform and was related to the Kerr-Schild radial and polar coordinates $(R, \theta)$ by,

$$R = R_0 + e^{x_1},$$

$$\theta = \frac{\tan (H_0 (x_2 - 0.5))}{\tan (H_0 (2/\pi))} + 1 \frac{\pi}{2},$$

As a result, the grid points were spaced roughly logarithmically in radius, and concentrated towards the equatorial plane, with the density of the points there depending on $H_0$. The internal radial coordinate $x_1$ was chosen to correspond to the range of radii between $R_{\text{min}}$ and $R_{\text{max}}$, while $x_2$ covered range $(\epsilon, 1 - \epsilon)$, with $\epsilon = 0.005$. Values of $R_{\text{min}}$, $R_{\text{max}}$, $R_0$, and $H_0$, for each simulation are given in Table I.

At the inner radial boundary (located at least five cells under the BH horizon) we applied an outflow boundary condition by copying values of all the primitive quantities to the ghost cells. At the outer radial boundary we adopted a similar approach, except that we prevented the inflow of gas or radiation by resetting negative radial velocities to zero. The polar axis was treated with reflective boundary condition. To ensure stability in this region the primitive quantities in the two closest cells to the polar axis were appropriately overwritten with the values from the third cell (McKenny et al. 2012). Scalars, radial and azimuthal components of vectors were copied, and the polar components were interpolated towards zero to satisfy this reflective boundary condition. As described in Sadowski et al. (2013a), we evolved entropy as an auxiliary quantity which was used when the regular, energy-based, inversion failed.

We adopted the sub-grid dynamo prescription (Section 2.5 and Appendix A) which mimics the three-dimensional evolution of magnetic fields. For all the runs we adopted $\alpha_{\text{dyn}} = 0.05$, $\alpha_{\text{damp}} = 1.0$, $\xi_{\text{dyn}} = 0.25$, and $\beta'_{\text{damp}} = 0.1$. We also included the radiative viscosity (Appendix B) with $\alpha_{\text{visc}} = 0.1$.

3.2 Initial state

All the simulations were started from an equilibrium torus rotating around a 10$M_\odot$ BH, which was threaded by initial, poloidal seed magnetic field.

The gas was initially set as a hydrodynamical equilibrium torus following Penna et al. (2013a). Its angular velocity at the equatorial plane was set to a constant fraction of $\dot{\xi} = 0.708$ of the Keplerian angular velocity outside radius $R_1 = 42$, and followed fixed angular momentum inside that radius. The angular momentum was kept constant along the von-Zeipel cylinders. The inner edge of the torus was chosen at $R_0 = 22$. The density was fixed by setting the entropy constant $K$ to the values given in Table I and by assuming $\Gamma = 5/3$. This setup results in an equilibrium torus that has a vertical surface density profile that is nearly constant with radius. A radius independent density profile was desired since it helps keep the accretion rate constant with time. On the other hand, the radial extent of the torus was limited only to $R \leq 400$, and this fact could limit the available range of the inflow equilibrium.

So far, we have specified a torus in pure hydrodynamical equilibrium. To introduce the initial radiation field, we decided to start simulations from the local thermal equilibrium (LTE) by solving for gas (and radiation) equilibrium temperature $T$, using,

$$p_{\text{rad}} = p_{\text{gas}} + p_{\text{rad}} = k_B \rho T + \frac{4}{3} \sigma T^4,$$

where $p_{\text{rad}}$ is the total pressure given by the hydrodynamical torus solution, and $p_{\text{gas}}$ and $p_{\text{rad}}$ are gas and radiation pressures of the LTE torus, respectively. Because of the inconsistency in the values of $\Gamma$ of the initial hydrodynamical torus ($\Gamma = 5/3$), and the resulting effective $\Gamma$ of the gas and radiation mixture ($\Gamma \approx 4/3$ for radiation pressure dominated medium), the torus is not in the perfect equilibrium at early times. However, it remains in a relatively steady state.
until the magnetorotational instability (MRI) grows, after which the initial state is forgotten.

The initial magnetic field threading the torus was purely poloidal and consisted of either a single or multiple loops. Multiple loops were constructed from the vector potential following Penna et al. (2013a). In their notation we adopted \( r_{\text{start}} = 27.5, r_{\text{end}} = 350 \) and \( \lambda = 2.5 \). To make the loops flip polarity across the equatorial plane we additionally multiplied the vector potential by \( \sin(\pi/2 - \theta) \).

The single loop, on the contrary, was set up according to the vector potential given by, 
\[
A_\varphi = \max \left( \left( \frac{6 \times 10^{-2} \rho R^2}{6 \times 10^{-2} \text{g/cm}^3 G^2 M^2/c^2} \right)^2 - 0.02, 0 \right) \sin(\theta)^4. \tag{38}
\]
The initial torus for the two configurations of the magnetic field is shown in Fig. 1.

### 3.3 Super-critical disks around non-rotating BHs

We performed a set of eight simulations with multiple loops of the initial magnetic field and a non-rotating BH. The initial torus in all simulations was the same (but for the seed magnetic field), but we varied the entropy parameter \( K \) responsible for scaling the density. The four simulations with the highest densities (models \( r302a0 \) – \( r309a0 \), see Table 1) evolved into a quasi-stationary states corresponding to accretion rates \( M/M_{\text{Edd}} \approx 10^{-5} \). The other four did not provide equilibrium solutions, and collapsed (model \( r299a0 \) only after \( t \approx 70,000 \)). They are discussed in Section 3.5. Below we described in detail the disks which reached equilibrium. The discussion is extended to spinning BHs in Section 3.4.

#### 3.3.1 General properties

Figure 2 shows the accretion rate history for the four equilibrium runs. The different accretion rates are mostly due to the different starting densities of the initial torus. Another (less important) factor that affects the accretion rate is the resulting radial velocity. In the standard disk picture, optical depth of the disk (which depends on the initial torus density) determines how radiatively efficient it is, and also affects (although slightly in our cases) the radial velocity.

For all four simulations the accretion rate remains roughly constant or slightly decreases with time. This proves that the sub-grid dynamo is effective in keeping the turbulence and accretion alive. The weak decreasing trend in accretion rate results both from the depletion of initial gas reservoir, and increasing magnetic pressure near the BH.

The history of the magnetic flux accumulated on the BH horizon, parametrized through,
\[
\varphi = \frac{1}{\sqrt{(M)}} \frac{4\pi}{2} \int_0^\infty \int_0^{\Sigma} \sqrt{-g} \, |B^\prime| \, d\phi \, d\Sigma, \tag{39}
\]
where \((M)\) is the average accretion rate for each run, is shown in Figure 2. All four runs when initiated with quadrupole magnetic field, so magnetic field with alternating polarity is expected to reach BH with time. This results in roughly chaotic evolution of the magnetic flux parameter. The average value of \( \varphi \) over entire duration of simulations falls between \( \varphi = 14.4 \) for \( r300a0 \), and \( \varphi = 23.5 \) for \( r302a0 \), and is significantly below the Magnetically Arrested Disk (MAD) critical value \( \varphi_{\text{MAD}} = 50 \) (Tchekhovskoy et al. 2010; Tchekhovskoy & McKinney 2012).

Figure 3 shows snapshots from three models, \( r299a0 \) (before collapse, see Section 3.5), \( r309a0 \), and \( r301a0 \). Colors show the logarithm of density. Solid and dashed lines show the scale-height,
\[
\theta_H = \sqrt{\frac{2\pi}{\Sigma} \int_0^\pi \rho \, \big| \phi - \pi/2 \big| \sqrt{g_{\Sigma\Sigma}} \, d\theta}, \tag{40}
\]
Table 1. Model parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>α*</th>
<th>B field</th>
<th>K</th>
<th>βmax</th>
<th>resolution grid</th>
<th>tmax</th>
<th>(M)/Medd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Nθ x NΦ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Rout / Rmax / R0 / H0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

super-critical, non-rotating BH:

r302a0 0.0 multi. 100 10 (264 x 200) (1.85 / 5000 / 1.0 / 0.6) 128,000 559
r301aα 0.0 multi. 200 10 (264 x 200) (1.85 / 5000 / 1.0 / 0.6) 151,000 73.1
r301aα 0.0 multi. 300 10 (264 x 224) (1.85 / 5000 / 1.0 / 0.6) 111,000 24.3
r300a0 0.0 multi. 500 10 (264 x 240) (1.85 / 5000 / 1.0 / 0.6) 111,000 9.6

super-critical, rotating BH:

r302a9madhb 0.9 single 100 10 (240 x 240) (1.3 / 5000 / 1.0 / 0.4) 90,500 3050
r302a9mad 0.9 single 100 50 (240 x 240) (1.3 / 5000 / 1.0 / 0.4) 90,500 2060
r300a9 0.9 multi. 500 10 (264 x 240) (1.3 / 5000 / 1.0 / 0.6) 54,000 11.9

thin, collapsing disks:

r299a0 0.0 multi. 800 10 (264 x 216) (1.85 / 5000 / 1.0 / 0.7) 155,000 2.1
r297v2a0 0.0 multi. 1000 10 (288 x 300) (1.85 / 1000 / 1.0 / 0.85) 25,050 N/A
r297v2a0 0.0 multi. 1050 10 (288 x 312) (1.9 / 1000 / 1.25 / 0.9) 27,000 N/A
r297v1a0 0.0 multi. 1100 10 (288 x 300) (1.9 / 1000 / 1.25 / 0.9) 24,100 N/A
r298a9 0.9 multi. 1000 10 (280 x 300) (1.3 / 5000 / 1.0 / 0.85) 33,700 N/A

multi. - multiple magnetic field loops; single - single magnetic loop.

βmax - maximal value of magnetic β = pout / pmag; tmax - duration of simulation.

* Before t = 70,000.

Figure 3. Evolution of the magnetic flux parameter ϕ (Eq. [39]) with time.

where

$$
\Sigma = 2\pi \int_0^{2\pi} \rho \sqrt{\rho g_{\text{m}} d\theta},
$$

is the surface density, and the location of the photosphere respectively. The turbulent structure of each disk is clear. Increasing accretion rate results both in larger densities, and thicker (in terms of the scale-height and the photosphere location) disks.

3.3.2 Resolving MRI

To verify that the adopted resolution is enough to resolve the fastest growing mode of the MRI we calculate the vertically averaged parameter $Q^\theta$ (Hawley et al. 2011),

$$
Q^\theta = \frac{2\pi}{\Sigma} \int_0^{\phi} \rho \Omega \Delta x^\phi \sqrt{\rho g_{\text{m}}} d\phi, \tag{42}
$$

where $\Delta x^\phi$ is the grid cell size in $\theta$, and $\Omega$ is the angular velocity. Figure 5 shows profiles of the MRI resolution parameter for all the runs with non-spinning BHs obtained by averaging values calculated for each snapshot (taken every $\Delta t = 50$). For all radii $R \lesssim 50$, $Q^\theta$ significantly exceeds 10 making MRI reasonably resolved (Hawley et al. 2013).

3.3.3 Rest mass fluxes

Figure 6 shows the averaged profiles of the total (solid), inflowing (dashed), and outflowing (dotted lines) accretion rate. The total accretion rate for all four runs is roughly constant between the BH horizon and radius $R_{\text{eq}} \approx 50$, which limits the range of the inflow-outflow equilibrium. The inflowing accretion rate departs from the net accretion rate outside radius $R_{\text{out}} \approx 20$, where gas starts to flow out in the wind region (dotted lines). The wind mass loss rates equal the accretion rates near radius $R \approx 40$ for all four runs. The radial slope of the inflowing accretion rate outside $R_{\text{eq}}$ is close to $\dot{M}_{\text{in}} \propto R^2$, but is rather poorly constrained because of the limited range of the equilibrium solution.

Narayan et al. (2012) and Sadowski et al. (2013b) discussed properties of the rest mass flux in three-dimensional simulations of radiatively inefficient, optically thin accretion disks. For their simulations with a non-rotating BH, no significant mass outflow was present inside $R \approx 50$ (compared to our $R \approx 20$). Similar conclusions may be drawn from comparing simulations with spinning BHs (Fig. 15). These facts suggest that optically thick, radiation pressure dominated disks produce winds more effectively than optically thin disks.

3.3.4 Energy fluxes

Figure 7 shows the averaged profiles of the energy fluxes normalized by the rest mass accretion rate at the horizon, and integrated over the full solid angle, for a representative run $r300a0$. The solid black line shows the total flux of energy available at infinity obtained by summing up the MHD and radiative fluxes ($T^\gamma_i$ and $K^\gamma_i$, respectively), and subtracting the rest mass energy flux ($\rho u^\gamma$), normalized by the rest mass energy flux through the BH horizon. The
Figure 4. Snapshots of logarithm of density for models r299a0, r300a0, and r301a0 (top to bottom). Solid and dashed lines show locations of the density scale height and the photosphere, respectively.

Figure 5. Vertically and time-averaged MRI resolution parameter $Q^\theta$.

Figure 6. Radial profiles of the rest mass flux (accretion rate). Solid lines show the total flux, while dashed and dotted lines denote the fluxes of inflowing, and outflowing gas only, respectively.

A profile of the total energy flux is flat between the ISCO and the convergence radius $R \approx 60$, and corresponds roughly to efficiency of $4\%$ — this fraction of $\dot{M}c^2$ is extracted by accretion and ejected as a sum of radiative flux, magnetic Poynting flux, and kinetic and thermal energies. This number is only slightly lower than the efficiency implied by the standard model of a radiatively efficient thin disk ($\eta_0 \approx 5.7\%$) and is roughly constant for all the $a_* = 0.0$ runs (see Table 2).

The total flux of energy can be decomposed into the MHD (magnetic, kinetic, and thermal components), and radiative (energy carried by photons) fluxes. At large radii the radiative flux dominates over the MHD flux because it consists of accumulated contributions of all the energy liberated by viscosity in the inner region. The radiative flux approaches $E_{\text{rad}} = 0.03 \dot{M}c^2$, what for accretion rate $\dot{M} \approx 10$, and radiative efficiency of a thin disk $\eta_0 \approx 0.06$ (Eq. 1), gives total radiative luminosity $L \approx 0.03 \times 10/0.06 L_{\text{Edd}} = 5 L_{\text{Edd}}$. The net radiative flux of energy changes sign inside $R \approx 20$, reflecting the fact that in this regions photons are effectively trapped and most of them are advected onto the BH. The departure of the total net energy flux from otherwise constant value $\sim 4\%$ inside ISCO is caused by rapidly increasing radial velocity of the flow in the plunging region, which increases the numerical diffusion of the scheme and introduces extra viscous contribution to the energy flux not reflected in the quantities that we plot.

More detailed discussion of disk luminosities is given in Section 3.4.2.
3.3.5 Magnetic field properties

The poloidal magnetic field is prevented from decaying by the sub-grid dynamo described in Appendix A. In all the models, we set the target magnetic field angle $\xi_0$ (Eq. 29) to 0.25, and the magnetic to total pressure ratio $\beta_0' = 0.1$. Figure 8 shows the radial profiles of the averages (vertical with density weight, and over time) of these two quantities. The dashed lines show the magnetic field angle $\xi_0$ which was expected to settle down near 0.25. Indeed, for all runs and $R \geq 10$ the mean magnetic field angle is close to that value. It departs from $\xi_0$ to 0.25 only in the innermost region, where the magnetic field is determined by the rapidly accelerating and sheared gas. Solid lines in Figure 8 show the average ratio of magnetic to total pressure. Whenever it exceeds the prescribed critical value $\beta_0' = 0.1$, the toroidal magnetic field is damped. Because of this asymmetry (no action is taken when $\beta_0'$ decreases) the average value of $\beta_0'$ is expected to be lower than 0.1. It is the case for the region outside $R \geq 60$, where the pressure ratio for all the simulations is around $\beta_0' = 0.05$. Inside the inflow equilibrium region, the magnetic field component contributes more to the total pressure with decreasing radius. The typical value of that pressure ratio at $R = 10$ is 0.2–0.3. It exceeds the critical value of 0.1 because the damping of the toroidal component of magnetic field becomes less and less effective when the radial velocity (see Fig. 12) is large. The shear, which stretches the poloidal component of the magnetic field and amplifies the toroidal one, is unaffected by radial velocity. The sub-grid damping, however, acts on the orbital timescale (Eq. 33), and gas moving with larger velocity is affected by damping over a shorter time, making it less effective. The resulting profile of the magnetic pressure is, however, in qualitative agreement with 3D simulations of ADAFs (e.g., Narayan et al. 2012), which also show increased contribution of magnetic pressure towards the BH.

Figure 9 shows the radial profiles of the turbulent viscosity parameter $\alpha$ (Shakura & Sunyaev 1973). The dashed lines show the crude estimate, based on the product of the magnetic field angle and pressure ratio,

$$\alpha = \frac{\langle T^{\phi\phi} \rangle}{\langle p \rangle} = \frac{\langle b^\phi b^\phi \rangle}{\langle p \rangle} = \frac{\langle b^\phi \rangle^2}{\langle p \rangle} = 2\langle \xi \rangle \langle \beta' \rangle,$$

(43)

while the solid lines show the viscosity parameter $\alpha$ estimated in a more consistent way directly through,

$$\alpha = \frac{\langle T^{\phi\phi} \rangle}{\langle p \rangle},$$

(44)

where $T^{\phi\phi}$ is the orthonormal $(r, \phi)$ component of the gas stress-energy tensor in the mean comoving frame, and $p$ is the total pressure. Following Penna et al. (2013b) we choose the azimuthal component of the gas velocity as the only non-zero component of the comoving frame at given location. The averages are taken as before, but this time only within one scale height of the disk to avoid strongly magnetized corona.

The two ways of estimating the viscosity parameter show good agreement. The $\alpha$ estimated with Eq. 44 has relatively flat profile between ISCO and $R \approx 60$, and falls in the range $\alpha \approx 0.06 \div 0.1$. It rapidly grows inside ISCO, reflecting the increase of the magnetic pressure, and falls down again when approaching the horizon. The whole profile is also in good qualitative agreement with the characteristics of $\alpha$ observed in 3D simulations, although the very rapid grow of $\alpha$ at ISCO is rather unphysical (Penna et al. 2013b).

3.3.6 Surface density, optical depth and velocities

Figures 10 and 12 show profiles of the surface density and radial velocity, respectively. Surface densities at given radius increase with
accretion rates suggesting that the disk solutions correspond to the
top, advection-dominated branch of slim disks on so-called S-curve
diagrams (Abramowicz et al. 1988). Outside ISCO, surface den-
sity increases roughly proportionally to radius, what is also in good
agreement with slim disk models (see e.g., Sadowski 2011).

Figure 11 presents radial profiles of the optical depth. The total
optical depth, defined as,

$$\tau_{\text{tot}} = \int_0^\infty \rho (\kappa_{\text{es}} + \kappa_a) u_t \sqrt{g_{\theta\theta}} \, d\theta,$$

(45)
is shown with solid lines. Because scatterings strongly dominate
over absorptions, the profiles of the total optical depth roughly
correspond to the surface density profiles rescaled by
$$\kappa_{\text{es}} = 0.34 \, \text{cm}^2/\text{g}.$$ Only close to the horizon the extra Lorentz factor
$$u_t$$ affects the scalings. For all the four simulations discussed here
($r_{300a0} - r_{302a0}$) the total optical depth exceeds $$\tau_{\text{tot}} = 1000$$,
making them very optically thick. They are, however, at the same
time optically thin with respect to absorptions, because of high tem-
peratures in the disk body. In this context, an important measure is
the effective optical depth, which determines if a photon is absorbed
along its scattering-affected path. We approximate the effective op-
tical depth by calculating,

$$\tau_{\text{eff}} = \sqrt{\tau_{\text{tot}} + \tau_{\text{abs}}} \tau_{\text{tot}},$$

(46)

where $$\tau_{\text{abs}}$$ is the optical depth for absorption. The resulting profiles
are plotted in Figure 11 with dashed lines. For the three runs with
higher accretion rates, $$\tau_{\text{eff}}$$ exceeds 1 everywhere outside ISCO.
Simulation $$r_{300a0}$$, however, is effectively optically thin ($$\tau_{\text{eff}} \lesssim 1$$)
inside $$R \lesssim 10$$. This fact may have significant impact on the emitted
spectrum, but quantifying it will require detailed radiative transfer
calculations.

Figure 12 shows profiles of the average radial velocity. All the
simulations show very similar radial velocities which decrease with
radius as $$R^{-2}$$, consistent with the slope obtained from simulations
of non-radiative, optically thin disks (Narayan et al. 2012). How-
ever, there is a slight trend of decreasing radial velocity with accre-
tion rate, which implies that the solutions are not completely in the
ADAF regime where no dependence on accretion rate is expected.

Figure 13 shows radial profiles of the specific angular mo-
mmentum. Outside $$R \approx 10$$, all the simulated disks show angular
momentum corresponding to roughly 87% of the Keplerian angular
momentum. Inside $$R \approx 10$$ the profiles differ a bit, with the one cor-
responding to the lowest accretion rate ($$r_{300a0}$$) being the closest
to the Keplerian profile. Inside the ISCO, the angular momentum
drops down for all the runs. This reflects the fact that viscosity in

the plunging region is no longer regulated by the dynamo sub-grid
model, and the $$\alpha$$-viscosity parameter rapidly increases towards BH
(Fig. 9).

3.3.7 Photosphere
Radiation generated by viscous dissipation is absorbed, re-emitted
and scattered inside the bulk of the disk. However once a photon
crosses the photosphere, it can escape to an observer located at in-
finity (the escape path follows a null geodesic).

In this subsection we are primarily interested in the location
of the photosphere in the funnel region close to the axis. Here,
gas flows out at considerable speed. Hence, the numerical solution
achieves steady state out to quite a large radius. In many cases, in-
flow equilibrium is established out to the edge of the box (see the values of $$R_f$$ in Table 2). Hence, we can follow the location of the
photosphere to fairly large radii. In contrast, the discussion of disk
properties close to the equatorial plane in previous subsections was
limited to a much smaller range of radius $$R \lesssim R_{eq} \approx 60$$.

We estimate the radius $$R_{\text{photo}}$$ of the photosphere in the fun-
nel as a function of polar angle $\theta$ by integrating the optical depth from the outer boundary of the simulation box down towards the BH along fixed $\theta$. In computing the optical depth, we need to allow for relativistic effects such as GR and motion of the gas. We make use of the fact that the opacity in any given frame scales as $1/\omega$, where $\omega$ is the frequency of the radiation as measured in that frame. We are interested in the opacity in the lab frame for an observer at infinity, whereas the opacities $\kappa_{\text{gs}}$ and $\kappa_{\text{g}}$ correspond to the fluid frame. To carry out the transformation from one frame to the other, we model a radially outgoing light ray by an effective wave-vector $k'' = (1, 1, 0, 0)$ and note that the frequency of the radiation as measured in a frame moving with four-velocity $u''$ is equal to $-k''u_\gamma$. The optical depth at a given $\theta$ from any radius radius $R$ inside the simulation box to the outer radius of the box $R_{\text{max}} = 5000$ is then given by

$$\tau_1(R) = -\int_{R}^{R_{\text{max}}} \rho(\kappa_{\text{gs}} + \kappa_{\text{g}})(u_t + u_\gamma) \sqrt{k''_t} \, dR'',$$

(47)

where we use time-averaged quantities symmetrized with respect to the equatorial plane. Because $\tau_1(R)$ may significantly underestimate the opacity to infinity when $R$ is close to $R_{\text{max}}$, we define a second measure of the opacity

$$\tau_2(R) = -[\rho(\kappa_{\text{gs}} + \kappa_{\text{g}})(u_t + u_\gamma) \sqrt{k''_t}]_{R_{\text{max}}}.$$

(48)

We then estimate the photospheric radius $R_{\text{photo}}(\theta)$ at the given $\theta$ by the condition

$$\max(\tau_1'(R_{\text{photo}}), \tau_2'(R_{\text{photo}})) = 2/3.$$

(49)

Any value of $R_{\text{photo}}$ which is larger than the maximum radius $R_f$ of steady state in the funnel is discarded. Here, $R_f$ is defined by the condition $R_f/v_\gamma(R_f) = t_f/2$ where $t_f$ is the duration of simulation data from which time-averaged quantities are obtained for calculating $\tau_1$, $\tau_2$ (typically $t \sim t_{\text{max}}/2$, where $t_{\text{max}}$ is given in Table 1).

Figure 14 shows the location of the photosphere for several of our simulated disk models. The red line corresponds to run r299a0 which accreted at $\sim 2M_{\text{Edd}}$. Its photosphere is relatively close to the equatorial plane, but significantly above the disk density scale height ($\sim 0.2$). The higher the accretion rate, the closer to the polar axis the photosphere is, and the more well-defined the optically thin funnel is. For run r301a0, the base of the funnel is at $z = 1000$, quite far from the BH, while for runs r3015a0 and r302a0, the whole domain out to $R_{\text{max}} = 5000$ is optically thick at all $\theta$. Hence these two models have no optically thin funnel within the simulation box. Note that the optical depth in the funnel is dominated by electron scattering. Only deep in the optically thick interior of the disk is absorption opacity important.

The dashed green line in Figure 14 shows the photosphere for run r300a9 which has a comparable accretion rate as run r300a0 but corresponds to a spinning BH with $a_* = 0.9$. Here the photosphere is located significantly closer to the polar axis. This reflects the fact that disks with spinning BHs eject stronger winds (see next Section) and thus tend more easily to fill the funnel region with optically thick outflowing gas.

### 3.4 Super-critical disks around rotating BHs

In addition to the four runs with non-rotating BHs discussed in the previous section, we performed a set of three simulations with BH spin parameter $a_* = 0.9$. One of the most exciting aspects of accretion disks around rotating BHs is the possibility of ejecting jets through the Blandford-Znajek mechanism (Blandford & Znajek 1977; Penna et al. 2013c; Lasota et al. 2014). It has been shown both in 2D and 3D that super-critical, optically thick disks can produce jets with very similar efficiencies to radiatively inefficient, optically thin disks (Sadowski et al. 2013a; McKinney et al. 2013). An open question is how effective is jet production for accretion disks accreting at accretion rates comparable to and below the Eddington limit. In this paper we do not specifically address this question, but study general properties of outflows from axisymmetric accretion disks supported by sub-grid dynamo.

We start with comparing two simulations initiated with the same torus, and the same initial magnetic field, but evolved with different values of BH spin (runs r300a0 and r300a9). Figure 15 compares the net, inflow and outflow accretion rates. The solid lines denote the net rest mass flux and show that both simulations accrete at roughly the same level. However, there is significant difference in the inflowing and outflowing fluxes. While for the $a_* = 0$ run, the gas is lost on the way towards the BH only down to $R = 20$, in case.

3 In terms of the Eddington accretion rate units defined in Eq. 1. The absolute accretion rate is larger for r300a9 than a ratio of thin disk efficiencies $\eta_0(a_* = 0.9)/\eta_0(a_* = 0) = 2.74$.  

---

**Figure 13.** Radial profiles of the specific angular momentum $u_\gamma$.

**Figure 14.** Profiles of the photosphere for disks with non-rotating BHs (solid lines), and simulation r300a9 ($u_* = 0.9$, dashed green line).
of the spinning BH outflows occur down to $R \approx 10$. This is consistent with results obtained earlier both for optically thin ADAFs, and super-critical optically thick disks (Sadowski et al. 2013b, 2014), and results from BH spin impact on the spacetime, which also implies the location of ISCO much closer to the horizon for $a_\ast = 0.9$.

Figure 16 compares radial velocities in the two runs. The net inward radial velocity is significantly smaller for the run with spinning BH. This results mostly from the fact that although the dynamo parameters were set in exactly the same way, the resulting α

ignoring BH. This results mostly from the fact that although the dy-

inward radial velocity is significantly smaller for the run with spin-

for the non-rotating BH case (the inflow velocity is expected to be propor-
tional to α). Additionally, the magnetic flux accumulated at the horizon (although relatively small, as will be discussed in a moment), contributes significantly to the outflowing energy flux (compare solid and dashed black lines in Figure 7) because of the Blandford-Znajek process, slowing the inflowing gas down.

3.4.1 Magnetic field and accretion efficiency

The efficiency of the energy extraction from a rotating BH through the Blandford-Znajek process depends mostly on the BH spin and the magnetic flux accumulated on the horizon. It is often characterized by the magnetic flux parameter $\varphi$ (Eq. 59) shown in Figure 16 for runs with $a_\ast = 0.9$. The first two panels correspond to simulations initiated with a single poloidal loop of magnetic field. As a result, the magnetic flux accumulates at the horizon more efficiently than for simulations initiated with a quadrupolar magnetic field (bottommost panel and Figure 7). From the two simulations initiated with a single loop, magnetic flux accumulates much faster for run r302a9madhb which had stronger initial seed magnetic field. We stopped that simulation once the $\varphi$ parameter exceeded $\varphi = 50$, which corresponds to the Magnetically Arrested Disk (MAD) limit which cannot be simulated properly in axisymmetry.

The definition of the parameter $\varphi$ does not discriminate between the topology of the magnetic field, as it integrates the absolute value of the radial component of the magnetic field over the horizon. To get insight into the topology of the magnetic field crossing the horizon we define parameter $\varphi_{\text{dip}}$, 

\begin{equation}
\varphi_{\text{dip}} = \frac{1}{\sqrt{(M^*)^2}} \frac{4\pi}{2} \int_{0}^{\pi} \int_{0}^{2\pi} \sqrt{-g} B' \text{sign}(\theta - \pi/2) \, d\varphi d\theta,
\end{equation}

For a perfectly dipolar magnetic field at the horizon one has $|\varphi_{\text{dip}}| = \varphi$. For a quadrupolar (or any even-polar) magnetic field, $\varphi_{\text{dip}} = 0$. This parameter is plotted with dashed lines in Figure 17. For simulations r302a9mad (top panel, initiated with a single loop of weak magnetic field) and r300a9 (bottom panel, initiated with multiple loops), $\varphi_{\text{dip}}$ oscillates around zero showing that the magnetic field at the horizon is close to quadrupolar, and that it often flips orientation. This is because the dynamo generates turbulent magnetic field and, in case of simulation r302a9mad, quickly overwhelsms the initial dipolar field. For run r302a9madhb (middle panel), on the contrary, $\varphi_{\text{dip}}$ stays all the time close to $\varphi$, and does not change sign, because the magnetic field at the horizon is purely dipolar. This results from stronger initial magnetic field which is not so easily overwritten by dynamo-generated turbulent field.

To study how the amount of energy outflowing from the system depends on the magnetic flux threading the horizon, we took for each simulation snapshots spaced every $\Delta t = 50$, and extracted the accretion efficiency, defined as,

\begin{equation}
\eta = \frac{\int_{0}^{\pi} (\rho u' + T' + R') \sqrt{-g} \, d\theta}{\int_{0}^{\pi} \rho u' \sqrt{-g} \, d\theta},
\end{equation}

where the integrals are taken at $R = 15$ (to avoid the departure from the constant energy flux close to the BH). Figure 18 shows this quantity against the magnetic flux at the horizon parameter $\varphi$ (Eq. 59). Colors of points denote the time each data point corresponds to. For the two strongly magnetized runs (r302a9mad and r302a9madhb, first two panels) the points cluster along $\varphi^2$ line (but for the very initial dark blue points), what is consistent with the prediction of the Blandford-Znajek power (see e.g., Penna et al. 2013c). The vertical spread of points below that line is significantly smaller for purely dipolar run r302a9madhb. The bottom panel corresponds to simulation r300a9 which has never accumulated significant magnetic field. As the result the $\varphi$ parameter never significantly exceeds $\varphi = 20$, and the accretion efficiency remains relatively low, but still larger than for the corresponding run r300a9 (Fig. 7). Because the energy output due to the Blandford-Znajek process is often in this case comparable with the accretion-related (which for a thin disk with $a_\ast = 0.9$ equals $\eta_\ast = 0.156$), the spread of points in the bottom panel of Figure 18 is significant.

\[4\] In 3D gas can make its way through the accumulated magnetic field by breaking axisymmetry via an interchange instability, (e.g., Li & Narayan 2004), but this is not possible in 2D. Hence 2D simulations cannot be trusted once they reach the MAD limit.)
Figure 17. Total ($\phi$, Eq. 39) and dipolar ($\phi_{dip}$, Eq. 50) magnetic flux parameter calculated at the BH horizon for runs (top to bottom) r302a9mad, r302a9madhb, and r300a9.

To assess if the energy outflow depends on the topology of the magnetic field crossing the horizon, we plot in Figure 19 the energy output normalized by $\phi^2$ (which quantity has a flat distribution) as a function of quantity parametrizing the field topology, which we define as,

$$T = 1 - |\phi_{dip}|/\phi.$$  

(52)

Purely dipolar and quadrupolar fields give $T = 0$ and $T = 1$, respectively. Figure 19 suggests that there is a weak dependence of the energy outflow on the topology of the magnetic field. Dipolar magnetic field on average produces stronger energy output, but purely quadrupolar field results in significant energy outflow as well.

3.4.2 Luminosity

In the standard model of a thin accretion disk, the whole gravitational energy liberated by viscosity is immediately transported by diffusion to the disk surface and emitted as radiation. As a result, the total (integrated over radius and frequency) radiative flux corresponds to the thin disk efficiency which depends only on the binding energy of gas at the disk inner edge (Eq. 2). The luminosity of a thin disk is therefore given by,

$$L_{\text{thin}} = \eta_0 \dot{M} c^2.$$  

(53)

Introducing the Eddington accretion rate (Eq. 1), we also have,

$$\frac{L_{\text{thin}}}{L_{\text{Edd}}} = \frac{\dot{M}}{\dot{M}_{\text{Edd}}}.$$  

(54)

Thin disks are radiatively efficient. According to the standard analytical modeling, it is no longer true when accretion rate is large, and the advective contribution to cooling is important. Such disks are called “slim” (Abramowicz et al. 1988), and their efficiency significantly drops down because photons can effectively be advected on the BH, instead of being radiated away.

Simulations of radiative, turbulent accretion disks show that the above picture is over-simplified. Because of the turbulent structure of the disk, other means of energy transport, e.g., magnetic buoyancy, convection, may be important. Energy is also carried out by jets or winds, which is not taken into consideration in analytical disk models. Finally, analytical models rely on separating the radial
and vertical structure equations, but this separation becomes questionable when the disk is geometrically thick. Detailed study of the energy transport inside global accreting disks is extremely interesting, but is not within the scope of this paper. In this section we limit ourselves to discuss various measures of the disk luminosities.

The most fundamental measure of the amount of energy extracted by accretion is the flux of “energy at infinity”, i.e., the flux of kinetic, internal, and radiative energies that can be deposited into the interstellar or intergalactic medium. The total flux of “energy at infinity”, i.e., the flux carried by accretion is the flux of “energy at infinity”, i.e., the flux of energy carried by photons to an observational point of view is the radiative luminosity, i.e., the flux of radiative energy flux equals to the average specific energy of the gas falling through the horizon. This is the quantity we considered in Section 3.4.1 (we evaluated it at a specific radius: $R = 15$).

Another measure of luminosity that is important from the observational point of view is the radiative luminosity, i.e., the flux of energy carried by photons to an observer. However, extracting this quantity from numerical simulations like ours is not straightforward. Ideally, one would like to know the disk equilibrium solution in the whole region extending from the BH horizon to the photosphere surface. As Figure 14 shows, the photosphere in the super-critical disks forms optically thin funnel near the axis, but extends far near the equatorial plane. Infact, the location of the photosphere near the equatorial plane is determined by the extent of the initial torus (Fig. 1), and the dynamics of gas ejected from its surface. Because of the limited duration of simulations, the inflow/outflow equilibrium is reached only within $R \lesssim 60$ near the equatorial plane — anything outside this radius is not consistent with the accretion solution, and rather reflects the initial state of each simulation. Therefore, calculating the radiative luminosity by integrating the radiative flux over the solid angle near the outer boundary would be meaningless. What is more, the outer radius adopted in this work, $R_{\text{out}} = 5000$, is still not enough to encompass the whole photosphere for the highest accretion rates.

For these reasons, when calculating the radiative luminosity, we limit the range of integration over $\theta$ to the optically thin funnel region. Photons that entered this region are expected to reach the observer because of low optical depth along the line of sight. In this way, this measure of luminosity, calculated as,

$$L_{\text{rad}} = \frac{1}{2\pi} \int F_{\text{rad}} \sqrt{-g} \ d\theta,$$

may be interpreted as the lower limit of radiative luminosity (photons may diffuse into the optically thin funnel from the optically thick wind beyond the boundaries of the domain). For completeness, we calculate also the total energy flux in the funnel region,

$$L_{\text{tot}} = \frac{1}{2\pi} \int F_{\text{rad}} \sqrt{-g} \ d\theta.$$

We evaluate both of these quantities at the limiting radius of steady state $R = R_f$ (see Table 2 for values). The corresponding efficiencies are calculated in a similar way to Eq. 56. Knowing the luminosity inside the optically thin region we may also calculate the average radiative flux there in units of the isotropic Eddington flux, $F_{\text{Edd}} = L_{\text{Edd}}/4\pi R^2$,

$$\frac{F_{\text{rad}}}{F_{\text{Edd}}} = \frac{1}{1 - \cos \theta_i} \frac{L_{\text{rad}}}{L_{\text{Edd}}} L_{\text{tot}}.$$

where $\theta_i$ is the opening angle of the funnel.

These three measures of luminosity, together with the measure of the radiative flux in the funnel for the same BH spin and accretion rate are given in Table 2. The numbers in brackets give the corresponding efficiencies. For comparison, the radiative luminosities and efficiencies of the analytical thin and slim disk models are also listed.

The third column in Table 2 gives the total luminosity, $L_{\text{tot}}$. All the simulations with a non-rotating BH show consistent accretion efficiency, $\eta_{\text{tot}} = 0.043 \pm 0.049$ (that fraction of the accreted rest mass energy is liberated in all other forms of energy). This number is slightly lower than the thin disk efficiency ($\eta$ = 0.057) and indicates that gas falls onto the BH with slightly higher specific energy than the one corresponding to test particles at ISCO. The efficiency of simulated disks is significantly higher than the efficiency of slim disks which predict significant drop in efficiency with increasing accretion rate (down to $\eta_{\text{hum}} = 0.001$ for $\sim 300M_{\text{Edd}}$) due to the
 photon trapping and advection. This fact results from the presence of outflows in the numerical simulations, which are ignored in the slim disk approach.

The total accretion efficiencies for the runs with spinning BHs are significantly higher because of the extra source of energy — the Blandford-Znajek mechanism extracting the rotational energy of the BH. The two runs initiated with single loop of magnetic field (r302a9madhb and r302a9mad) have higher efficiencies than the one initiated with multiple quadrupolar loops (r309a9) because they managed to accumulate more magnetic flux at the horizon (Fig. 17). The exact values of these efficiencies depend on the average magnetic flux parameter in the period of time used for averaging ($\phi \approx 20$ for r302a9madhb and r302a9mad).

The fourth and fifth columns of Table 2 show the total and radiative efficiencies measured by integrating the corresponding energy fluxes inside the optically thin funnel at some large radius $R_f$ (given in the last column). The two simulations with the highest accretion rates were so optically thick that there was virtually no photosphere inside the simulation domain. The other three runs with a non-rotating BH show that the larger the accretion rate (and narrower the funnel), the smaller fraction of the total and radiative energy fluxes escapes through the funnel. The remaining part flows out in the optically thick region of outflow, and may ultimately cross the photosphere (outside of the simulation domain), or get absorbed by the gas increasing its thermal or kinetic energies. In the case of the run r299a0, accreting at the lowest rate ($2.1\ M_{\odot}$/yr), nearly all the energy escapes through the funnel, mostly in form of the radiative flux. The simulations with spinning BHs show that the efficiencies of the energy fluxes in the funnel are significantly lower than the net efficiencies ($\eta$), reflecting the fact that most of the energy is bound in an outflowing optically thick wind.

Although the radiative luminosities in the funnel are moderate for the non-rotating BH disks, the effective flux of radiation in the funnel (sixth column in Table 2) significantly exceeds the Eddington value because of the small solid angle covered by the radiative flux there. Already for simulation r299a0 ($\dot{M} = 2.1\ M_{\odot}$/yr) the effective flux exceeds the isotropic Eddington flux more than six times. The fluxes are even higher for the simulations with a spinning BH, where the radiative flux in a narrow funnel is amplified by spin-related extra energy outflow.

Very large optical depths would imply effective photon trapping. In Figure 20 we compare the viscous timescale, $t_{\text{vis}} = \frac{R}{\bar{u}'}$, where $\bar{u}'$ is the average inflow velocity, with the photon (vertical)

### Table 2. Accretion disk luminosities

<table>
<thead>
<tr>
<th>Model</th>
<th>$M$</th>
<th>$L_{\text{tot}}$ $(\dot{M}_{\text{Edd}})$</th>
<th>$L_{\text{ad}}$ $(\dot{M}_{\text{Edd}})$</th>
<th>$L_{\text{rad}}$ $(\dot{M}_{\text{Edd}})$</th>
<th>$F_{\text{rad}}$</th>
<th>$L_{\text{thin,rad}}$ $(\dot{M}_{\text{Edd}})$</th>
<th>$L_{\text{slim,rad}}$ $(\dot{M}_{\text{Edd}})$</th>
<th>$R_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>r302a0</td>
<td>559</td>
<td>456 (0.046)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>559 (0.057)</td>
<td>12.1 (0.001)</td>
<td>-</td>
</tr>
<tr>
<td>r301a0</td>
<td>73.1</td>
<td>55.4 (0.043)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>73.1 (0.057)</td>
<td>9.0 (0.007)</td>
<td>-</td>
</tr>
<tr>
<td>r301a1</td>
<td>24.3</td>
<td>19.0 (0.045)</td>
<td>5.39 (0.013)</td>
<td>1.50 (0.004)</td>
<td>39.1</td>
<td>24.3 (0.057)</td>
<td>6.7 (0.016)</td>
<td>4800</td>
</tr>
<tr>
<td>r309a0</td>
<td>9.6</td>
<td>7.31 (0.043)</td>
<td>3.45 (0.020)</td>
<td>2.11 (0.013)</td>
<td>7.19</td>
<td>9.6 (0.057)</td>
<td>4.6 (0.027)</td>
<td>2000</td>
</tr>
<tr>
<td>r299a0</td>
<td>2.1</td>
<td>1.81 (0.049)</td>
<td>1.80 (0.049)</td>
<td>1.65 (0.045)</td>
<td>6.53</td>
<td>2.1 (0.057)</td>
<td>1.8 (0.049)</td>
<td>1200</td>
</tr>
<tr>
<td>r302a0madhb</td>
<td>3050</td>
<td>5080 (0.260)</td>
<td>527 (0.027)</td>
<td>240 (0.012)</td>
<td>5100</td>
<td>3050 (0.156)</td>
<td>12.9 (0.0007)</td>
<td>4700</td>
</tr>
<tr>
<td>r302a0mad</td>
<td>2060</td>
<td>3290 (0.249)</td>
<td>176 (0.013)</td>
<td>110 (0.008)</td>
<td>19000</td>
<td>2060 (0.156)</td>
<td>12.7 (0.001)</td>
<td>4700</td>
</tr>
<tr>
<td>r309a0</td>
<td>11.9</td>
<td>7.93 (0.104)</td>
<td>4.33 (0.057)</td>
<td>2.60 (0.034)</td>
<td>37.6</td>
<td>11.9 (0.156)</td>
<td>5.2 (0.068)</td>
<td>3200</td>
</tr>
</tbody>
</table>

Accretion rates, luminosities, and fluxes are given in the Eddington units; numbers in brackets give the accretion efficiency, $\eta = \dot{M}/\dot{M}_{\text{Edd}}$. $L_{\text{tot}}$ - total energy flux measured at $R = 15$, $L_{\text{ad}}$, $L_{\text{rad}}$ - respectively total and radiative energy flux measured at $R_f$ within the optically thin funnel, $F_{\text{rad}}$ - average radiative flux inside the optically thin region measure at $R_f$, $L_{\text{thin,rad}}, L_{\text{slim,rad}}$ - radiative luminosities of a thin and slim disk (Szidzik 2009), respectively, with given BH spin and accretion rate.

**Figure 20.** Viscous and diffusive timescales for the four super-critical disks.

where $\tau_{\text{vis}}$ and $H$ are the total vertical optical depth, and disk density scaleheight, respectively. The fact that the viscous timescale is significantly shorter suggests that most of the photons inside the disk are trapped and effectively advected inward (the solutions are advection-dominated). Indeed, Figure 7 shows that the net trapping radius for photons is located at $R \approx 20$. Despite effective photon trapping, the disk is able to liberate significant fraction of the accreted rest mass energy. Therefore, the energy dissipated by viscosity must be efficiently trasported outward by other processes. Outflows ejected by magnetic fields most likely play a crucial role. Detailed investigation of the means of energy transport will be done in one of the following works.

### 3.5 Unstable thin disks

In previous sections we discussed simulations of disks around both rotating and non-rotating BHs, accreting at rates exceeding the Eddington limit. The ultimate accretion rate of a given disk was determined by the density of the initial equilibrium torus. It is therefore straightforward to attempt to simulate disks accreting at lower rates, comparable and lower than the Eddington limit. One would expect, based on the standard thin disk theory, that such disks would be thinner, colder, and accreting with lower velocities. Simulating them would be also more challenging — thinner disks require smaller grid cells near the equatorial plane what suppresses the time
Figure 21. Accretion rate history for the unstable thin disks.

step, and lower radial velocities imply longer viscous timescales, requiring longer, more expensive simulations. What is more, once the accretion rate drops below \( \sim 5 \dot{M}_{\text{Edd}} \) (Sadowski 2011), disk solutions are expected to leave the slim disk branch, and enter the thermally unstable regime of radiation pressure dominated, radiatively efficient disks.

To our knowledge, so far only Ohsuga & Mineshige (2011) attempted to simulate such thin accretion disks with an MHD code. However, the thin disk model described there was not supported by dissipative heating — the lack of resolution suppressed the MRI, and the disk collapsed because of insufficient heating rate.

Simulating thin accretion disks is for these reasons very challenging and expensive. It is clear that in the near future no 3D MHD simulation could even approach simulating disks with accretion rates \( \dot{M} \sim 0.1 \dot{M}_{\text{Edd}} \). This may be feasible, however, in axisymmetry with sub-grid dynamo, which allows for long lasting simulations. In this section we describe our first attempt to resolve sub-critical, geometrically thin disks.

We performed five simulations initiated with torus densities lower than for the simulations described so far (Table 1). Four of them were simulated with a non-rotating BH, and one with BH spin \( a_*=0.9 \). Figure 21 shows the accretion rate history for these simulations. All runs but for \( r299a0 \) quickly ceased accreting gas after a short (lasting \( \sim 10,000 \) GM/c\(^2\)) episode of efficient accretion with \( M \sim 0.1 \dot{M}_{\text{Edd}} \). Only run \( r299a0 \) managed to accrete gas consistently for a longer period of time. Until \( t=60,000 \), the accretion rate oscillated around \( 2 \dot{M}_{\text{Edd}} \). Afterwards, it went down, only to come back to the original value around \( t=90,000 \), and finally showed rapid decrease and ceased at \( t=140,000 \).

Figure 22 shows snapshots of density in run \( r299a0 \) at various moments of time. The topmost panel corresponds to the episode of continuous accretion at \( t<60,000 \), and shows a relatively thin (density scaleheight at \( H/R \approx 0.2 \)), turbulent accretion disk. At \( t=75,000 \) (second panel), corresponding to the first dip in the accretion rate, the innermost part of the disk was significantly thinner and denser. At \( t=100,000 \), when the accretion rate was again consistent and around \( 2 \dot{M}_{\text{Edd}} \), the disk looked exactly as in the topmost panel. This was followed by another decrease in accretion rate, and corresponding compression of the innermost region (\( t=125,000 \)). This time, however, the disk did not manage to recover its original state, and, as the two bottom-most panels of Figure 22 show, collapsed to a very thin and high density state. At that point, the vertical resolution, although already extremely high, was not enough to sustain turbulence, MRI ceased, and accretion stopped.

Figure 23 shows the evolution of disk thickness and mean temperature at fixed radius \( R=15 \) for the four collapsing runs around non-rotating BHs. All the runs show initial increase of thickness and temperature before \( t=10,000 \) from values intrinsic to the initial torus, towards the values corresponding to a turbulent, accreting flow. Only run \( r299a0 \) manages to sustain that state for significant time. The temperature and disk thickness are correlated with each other for all the runs. The evolution of run \( r299a0 \) suggests that drop in temperature preceeds decrease of disk thickness. This fact
suggests, that disk thickness adjusts to the pressure in the disk to maintain vertical hydrostatic equilibrium. Ultimately, run 299a0 shows runaway cooling and collapses, as the other runs did much earlier.

Such runaway cooling could take place because of insufficient resolution leading to not resolving MRI, and effectively suppressing the heating rate. To reject this possibility we show the MRI resolution parameter $Q^\alpha$ (Eq. 42) in Figure 23 at times directly preceding the collapse for each of the five runs. Values of $Q^\alpha$ in the innermost ($R < 10$) region, where the collapse begins, fall in range $7 \lesssim Q^\alpha \lesssim 30$, and suggest that MRI is properly resolved there. To further verify that our choice of resolution is enough we performed two additional simulations similar to run 299a0 but with nearly doubled the resolution in the polar angle for one run, and in radius for the other. They both showed exactly the same behavior.

The accretion rates of these five runs (Fig. 21) suggest that they belong to the thermally unstable branch of solutions, outside the region where advective cooling can act to stabilize against thermal collapse. For a radiation pressure dominated radiatively efficient disk with $\alpha$-viscosity, the heating rate ($Q^\alpha \propto \alpha^2 p_0^2 H \propto p_0^2$) has a steeper dependence on the midplane total pressure $p_0$ (at fixed surface density and $\alpha$ viscosity parameter) than the radiative cooling rate ($Q^\alpha \propto T^4 \propto p_0$). This fact inevitably leads either to a local runaway collapse or expansion of the disk, and may trigger a large scale evolution of the disc structure (limit cycle) similar to the one seen in dwarf nova outbursts (see Lasota 2001 for a review).

The fact that run 299a0 shows significantly less rapid collapse may be explained by the fact that its accretion rate is very close to the turnover point at $\dot{M} \approx 5\dot{M}_{\text{edd}}$. We believe that this mechanism is behind the collapse observed in our simulations. More detailed study of the energy balance is beyond the scope of this paper.

One of the major puzzles in our understanding of BH accretion disks is the fact that the thermal instability suggested by the $\alpha$-viscosity model (and seen in our simulations) does not take place for most, if not all of the BH binaries, which show steady lightcurves even for luminosities corresponding to the unstable range of accretion rates. Most tempting explanation would be to say that the assumption that $\alpha$-viscosity properly described the viscous stress-energy tensor arising from MRI-driven turbulence is wrong. This could be verified by performing local simulations of vertically stratified, radiation-pressure dominated gas. Initial work by Hirose et al. (2009a), performed with the flux-limited diffusion radiative transfer scheme, suggested that turbulent flows in this regime are indeed thermally stable. However, Jiang, Stone, & Davis (2013) repeated their study using improved radiative closure, and showed that the stability is affected not only by the way the radiation is treated, but also by the size of the box considered. For their most reliable setup, the disk annuli was shown to be thermally unstable. Therefore, the puzzle remains open.

One has to keep in mind, that although the dynamo-sustained turbulence that characterizes our axisymmetric accretion disks has mean properties similar to the 3D turbulence, some aspects of it, e.g., response to compression, may be different from properties of 3D turbulence. Therefore, to study thermal stability self-consistently, one has to ultimately perform 3D simulations. Our model may provide only limited insights into this issue.

4 SUMMARY AND DISCUSSION

In this paper we have introduced a new sub-grid prescription for the magnetic dynamo that allows axisymmetric simulations of accretion disks to be run for arbitrarily long times. The dynamo model generates a weak correction to the global poloidal field, and drives it towards the properties of a 3D saturated turbulent state, namely, the proper value of the magnetic field angle (Eq. 29) and magnetic to total pressure ratio (Eq. 30). We have implemented the dynamo model into a radiative, general relativistic, ideal MHD code KORAL. We also introduced a viscous correction to the M1 radiative closure scheme which prevents artificial shocks of the radiation field near the rotation axis.

We performed a set of twelve axisymmetric, global simulations of optically thick accretion disks. From among them, seven evolved into quasi-stationary, super-Eddington accretion disks, and the remaining five, corresponding to disks with the lowest, mostly sub-Eddington, accretion rates, collapsed because of runaway cooling.

Our study shows that:

(i) The proposed sub-grid dynamo prescription effectively prevents the poloidal magnetic field from decaying, and successfully
drives the properties of the magnetic field towards the prescribed characteristics corresponding to the saturated state as inferred from 3D shearing sheet simulations. However, the agreement is not perfect inside the innermost stable orbit, where the radial velocities and magnetization are the largest.

(ii) The viscous correction to the M1 closure described in Appendix B successfully smooths the radiative field near the polar axis. Nevertheless, M1 closure still has its own limitations, and a more detailed study is required to assess how important the choice of closure scheme is for the dynamics of an accretion flow.

(iii) Optically thick accretion can take place in a quasistationary way for accretion rates \( M \lesssim 2M_{\text{Edd}} \). Simulations initiated with tori designed to provide lower accretion rates exhibited a run-away cooling leading to a disk collapse. The fact that the MRI seemed to be resolved before the collapse, and the critical accretion rate below which the collapse occurs \( (M_{\text{crit}} \approx 2M_{\text{Edd}}) \) is where the transition between the middle, radiation pressure-dominated, and the top, advection-dominated, branches is expected suggest that this is the result of a thermal instability. However, more detailed analysis is required to confirm this hypothesis. One should also keep in mind that although our dynamo-saturated magnetic field has similar properties to saturated fields obtained in 3D studies, our disks are turbulent only in the poloidal plane. Ultimately 3D simulations are needed for a self-consistent study of the onset of thermal instability.

(iv) The simulations of super-Eddington accretion flows we performed suggest that the radius outside which outflow in a wind is present \( (R \approx 20, \Delta = 10 \) for \( a_* = 0 \) and \( 0.9 \), respectively) is smaller than for corresponding simulations of radiatively inefficient, optically thin disks [Narayan et al. 2012, Sadowski et al. 2013b]. This fact suggests that winds are more effectively driven out in radiation-pressure supported optically thick disks. Within the range of accretion rates explored in our simulations with \( a_* = 0 \) \( (2 \lesssim M/M_{\text{Edd}} \lesssim 500) \) the relative power of the wind seems to be independent of the accretion rate. Extending this trend down would suggest that similar outflows may also occur in thin disks accreting at low rates and affect their dynamics.

(v) The total efficiency of super-critical accretion on a non-rotating BH is consistent among all four simulations we performed and corresponds to extraction of \( \sim 4\% \) of the accreted rest mass energy, independent of the accretion rate. This is slightly less than the efficiency corresponding to a classical thin accretion disk around a non-rotating BH \( (\eta_0 = 0.057) \), but is much higher than the efficiencies predicted by the slim disk model (e.g., Sadowski 2011). This extra efficiency is related to the existence of outflows ejected by accretion. Because of limited duration and limited size of the simulation domain, we are not able to give exact radiative luminosities, and instead can only provide a lower limit (corresponding to the luminosity from inside the optically thin region of the domain). In most cases, this radiative luminosity estimate comprises only a small fraction of the total flux of outflowing energy.

(vi) Accretion disks around spinning BHs extract rotational energy from the BH, and this energy extraction process constitutes a large fraction of the total energy efficiency for the system. The energy extraction rate attributed to the Blandford-Znajek mechanism has comparable efficiency to that measured in 3D simulations of optically thin advection dominated accretion flows (ADAFs). In this work, we are not able to study this in detail — axisymmetric simulations are limited to relatively weak magnetic fields at the BH, and thus we cannot resolve the magnetically arrested state (MAD).

(vii) The sub-grid dynamo model generates a turbulent field which overwrites the topology of the initial magnetic field (assuming weak starting fields). As a result, the magnetic field threading the horizon is not a simple dipole. It often changes polarity, and may have multipolar structure owing to the tangled nature of turbulent magnetic fields. Despite the complex multipolar nature of the magnetic field, the end result still seems to be efficient energy extraction from the BH at levels comparable to the prediction from the BZ mechanism. On average, the rapidly varying configuration has only slightly lower efficiency than a structured purely dipolar field.

(viii) Super-critical accretion is optically thick, and the photosphere may be located very close to the polar axis. For accretion rates exceeding \( \sim 2M_{\text{Edd}} \), there is no optically thin region at all inside \( R = 5000 \). In all cases, gas gradually rarifies, the funnel opens and photons diffuse into it from the optically thick region of outflowing gas.

(ix) The radiative luminosities in the funnel for the runs with a non-rotating BH are relatively low \( (1.5 \div 2.11L_{\text{Edd}}) \) despite significantly super-Eddington accretion rates. However, the corresponding radiative fluxes near the polar axis are extremely high, reaching \( \sim 1000 \) times the Eddington flux, \( F_{\text{Edd}} = L_{\text{Edd}}/4\pi R^2 \). It shows, that the radiative emission from a super-critical accretion disk is strongly collimated along the axis. If only a source with moderate accretion rate is observed down the funnel, the apparent luminosity of such a source will be orders of magnitude higher. To assess the relevance of this effect to the ultraluminous X-ray sources, detailed radiative transfer modeling is required.
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APPENDIX A: SUBGRID DYNAMO

We describe here the model we use to introduce an effective magnetic dynamo mechanism in an axisymmetric ideal MHD simulation. We start with the mean magnetic field evolution equation (Brandenburg 2001),

$$\frac{\partial \mathbf{B}}{\partial t} = \eta \nabla^2 \mathbf{B} + \alpha \nabla \times \mathbf{B},$$

(A1)

where \(\alpha\) and \(\eta\) are the dynamo and magnetic diffusivity coefficients, respectively. The first term on the left hand side describes the dynamo effect which generates poloidal magnetic field, and the second corresponds to the dissipation of the magnetic field. We treat the two components independently.

A1 \(\alpha\)-effect

The magnetic field generation term may be written in the form,

$$\frac{\partial \mathbf{B}_p}{\partial t} = \alpha (\nabla \times \mathbf{B})_p,$$

(A2)

where we restrict ourselves to the generation of orthonormal poloidal component \(\mathbf{B}_p\). We expect field generation to happen on a dynamical timescale \(\Omega_K^{-1}\); therefore we introduce normalization factors,

$$\frac{1}{|\mathbf{J}_p|} \frac{\partial \mathbf{B}_p}{\partial t} = \alpha \left(\nabla \times \mathbf{B}_p \right),$$

(A3)

where \(\mathbf{J}_p = (\nabla \times \mathbf{B})_p\) is the poloidal current, the magnitude of which we approximate as,

$$|\mathbf{J}_p| = \left|(\nabla \times \mathbf{B}_p)\right| \approx \frac{|\mathbf{B}_p|}{H},$$

(A4)

with \(H\) being the disk scale height at the given radius.

The poloidal magnetic field may be expressed as,

$$\mathbf{B}_p = (\nabla \times \mathbf{A})_p,$$

(A5)
where $\dot{A}$ is the vector potential. Putting Eqs. A3, A4 and A5 together, we get,

$$\frac{\partial}{\partial t} (\nabla \times \dot{A})_0 = \Omega_k \alpha (\nabla \times \dot{B})_0 \frac{[\dot{B}_\theta]_0}{|\dot{B}_\psi|}. \tag{A6}$$

Now we assume that all the terms outside the brackets are invariant with respect to curl, and get,

$$\frac{\partial \dot{A}_\theta}{\partial t} = \Omega_k \alpha B_\theta \frac{[\dot{B}_\theta]_0}{|\dot{B}_\psi|}, \tag{A7}$$

where we retain only the azimuthal components of the vector potential and magnetic field inside the curl since they are the source of the poloidal field.

Local 3D simulations of MHD turbulence, either in the shearing sheet approximation (e.g. Guan et al. 2009; Jiang, Stone, & Davis 2013), or global (Sorathia et al. 2012), have shown that the turbulent magnetic field saturates at a magnetic field angle,

$$\xi = \frac{b^\theta}{b^\psi} \approx \frac{|\dot{B}_\theta|}{|\dot{B}_\psi|} = \xi_{\text{dyn}} \approx \frac{1}{4}. \tag{A8}$$

We include this number into Eq. A7 and get,

$$\frac{\partial \dot{A}_\theta}{\partial t} = \alpha \xi_{\text{dyn}} \Omega_k H B_\psi, \tag{A9}$$

where $\alpha_{\text{dyn}} = \alpha \xi_{\text{dyn}} \approx \alpha/4$. This is our basic dynamo prescription, except that we need some control factors.

We want to make sure that the dynamo does not generate too much poloidal magnetic field which would make the magnetic field angle exceed the expected value (Eq. A8). In three-dimensions, the dynamo is self-regulated, but it has to be limited manually in axisymmetry. We therefore introduce a factor,

$$f_\chi = \max \left( \frac{\xi_{\text{dyn}} - \xi}{\xi_{\text{dyn}}}, 0 \right), \tag{A10}$$

which turns the dynamo off in regions that already have sufficient poloidal magnetic field.

The dynamo results partly from magnetic buoyancy which bends toroidal magnetic field lines and allows them to create poloidal field. Therefore, it is reasonable to assume that the dynamo effect is antisymmetric with respect to the equatorial plane. We impose this by introducing a factor,

$$f_\text{eq} = \frac{R}{H} \frac{\pi/2 - \theta}{\pi/2}, \tag{A11}$$

where $H$ and $R$ are the local density scale height and radius, respectively, and $\theta$ is the polar coordinate.

The magnetic field saturates at the level discussed here only in the turbulent body of a disk. In the corona, the dynamo may not be as effective, and may lead to a completely different saturation state. Therefore we limit the sub-grid dynamo model to the interior of the disk, by introducing another scaling factor,

$$f_\beta = \max \left( 1 - \left( \frac{\pi/2 - \theta}{\Theta_{H}} \right)^2, 0 \right), \tag{A12}$$

where $\Theta_{H}$ is the polar angle corresponding to the density scale-height calculated after each time step according to Eq. 40

Finally, we wish to eliminate the dynamo within the plunging region where the flow is more laminar than turbulent. We achieve this through another factor,

$$f_\kappa = \frac{1}{1 + \exp \left( -2.94 \frac{\theta - \text{ISCO}}{\Theta_{\text{ISCO}}} \right)}, \tag{A13}$$

which smoothly goes from $f_\kappa = 1$ for $R \gg R_{\text{ISCO}}$ to $f_\kappa = 0$ close to the BH horizon.

Applying the factors introduced above into Eq. A9 we get the ultimate formula for orthonormal coordinates,

$$\frac{\partial \dot{A}_\theta}{\partial t} = \alpha \xi_{\text{dyn}} \Omega_k R B_\psi f_\kappa f_\chi f_\text{eq}. \tag{A14}$$

This can be generalized to non-orthonormal coordinates by,

$$\frac{\partial \dot{A}_\theta}{\partial t} = \alpha \xi_{\text{dyn}} \Omega_k R_{\text{iso}} B_\psi f_\kappa f_\chi f_\text{eq}, \tag{A15}$$

where for simplicity we considered only diagonal terms of the metric. The above formula is applied in a finite difference form (Eq. [2]) after each time step to generate a dynamo-induced purely toroidal vector potential, which provides a weak correction to the poloidal magnetic field, which is then super-imposed on top of the preexisting field.

### A2. $\Omega$-effect

The mechanism described in the previous section constantly injects poloidal magnetic field in regions where the magnetic field angle (roughly equal to the ratio of poloidal to toroidal components) is too low. Radial magnetic field created this way is then sheared by the differential rotation creating extra toroidal component. In axisymmetry there is no mechanism to suppress this mechanism, and the gas quickly becomes over-magnetized. In 3D the magnetic pressure saturates roughly at 10% of the total pressure (Eq. 30, Blackman, Fenna, & Vannière 2008; Hirose et al. 2009; Jiang, Stone, & Davis 2013). To enforce this condition we damp the lab-frame toroidal component of the magnetic field on the dynamical timescale according to,

$$\frac{dB^\beta}{dt} = -\beta_{\text{damp}} \Omega_k B^\beta f_R f_\kappa f_\text{eq}, \tag{A16}$$

where $f_R$ (Eq. A13) and $f_\kappa$ (Eq. A13) ensure that the damping occurs only outside the ISCO and within one scale-height, and the factor $f_R$,

$$f_\kappa = \max \left( \beta^\kappa - \beta_{\text{damp}} \frac{\beta^\kappa}{\beta_{\text{damp}}}, 0 \right), \tag{A17}$$

restricts the damping to over-magnetized regions ($\beta^\kappa > \beta_{\text{damp}} = 0.1$).

### A3. Validation

To evaluate the effectiveness of the sub-grid dynamo model, and to compare it with 3D simulations, we performed a test non-radiative, global, GRMHD simulation set up in a similar way to the $a_*=0.0$ SANE model from Narayan et al. (2012). We used exactly the same initial torus as in the reference 3D simulation. We threaded the torus with multiple quadrupolar loops of a weak magnetic field, resembling the initial state for the corresponding radiative runs discussed in the main part of the paper. We used a grid of 256x256 points with cells spaced logarithmically in radius and uniformly in polar angle. The adopted vertical resolution was a factor of two higher than the cell corresponding to the density scale height. The adopted vertical resolution was a factor of two higher than the cell corresponding to the density scale height. The adopted vertical resolution was a factor of two higher than the cell corresponding to the density scale height. The adopted vertical resolution was a factor of two higher than the cell corresponding to the density scale height. The adopted vertical resolution was a factor of two higher than the cell corresponding to the density scale height.
in the simulation. At $t = 100$ (top panel), the MRI has not yet developed and the poloidal magnetic field (right panel) follows the initial configuration. However, although initially there was no azimuthal magnetic field, differential rotation quickly stretches the radial component and generates toroidal field, $B^\phi$, which triggers the dynamo action. The left panel shows the dynamo correction (contour levels are arbitrary) which was obtained by taking the curl of the dynamo-generated vector potential $A_\phi$ (Eq. A15) which follows $\propto R B^\theta$. One may expect flipping polarity of the resulting dynamo field where this quantity changes sign. This is indeed the case, as the dashed contours in the left panel of Figure A1 show. A similar flip takes place at the equatorial plane because of the assumed antisymmetry (Eq. A11). The vertical extent of the region affected by the dynamo is limited by the density scaleheight through Eq. A12.

The bottom panel of Figure A1 shows an advanced stage of the test simulation ($t = 100,000$). The MRI-driven turbulence is still evident despite the very late time (for comparison turbulence in the same disk evolved without the sub-grid dynamo decays after $t \approx 5,000$). Turbulent disk structure implies turbulent distribution of $B^\phi$ which results in more chaotic dynamo contribution, as seen in the left panel. Once again, the poloidal loops flip signs where $R B^\theta = 0$ (dashed contours), and at the equatorial plane.

To obtain the mean properties of the magnetic field, we averaged the disk solution over time $t = 50,000 \div 100,000$. In Figure A2 we plot the magnetic field angle $\xi$ (solid lines), and the magnetic to total pressure ratio $\beta'$ (dashed lines) for our test simulation, and, for comparison, for the 3D reference run. In the test simulation, the magnetic field angle settled down on the prescribed value $\xi_{\text{dyn}} = 0.25$ for the whole converged region ($R \leq 75$) outside the marginally stable orbit. The magnetic field angle inside the ISCO, where the dynamo model is not applied (Eq. A13), departs from $\xi_{\text{dyn}} = 0.25$ and increases, although non-monotonically, towards the horizon. The mean magnetic field angle obtained in the 3D simulation is closer to 0.2 and smoothly increases towards the horizon. The two profiles are in qualitative agreement. We suspect that the 3D run gave an angle of 0.2 rather than the more accurate value of 0.25 (Sorathia et al. 2012), because of insufficient resolution.

The magnetic to total pressure ratio in our test axisymmetric simulation is close to the prescribed value $\beta'_{\text{damp}} = 0.1$ near the radius of convergence ($R \approx 75$) and slowly increases inward, reaching $\beta' \approx 0.3$ at the ISCO. Inside that critical radius, it grows rapidly towards the horizon as the gas in the plunging region is highly magnetized. The departure of the pressure ratio from the target value $\beta'_{\text{damp}} = 0.1$ results from the fact that the radial velocity in a radiatively inefficient flow is large enough not to give the damping prescription (Eq. A16) enough time to balance the shearing-induced generation of the toroidal magnetic field. A similar increase in magnetization is clear also in the 3D run. However, the value of the pressure ratio in the 3D simulation was significantly lower ($\beta' \approx 0.02$ for $R \geq 30$), is inconsistent with results from local shearing sheet studies (e.g., Blackman, Penna, & Varnière 2008; Jiang, Stone, & Davis 2013). Once again, we suspect this is a result of inadequate resolution.

APPENDIX B: RADIATIVE VISCOSITY FOR M1 CLOSURE

The radiative closure scheme adopted in this work, the M1 closure, limits the set of possible angular distributions of the radiation. M1 assumes that the specific intensity in the lab frame can be obtained
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by boosting an isotropic distribution. This is a strong assumption and, obviously, often will not be satisfied. The simplest case in which M1 closure fails, is a problem consisting of two discrete, isotropic sources of light, emitting into an optically thin medium. M1 closure allows for specific intensities boosted only along one direction – the direction of the net flux (while the photons want to cross each other and propagate in two distinct directions). The result is that M1 causes an unphysical pile up of photons where the two beams cross.

Fortunately, accretion disks almost never have distinct point sources of radiation where the radiation field can clash with other point sources. Photons are generated at the photosphere, which is a continuous extended source (though it may be turbulent and clumpy). Therefore, M1 closure is expected to work reasonably well for disks.

However, M1 closure has another flaw which may be important for BH accretion disks. As discussed in the Appendix in Sadowski et al. (2013a), photons emitted from rotating disk, when approaching the polar axis, mix in a way that overestimates their angular momentum and prevents radiation from reaching the axis, creating a shock-like discontinuity in the radiation field just off the axis. In simulations, this feature appears intermittently due to the turbulent nature of the accretion flow, and is more pronounced for thin disks.

In this paper we overcome this flaw by introducing an artificial viscosity in the radiation field which diffuses the shock and drives the radiation field towards a more realistic distribution.

In hydrodynamics, the viscous contribution to the gas stress-energy tensor is often calculated as the product of a dynamic viscosity coefficient and the shear tensor which describes the rate of shear of fluid velocities (Landau & Lifshitz 1959). In the covariant formulation of the M1 closure used in this paper, the radiation field is described using the velocity of the radiation rest frame, \( u^\sigma \) and its energy density in that frame, \( E_R \). The correspondence between the description of the gas and radiation, makes it possible to apply a similar formalism for viscosity in context of the radiation field by using the radiative rest frame velocities to calculate the (radiative) shear tensor, and to use the radiative energy density to calculate the corresponding viscosity coefficient.

We therefore introduce a viscous correction to the radiative stress energy tensor,

\[
R_{\nu \mu}^{\text{visc}} = -2v E_R \sigma_{\nu \mu} \tag{B1}
\]

where \( v \) is the viscosity coefficient (defined below), \( E_R \) is the radiative energy density in the radiation rest frame, and \( \sigma_{\nu \mu} \) is the shear tensor, calculated from the radiation rest frames velocity field \( u^\sigma_R \) through,

\[
\sigma_{\nu \mu} = \frac{1}{2} \left( u^\sigma_{R,\nu} P^{\mu \sigma} + u^\sigma_{R,\mu} P^{\nu \sigma} - \frac{1}{3} P^{\rho \sigma} \right), \tag{B2}
\]

where \( P^{\rho \sigma} = \delta^{\rho \sigma} + u^\rho_R u^\sigma_R \) is the projection tensor. The derivatives are calculated using radiative velocities from the previous time step, and the time derivatives are set to zero for stability (compare Duez et al. 2004). The viscous coefficient \( v \) is set to some fraction \( \alpha \) of the mean free path of photons, \( \lambda \),

\[
v = \alpha \lambda, \tag{B3}
\]

where we estimate the mean free path as the inverse of the mean opacities, but limited in the optically thin limit to the local radial coordinate \( R \).

\[
\lambda = \min \left( R, \frac{1}{\rho(k_\sigma + k_\epsilon)} \right). \tag{B4}
\]

The radiative viscosity is supressed in optically thick regions because \( \lambda \) becomes very small.

The viscous correction to the radiative stress-energy tensor (Eq. B1) is applied only when calculating fluxes at the cell faces (Eq. 2). Because we do not modify the algorithm, and apply the advective operator explicitly, we need to make sure that the viscous correction does not violate the usual Courant stability criterion (Press et al. 1986). For this purpose, we limit \( v \) (Eq. B3) with,

\[
v_{\text{lim}} = \frac{\Delta x_{\text{min}}}{2 \Delta t} \tag{B5}
\]

where \( \Delta x_{\text{min}} \) is the length of the shortest cell edge, and \( \Delta t \) is the timestep.

The magnitude of the radiative viscosity is controlled by the parameter \( \alpha \). To choose the right value we compare the synthetic radiation field generated by a radiating slab resembling a thin accretion disk, with the analytical solution obtained in the Newtonian approximation following Tajima & Fukue (1998). The latter is given by,

\[
e(\mu, \theta) \propto \int_0^{\pi} \int_0^{2\pi} \left( 1 - \frac{6}{R_{\text{e}}} \right) I_{\text{M1}}(\mu) \frac{1}{(1 + z_{\text{Dop}})^3} d\Omega, \tag{B6}
\]

where \( R_{\text{e}} \) is the radius at the equatorial plane, \( I_{\text{M1}}(\mu) \) is the angular distribution of photons at the disk plane with respect to angle \( \mu \), \( z_{\text{Dop}} \) is the Doppler factor due to the orbital motion in the disk plane, \( \nu^\sigma = R^{-1/2} \), and \( d\Omega \) is an element of solid angle.

We set up a corresponding problem in KORAL on a grid in spherical coordinates (no BH in the center), with radial coordinate spaced logarithmically. The opacities were set to zero, the radiative energy density at the lower, emitting boundary was set to,

\[
\dot{E} \propto \left( 1 - \frac{6}{R} \right) R^{-3}, \tag{B7}
\]

for \( R > 6 \), and the orthonormal radiative flux in the comoving frame was set to,

\[
F^\theta = -0.5 \dot{E}, \tag{B8}
\]

as appropriate for radiation escaping from optically thick slab. The corresponding specific intensity in the lab frame may be obtained by boosting the isotropic distribution with radiation rest frame velocity \( \beta = 0.394 \), to get (Rybicki & Lightman 1979),

\[
I_{\text{M1}}(\mu, \beta) = \frac{(1 - \beta^2)^2}{(1 - \beta \mu)^3}, \tag{B9}
\]

which describes the effective limb darkening of radiation from disk surface, and is used in Eq. B6. This form of limb darkening is implied by the intrinsic M1 assumption about the form of specific intensities, and, by accident, matches quite well with limb darkening induced from vertical structure of emitting disk (Chandrasekhar 1950).

Figure B1 compares the analytical and numerical solutions. White contours show the radiative energy distribution obtained from Eq. B6. Colors and black contours show the numerical solution obtained with KORAL for \( \alpha = 0 \) (first panel, no viscosity), 0.05, 0.1, and 0.5 (lower right panel). The numerical solution with no viscosity exhibits an unphysical funnel near the axis that is devoid of radiation. This feature disappears once radiative viscosity...
Figure B1. Comparison of the analytical radiation field (Eq. [26] light gray contours) with the numerical one (colors and dark contours) calculated using the M1 scheme and the radiative viscosity with $\alpha_{rv} = 0.0$, 0.05 (top panels, left to right), 0.1, and 0.5 (bottom panels).

Figure B2. Comparison of the radiative energy distribution for runs without (left) and with (right panel, $r300a0$) radiative viscosity at $t = 65,000$.

is included. Out of the three values of $\alpha_{r_v}$ considered, $\alpha_{r_v} = 0.1$ provides the best match to the analytical solution, and is the value adopted in the simulations described in the main part of this paper. Figure B2 shows a snapshot of the $r300a0$ simulation at $t = 65,000$ (right), and a corresponding snapshot from an otherwise identical simulation, but with no radiative viscosity (left panel). The latter clearly shows an empty, unphysical funnel near the axis (especially in the lower half). The empty region appears intermittently.