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ABSTRACT

In systems accreting well below the Eddington rate, such as the central black hole in the Milky Way (Sgr A*), the plasma in the innermost regions of the disk is believed to be collisionless and have two temperatures, with the ions substantially hotter than the electrons. However, whether a collisionless faster-than-Coulomb energy transfer mechanism exists in two-temperature accretion flows is still an open question. We study the physics of electron heating during the growth of ion velocity-space instabilities by means of multidimensional, fully kinetic, particle-in-cell (PIC) simulations. A background large-scale compression—embedded in a novel form of the PIC equations—continuously amplifies the field. This constantly drives a pressure anisotropy \( P_{\parallel} > P_{\perp} \) because of the adiabatic invariance of the particle magnetic moments. We find that, for ion plasma beta values \( \beta_{0i} \sim 5-30 \) appropriate for the midplane of low-luminosity accretion flows (here, \( \beta_{0i} \) is the ratio of ion thermal pressure to magnetic pressure), mirror modes dominate if the electron-to-proton temperature ratio is \( T_{ei}/T_{0i} \lesssim 0.2 \), whereas for \( T_{ei}/T_{0i} \gtrsim 0.2 \) the ion cyclotron instability triggers the growth of strong Alfvén-like waves, which pitch-angle scatter the ions to maintain marginal stability. We develop an analytical model of electron heating during the growth of the ion cyclotron instability, which we validate with PIC simulations. We find that for cold electrons (\( \beta_{0e} \lesssim 2 m_e/m_i \), where \( \beta_{0e} \) is the ratio of electron thermal pressure to magnetic pressure), the electron energy gain is controlled by the magnitude of the \( E \)-cross-\( B \) velocity induced by the ion cyclotron waves. This term is independent of the initial electron temperature, so it provides a solid energy floor even for electrons starting with extremely low temperatures. On the other hand, the electron energy gain for \( \beta_{0e} \gtrsim 2 m_e/m_i \)—governed by the conservation of the particle magnetic moment in the growing fields of the instability—is proportional to the initial electron temperature, and it scales with the magnetic energy of ion cyclotron waves. Our results have implications for two-temperature accretion flows as well as for solar wind and intracluster plasmas.
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1. INTRODUCTION


The key feature of an ADAF is that the accreting gas heats up close to the virial temperature, causing the accretion flow to puff up into a geometrically thick configuration and the plasma to become optically thin. Because of the very low gas density, the timescale for electron and ion Coulomb collisions is much longer than the inflow time in the disk, that is, the plasma is largely collisionless. Furthermore, at distances less than a few hundred Schwarzschild radii from the black hole (\( R_S \equiv 2 G M_\bullet/c^2 \) is the Schwarzschild radius, where \( M_\bullet \) is the black hole mass), the rate of Coulomb collisions is so low that ions and electrons are thermally decoupled and the plasma has two temperatures, with the ions substantially hotter than the electrons (Narayan & Yi 1995b; Yuan et al. 2003).

The two-temperature nature of the gas in ADAFs is a generic prediction because (1) electrons radiate much more efficiently than ions, (2) coupling between ions and electrons via Coulomb collisions is inefficient at the low densities expected in the innermost regions of ADAFs, and (3) compressive heating favors nonrelativistic ions over relativistic electrons. Despite these strong reasons, the plasma could still be driven to a single-temperature state if there were additional modes of electron heating (beyond electron–ion Coulomb collisions).

A number of processes have been suggested that might heat electrons in accretion flows, including direct heating by magnetohydrodynamic (MHD) or kinetic turbulence (Begelman & Chiueh 1988; Quataert 1998; Blackman 1999; Medvedev 2000; Karimabadi et al. 2013; Wu et al. 2013) and reconnection (Bisnovatyi-Kogan & Lovelace 1997; Quataert & Gruzinov 1999).2 Recently, shearing box simulations of accretion flows in the so-called kinetic MHD framework (Sharma et al. 2006, 2014a, 2014b) for a study of electron acceleration in shocks with low Mach number with parameters relevant for our Galactic center). However, fluid motions in accretion flows are generally subsonic, so shocks are not expected to occur.
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2 Shocks are commonly invoked as a mechanism for particle heating and acceleration in the universe (see, e.g., Guo et al. 2014a, 2014b).
In a collisional plasma, the magnitude of the pressure anisotropy is set by the frequency of Coulomb collisions. In contrast, in a collisionless plasma, the pressure anisotropy is regulated by the growth of small-scale instabilities that violate adiabatic invariance (most importantly, the mirror, ion cyclotron, firehose, and electron whistler instabilities). These instabilities pitch-angle scatter the particles and tend to isotropize the particle velocity distribution. Anisotropy-driven instabilities have been shown to play an important role in the solar wind (Kasper et al. 2002, 2006; Bale et al. 2009; Maruca et al. 2011, 2012; Matteini et al. 2007, 2013; Cranmer et al. 2009; Cranmer & van Ballegooijen 2012) and in the intracluster medium (Scekochihiin et al. 2005; Lyutikov 2007; Santos-Lima et al. 2014). The same instabilities will regulate the heating of electrons and ions in collisionless accretion flows. While the linear growth of these instabilities can be properly described with analytical tools (see Gary 1993, for a review of the kinetic stability of plasmas with anisotropic pressure), their saturation and nonlinear evolution requires self-consistent particle-in-cell (PIC) simulations.

In this work, we investigate the physics of electron heating during the growth of anisotropy-driven ion instabilities by means of one- and two-dimensional (1D and 2D) fully kinetic PIC simulations. In contrast to previous studies, we do not consider the initial-value problem of the evolution of a prescribed pressure anisotropy (see Gary 1993 for a review). Instead, we self-consistently induce the growth of a temperature anisotropy by continuously amplifying the mean magnetic field in our computational domain. The increase in magnetic field, coupled to the adiabatic invariance of the particle magnetic moments, constantly drives a temperature anisotropy \( T_\perp > T_\parallel \) with respect to the background magnetic field. This setup allows us to study the long-term nonlinear evolution of the relevant instabilities and not only their initial exponential stage. In our setup, the increase in magnetic field is driven by \textit{compression}, mimicking the effect of large-scale compressive motions in ADAFs. However, our results hold regardless of what drives the field amplification, so they can be equally applied to the case where velocity-space instabilities are induced by incompressible \textit{shear} motions.

We have modified the standard PIC equations (i.e., Maxwell’s equations and the Lorentz force) to account self-consistently for the overall compression of our system.\footnote{Our method can also be applied to an expanding plasma, but in this work we only study compressing systems.} This technique is complementary to the method described in Riquelme et al. (2012) and employed in Riquelme et al. (2014), which is appropriate for incompressible shear flows (see also Kunz et al. 2014 for hybrid simulations of shear-driven velocity-space instabilities). Hybrid simulations of compression-driven systems have been widely employed to study ion velocity-space instabilities, most commonly for solar wind applications (e.g., Hellinger & Trávníček 2005). However, hybrid models—which treat the ions as kinetic particles but the electrons as a massless charge-neutralizing isotropic fluid, cannot describe self-consistently the physics of electron velocity-space instabilities or the efficiency of electron heating during the growth of ion-scale instabilities. Fully kinetic PIC simulations in electron–positron plasmas (with mass ratio \( m_i/m_e = 1 \)) suffer from the same limitations (Riquelme et al. 2014).\footnote{Riquelme et al. (2014) also performed a few simulations with \( m_i/m_e = 4 \) to show that the ion physics does not depend on the mass ratio. However, such values of \( m_i/m_e \) are likely too small to properly capture the physics of electron-scale instabilities. Riquelme et al. (2014) only explored the case where ions and electrons have equal temperatures, whereas in our work we study the dependence on the electron-to-proton temperature ratio.} A comprehensive investigation of the physics of electron heating induced by ion velocity-space instabilities is the main subject of this work, where we employ fully kinetic PIC simulations with ion-to-electron mass ratios of \( m_i/m_e \gg 1 \).

We find that, for values of ion plasma beta \( \beta_0 \sim 5–30 \), similar to those expected in the midplane of low-luminosity accretion flows (e.g., Sadowski et al. 2013; here, \( \beta_0 \) is the ratio of ion thermal pressure to magnetic pressure), the nature of the dominant anisotropy-driven ion instability changes as a function of the electron-to-ion temperature ratio. If \( T_{0e}/T_{0i} \gtrsim 0.2 \), the mirror instability dominates, as revealed by its characteristic pattern of nonpropagating modes whose wave vector is oblique to the background field (e.g., Hasegawa 1969; Southwood & Kivelson 1993; Kivelson & Southwood 1996). In contrast, if \( T_{0e}/T_{0i} \lesssim 0.2 \), it is the ion cyclotron mode (e.g., Gary et al. 1976; Gary 1993; Hellinger et al. 2006) that controls the evolution of the system during the course of compression. Because the wave vector of the ion cyclotron instability is aligned with the mean magnetic field, the relevant physics can be conveniently studied by means of 1D simulations, with the box aligned with the ordered field. Thanks to the greater number of computational particles per cell allowed by 1D simulations, as opposed to 2D, the efficiency of electron heating by the ion cyclotron instability can be reliably estimated. We develop an analytical model to describe the physics of electron heating during the growth of the ion cyclotron instability, and we successfully validate our model with 1D PIC simulations in the two extreme cases of cold (\( \beta_0 \lesssim 2 m_e/m_i \)), where \( \beta_0 \) is the electron beta, i.e., the ratio of electron thermal pressure to magnetic pressure) and warm (\( \beta_0 \gtrsim 2 m_e/m_i \)) electrons. In a forthcoming paper (Sironi 2015, hereafter Paper II), we will investigate how the electron heating efficiency by the ion cyclotron instability depends on flow conditions.

This work is organized as follows. In Section 2 we describe the basic setup of our simulations, deferring to Appendix A a detailed derivation of the relevant equations of our PIC method in a compressing (or expanding) box. In Section 3, we present 1D and 2D simulations of compression-driven instabilities, emphasizing the role of the electron-to-ion temperature ratio \( T_{0e}/T_{0i} \) in determining the nature of the dominant mode. In Section 4, we present our analytical model for electron heating during the growth of the ion cyclotron instability, and we validate our model for two representative cases. We summarize our results in Section 5, and we emphasize the astrophysical implications of our findings.

2. SIMULATION SETUP

We investigate compression-driven instabilities in collisionless accretion flows by means of fully kinetic PIC simulations. We have modified the three-dimensional (3D) electromagnetic PIC code TRISTAN-MP (Buneman 1993; Spitkovsky 2005; Sironi et al. 2013; Sironi & Spitkovsky 2014; Sironi & Narayan 2007), which incorporates the evolution of a pressure tensor in the MHD equations of the plasma, have suggested an additional mechanism for particle heating in ADAFs. An increase in the magnetic field due to compression or shear, coupled with the adiabatic invariance of particle magnetic moments, gives rise to an anisotropy in the plasma temperature (with respect to the local magnetic field). The resulting anisotropic pressure stress can contribute to angular momentum transport and particle heating in low-luminosity accretion flows (Quataert et al. 2002; Sharma et al. 2006; Riquelme et al. 2012; Hoshino 2013).
Giannios (2014) to account for the effect of an overall compression of the system. So far, a compressing (or expanding) computational domain has been employed to study the behavior of astrophysical plasmas in MHD simulations (Grappin et al. 1993; Grappin & Velli 1996; Del Zanna et al. 2012) or hybrid models with kinetic ions and fluid electrons (Hellinger et al. 2003a, 2003b; Hellinger & Trávníček 2005; Liewer et al. 2001; Matteini et al. 2012). Our model, which we describe in detail in Appendix A, accounts for the kinetic physics of both ions and electrons, so it provides the first implementation of the fully kinetic PIC method in a compressing or expanding box. Our model is complementary to the technique described in Riquelme et al. (2012) and employed in Riquelme et al. (2014), which is appropriate for incompressible shear flows.

We present here the main properties of our approach, deferring a detailed discussion to Appendix A. We solve Maxwell’s equations and the Lorentz force in the fluid comoving frame, which is related to the laboratory frame by a Lorentz boost. In the comoving frame, we adopt two sets of spatial coordinates with the same time coordinate. The unprimed coordinate system in the fluid comoving frame has a basis of unit vectors, so it is the appropriate coordinate set to measure all physical quantities. However, we find it convenient to redefine the unit length of the spatial axes in the comoving frame such that a particle subject only to compression or expansion stays at fixed coordinates. This will be our primed coordinate system in the fluid comoving frame.

The location of a particle in the laboratory frame (identified by the subscript “L”) is related to its position in the primed coordinate system of the fluid comoving frame by \( x_L = L x' \), where compression or expansion are described by the diagonal matrix

\[
L = \frac{\partial x}{\partial x'} = \begin{pmatrix} a_x & 0 & 0 \\ 0 & a_y & 0 \\ 0 & 0 & a_z \end{pmatrix}.
\]

The coefficients \( a_x, a_y, \) and \( a_z \), which vary with time but are independent of spatial location, will be specified below. From the formalism described in Appendix A, we derive Maxwell’s equations in the compressing (or expanding) box. The two evolutionary equations solved by the PIC method are, in the limit \( |L x'|/c \ll 1 \) of nonrelativistic compression speeds,

\[
\nabla' \times (LE) = -\frac{1}{c} \frac{\partial}{\partial t'} (L^{-1} B),
\]

\[
\nabla' \times (LB) = \frac{1}{c} \frac{\partial}{\partial t'} (L^{-1} E) + \frac{4\pi}{c} \ell J',
\]

where the temporal and spatial derivatives pertain to the primed coordinate system (the reader is reminded that the primed and unprimed systems share the same time coordinate, so \( \partial/\partial t' = \partial/\partial t \), whereas the spatial derivatives differ: \( \nabla' = L \nabla \)). We define \( E \) and \( B \) to be the physical electromagnetic fields measured in the unprimed coordinate system. Here, \( \ell = a_x a_y a_z \) is the determinant of \( L \). The electric current density \( J' \) is computed by summing the contributions of individual particles, as described in Appendix A. Due to the factors of \( \ell \) and \( L \) appearing in Equations (2) and (3), the Courant–Friedrichs–Lewy condition for numerical stability is more stringent in the case of a compressing box, as compared to the standard PIC method in a noncompressing box. Following the discussion in Appendix A, we choose the numerical speed of light to be 0.15 cells/time step, so the Courant–Friedrichs–Lewy condition is fulfilled throughout the time span of our simulations.

The equations describing the motion of a particle with charge \( q \) and mass \( m \) can be written, still in the limit \( |L x'|/c \ll 1 \) of nonrelativistic compression speeds, as

\[
\frac{d p}{dt'} = -LL^{-1} p + q \left( E + \frac{v}{c} \times B \right),
\]

\[
\frac{dx'}{dt'} = v',
\]

where \( L = dL/dt \). The physical momentum \( p \) and velocity \( v \) of the particle are measured in the unprimed coordinate system. However, the particle velocity \( v' \) entering Equation (5) should be evaluated in the primed coordinate system, where \( v' = L^{-1} v \). We remark that Equations (4) and (5) hold for electrons and ions of arbitrary Lorentz factor (i.e., both nonrelativistic, transrelativistic, and ultrarelativistic). This is in contrast to standard hybrid codes, where the particles are constrained to be nonrelativistic.

In this work, we employ the PIC method described in Appendix A to study compression-driven instabilities in a magnetized plasma. A uniform ordered magnetic field \( B_0 \) is initialized along the \( x \)-direction, as shown in Figure 1, and the system is compressed along the \( y \)- and \( z \)-directions. More specifically, we choose

\[
a_x = 1, \quad a_y = a_z = (1 + q t)^{-1},
\]

where \( q \) is the prescribed compression rate. We prefer this choice, as compared to the alternative \( a_y = a_z = 1 - q t \) adopted in the hybrid code of Hellinger & Trávníček (2005), because it allows us to evolve the system for a few characteristic compression timescales (to times \( t \gtrsim q^{-1} \)). As a check, we have performed limited tests with \( a_y = a_z = 1 - q t \) and confirmed that the evolution of compression-driven instabilities is similar to that seen in our nominal case \( a_y = a_z = (1 + q t)^{-1} \). As a result of compression, the extent of the physical system in the \( y \) and \( z \)-directions will shrink as \((1 + q t)^{-1}\), so the density increases as \( n = n_0(1 + q t)^2 \), where \( n_0 \) is the density at the initial time. From flux freezing, the ordered magnetic field grows as \( B = B_0(1 + q t)^2 \). In addition, as we discuss in Appendix A, the Lorentz force in Equation (4) dictates that, in the presence of the ordered field \( B \), the component of particle momentum aligned with the field does not change during compression, so
transrelativistic, or ultrarelativistic). This is consistent with the conservation of the first (\(\mu \propto p_∥^2|B|\)) and second (\(J \propto p_\perp|B|/n\)) adiabatic invariants. Clearly, the compression of the system has the effect of increasing both the magnetic and the particle energy content.

The method described in Appendix A can be applied to 1D, 2D, or 3D computational domains. To follow the evolution of the system for longer times, and with sufficient accuracy to properly characterize the mechanism and efficiency of electron heating, we primarily employ 1D and 2D simulations. However, all three components of electromagnetic fields and particle velocities are tracked. We use periodic boundary conditions in all directions, assuming that the system is locally homogeneous, i.e., that gradients in the density or in the ordered field \(B_0\) are on scales larger than the box size. Because of our periodic boundaries, wave and particle convection outside of the box are neglected. Our choice of periodic boundary conditions is clearly allowed by the fact that both Maxwell’s equations and the Lorentz force in the primed coordinate system (Equations (2)-(5)) have no explicit dependence on the spatial coordinates.

In Section 3, we first present 2D simulations of compression-driven instabilities in the \(xy\) plane, using 128 particles per species per cell (but we have confirmed that the results are the same with 512 particles per species per cell). We find that, if the initial electron temperature is less than \(\sim 20\%\) of the ion temperature, the wave vector of the dominant instability is aligned with the ordered magnetic field. It follows that the evolution of the dominant mode can be conveniently captured by means of 1D simulations with the computational box oriented along \(x\). With the same computational resources, in 1D we can greatly increase the number of computational particles per cell, as compared to 2D. In our 1D simulations, we typically employ 32,768 computational particles per species per cell, and we have tested that our results are the same when using up to 131,072 particles per species per cell. Such large values are of critical importance to suppress the spurious heating induced by the coarse-grained description of PIC plasmas (e.g., Melzani et al. 2013) and so to reliably estimate the efficiency of electron heating by compression-driven ion instabilities.

We now describe the physical and numerical parameters of our simulations. The flow is characterized by the ion plasma beta, which is defined as

\[
\beta_0 = \frac{8\pi n_0 k_B T_{\text{ni}}}{B_0^2},
\]

where \(n_0\) is the initial ion number density (equal to the electron number density), and the initial ion temperature is defined as \(k_B T_{\text{ni}} = m_i \langle v_i^2 \rangle / 3\), where the average is computed over the ion distribution function.\(^5\) For nonrelativistic ions, the Larmor radius in the initial field is

\[
r_{L,i} = \sqrt{\frac{3 \beta_0}{2}} \frac{c}{\omega_{pi}},
\]

where \(c/\omega_{pi} = \sqrt{e^2/m_i/4\pi n_0 e^2}\) is the ion skin depth at the initial time. In this work, we focus on the case \(\beta_0 = 10-20\) most relevant for the innermost regions of accretion flows. In Paper II, we will explore a wider range of \(\beta_0\), from 5 up to 80.

\(^5\) Our definition of temperature, as the momentum flux in a given direction, is relativistically correct. It will be employed both for ions (which are generally nonrelativistic) and for electrons (which can be nonrelativistic, transrelativistic, or ultrarelativistic).

The electron thermal properties are specified via the electron plasma beta:

\[
\beta_{0e} = \frac{T_{\text{ne}}}{T_{\text{le}}} \beta_{0e},
\]

so the initial ion temperature equals \(k_B T_{\text{ni}} = m_i \beta_{0e} v_{A0i}^2/2\). For nonrelativistic ions, the ion cyclotron frequency is related to the ion plasma frequency by \(\omega_{ci} = (v_{A0i}/c) \omega_{pe}\). In this work, we fix \(\omega_{ci}/c = 0.05\), but in Paper II we show that our results are the same when varying the Alfvén velocity from 0.025 up to 0.1.

The ion cyclotron frequency will set the characteristic unit of time. In particular, we will scale the compression rate \(q\) to be a fraction of the ion cyclotron frequency \(\omega_{ci}\). In accretion flows, we expect the ratio \(\omega_{ci}/q\) to be much larger than unity (\(\sim 10^7\) if \(q\) is comparable to the local orbital frequency). Because of computational constraints, we will use values of \(\omega_{ci}/q\) that are much smaller, yet still satisfying \(\omega_{ci}/q \gg 1\). In this work, we choose either \(\omega_{ci}/q = 50\) or 100, and in Paper II we demonstrate that the results presented here can be readily scaled to values of \(\omega_{ci}/q \gg 1\) (there, we will show results up to \(\omega_{ci}/q = 3200\)). We evolve the system up to a few compression timescales.

Because we are interested in capturing the efficiency of electron heating due to ion instabilities, we need to properly resolve the kinetic physics of both ions and electrons. We choose to resolve the initial electron skin depth \(c/\omega_{pe}\) with five cells, but we have tested that our results are the same when using as few as \(c/\omega_{pe} = 2.5\) cells and up to \(c/\omega_{pe} = 20\) cells. As we discuss in Appendix B, the characteristic wavelength of the whistler instability—driven by the electron anisotropy \(A_e = \beta_{e\perp}/\beta_{e\parallel} = 1 - \lambda_e \approx 2\pi A_e^{-1/2}/c\omega_{pe}\). In all of the cases in which our system becomes unstable to the whistler mode, we have \(A_e \lesssim 1\). Thus, by resolving the electron skin depth, we are confident that we are also capturing the relevant physics of the electron whistler instability.

On the other hand, our computational domain needs to be large enough to include at least a few wavelengths of ion-driven instabilities. Both the mirror and the ion cyclotron mode grow on scales comparable to the ion Larmor radius \(r_{L,i} \sim \sqrt{\beta_0 m_i/m_e c/\omega_{pe}}\). For computational convenience, in this work we use a reduced value of the ion-to-electron mass ratio, either \(m_i/m_e = 16\) or 64.\(^6\) However, in our analytical model we retain the explicit dependence on the mass ratio.

\(^6\) As we further demonstrate in Paper II, such values of \(m_i/m_e\) are sufficient to separate the electron and ion physics (in Paper II we extend our results up to \(m_i/m_e = 1024\)).
For $m_i/m_e = 16$ and $\beta_0 = 10$, which will be our reference case in 2D, we employ a square computational domain with $L_x = L_y = 1536$ cells $\sim 20r_{L,i}$, whereas $L_x = 1536$ cells $\sim 20r_{L,i}$ in 1D simulations. When changing $m_i/m_e$ or $\beta_0$, we ensure that our computational domain is scaled such that it contains at least $\sim 10r_{L,i}$, such that the dominant wavelength of ion-driven instabilities is properly resolved.

3. TIME EVOLUTION OF THE DOMINANT INSTABILITY

In this section, we present 1D and 2D simulations of compression-driven instabilities. We first discuss 2D simulations of our reference case with $\beta_0 = 10$, $v_{Ai}/c = 0.05$, $\omega_{ci}/q = 100$, and $m_i/m_e = 16$, and we emphasize how the nature of the dominant mode changes as a function of the ratio of electron-to-ion temperatures. Oblique mirror modes dominate for $T_0e \sim T_0i$, but if $T_0e/T_0i \lesssim 0.2$, the exponential phase of growth is controlled by the ion cyclotron instability, whose wave vector is aligned with the mean field. We then proceed to study the main properties of the compression-driven ion cyclotron instability by means of 1D simulations.

3.1. Two-dimensional Results

In Figure 2, we examine our reference case with $\beta_0 = 10$, $v_{Ai}/c = 0.05$, $\omega_{ci}/q = 100$, and $m_i/m_e = 16$, and we explore how the nature of the dominant mode depends on the ratio of electron-to-ion temperatures (or equivalently, on...
\(\beta_{0e}/\beta_0\). We vary the ratio of electron-to-proton temperature from \(\beta_{0e}/\beta_0 = 1\) down to \(10^{-2}\), as indicated at the top of Figure 2. We show the 2D pattern of magnetic field fluctuations in the \(xy\) plane of the simulations. We present both the turbulent component along the mean field (\(\delta B_1 = \delta B_{z1}\), in the top row) and the two components perpendicular to the field (\(\delta B_2\), in the second row and \(\delta B_3\), in the third row), normalized to the strength of the initial field \(B_0\). The bottom row summarizes the temporal evolution of the magnetic energy density stored in the three components, averaged over the computational domain and normalized to \(B_0^2/8\pi\) (orange for \(\delta B_1^2\), blue for \(\delta B_2^2\), and red for \(\delta B_3^2\)).

In the case of equal temperatures of ions and electrons (leftmost column), we find that the 2D structure of the magnetic turbulence for \(\beta_{0e} = \beta_{0i} = 10\) is dominated by mirror modes. This is in agreement with earlier hybrid (e.g., Gary et al. 1976, 1997, 2000b; Gary & Lee 1994; Hellinger & Trávníček 2005; Kunz et al. 2014) and PIC studies (Riquelme et al. 2014).\(^7\) As expected for the mirror instability, we find that the unstable fluctuations are nonpropagating with their wave vector oblique to the background magnetic field (Hasegawa 1969; Southwood & Kivelson 1993; Kivelson & Southwood 1996), as apparent from Figure 2(a). We confirm that the mirror instability displays a spatial anticorrelation of magnetic field and density fluctuations and that the turbulence in the parallel component is much stronger than in the perpendicular direction, i.e., \(\langle \delta B_1^2 \rangle \gg \langle \delta B_2^2 \rangle, \langle \delta B_3^2 \rangle\). This is apparent from the comparison of Figure 2(a) with Figures 2(e) and (i) (we employ the same color scale) and from the temporal evolution of the different turbulent components shown in Figure 2(m).

While our investigation of anisotropy-driven ion instabilities in the case \(\beta_{0i} = \beta_{0e} = 10\) confirms the results of earlier studies, our fully kinetic PIC method also allows us to capture the physics of electron-driven instabilities. We find that the bump at early times in \(\langle \delta B_2^2 \rangle\) and \(\langle \delta B_3^2 \rangle\) shown in Figure 2(m) at \(q \lesssim 0.25\) \(q^{-1}\) is generated by the electron whistler instability, which appears as counterpropagating transverse waves with \(\langle \delta B_2^2 \rangle \approx \langle \delta B_3^2 \rangle\) having a wavelength comparable to the electron skin depth (we provide more details on the electron whistler instability in Appendix B). Hybrid studies, which treat the electrons as a fluid, or PIC simulations with \(m_i/m_e = 1\) (as in Riquelme et al. 2014) cannot capture the growth of the electron whistler mode, which precedes the onset of the ion mirror instability.

The electron whistler instability also appears for \(\beta_{0e}/\beta_0 = 0.3\) in Figure 2(n) at \(q t \approx 0.35\), but with a smaller field amplitude relative to the case \(\beta_{0e}/\beta_0 = 1\), because of the lower electron thermal content. However, the most dramatic difference shown by the case \(\beta_{0e}/\beta_0 = 0.3\) (in the second column), as compared to the case of equal temperatures (leftmost column), is the fact that the mirror mode is weaker (compare the orange lines between Figures 2(m) and (n)), and a different instability pattern emerges in the perpendicular field components (see Figures 2(f) and (j)). While the parallel fluctuations in Figure 2(b) are still dominated by oblique modes, which are a signature of the mirror instability, the out-of-plane component \(\delta B_1\) in Figure 2(j) is controlled by a longitudinal mode, which coexists with the mirror fluctuations in the 2D plot of \(\delta B_1\) in Figure 2(f). This trend—of weaker parallel fluctuations but stronger transverse waves having a wave vector aligned with the mean field—continues down to lower electron temperatures, as shown in the third column (with \(\beta_{0e}/\beta_0 = 10^{-1}\)) and in the right-most column (with \(\beta_{0e}/\beta_0 = 10^{-2}\)). More precisely, the energy in the mirror-driven turbulence in \(\langle \delta B_1^2 \rangle\) is a factor of \(\sim 3\) smaller than the energy in the perpendicular fluctuations at \(\beta_{0e}/\beta_0 = 10^{-1}\) (see Figure 2(o)), and nearly an order of magnitude smaller than \(\langle \delta B_2^2 \rangle\) for \(\beta_{0e}/\beta_0 = 10^{-2}\) (see Figure 2(p)).

The properties of the waves that dominate in the regime of cold electrons (i.e., \(\beta_{0e}/\beta_0 \lesssim 0.2\)) point to the ion cyclotron mode, a kinetic instability that has maximum growth rate at nonzero frequencies below the ion cyclotron frequency, with propagation parallel to the background field (Kennel & Petschek 1966; Davidson & Ogden 1975; Schlickeiser & Skodja 2010). As discussed by Davidson & Ogden (1975), the ion cyclotron mode survives in the limit of strongly magnetized electrons (or equivalently \(\beta_{0e}/\beta_0 \ll 1\)), provided that \(\beta_0 \gtrsim 1\), i.e., in the regime that we are investigating in this work. On the other hand, the mirror instability is nonresonant, so the electron anisotropy contributes as much as the ion anisotropy to the growth of mirror fluctuations (e.g., Gary 1992; Gary et al. 1993; Kuznetsov et al. 2012). It follows that, if the electron thermal content is reduced, the electron contribution to the excitation of the mirror instability will also be suppressed, and the mirror modes will be weaker. Indeed, Pokhorelov et al. (2000) showed that the growth rate of the mirror instability, assuming that electrons and ions have the same temperature anisotropy (as expected in our case of driven compression), decreases significantly as the electron temperature is reduced from \(T_{0e} = T_{0i}\) down to \(T_{0e} \ll T_{0i}\). Similarly, Remya et al. (2013) found that, for an undriven system with \(T_{0e} = T_{0i}\), the inclusion of electron temperature anisotropy increases the proton anisotropy threshold of the ion cyclotron instability, which means that its development will be suppressed, whereas it decreases the anisotropy threshold for the mirror instability, facilitating its growth. We have tested the role of electron anisotropy by performing selected simulations in which the electrons are not affected by the compression of the system (i.e., we artificially set \(L\) to be the identity matrix in the electron equation of motion so that the electrons remain isotropic). We find that, as compared to the case of compression-driven anisotropic electrons, the mirror modes are suppressed even for \(\beta_{0e}/\beta_0 \gtrsim 0.2\), in favor of ion cyclotron waves.\(^8\)

We have performed extensive convergence tests to check that the mirror instability is indeed suppressed—in favor of the ion cyclotron instability—as the electron-to-proton temperature ratio decreases below \(T_{0e}/T_{0i} \lesssim 0.2\). We have confirmed our results when using four times as many particles per cell (1024 instead of 256, including both species), and we have also verified that our conclusions are unchanged for a box that is twice as large in each direction. Similarly, we have checked that the ion cyclotron mode still dominates when we choose a mass ratio of \(m_i/m_e = 64\) (as compared to our standard choice \(m_i/m_e = 16\)), an Alfvén velocity of \(v_{A0}/c = 0.1\) (as compared to \(v_{A0}/c = 0.05\), and a compression rate of \(q/\omega_{ci} = 1/800\) (as compared to \(q/\omega_{ci} = 1/100\)). The dominance of the ion cyclotron mode over the mirror mode for \(T_{0e}/T_{0i} \lesssim 0.2\) holds

\(^{7}\) More precisely, earlier hybrid studies agreed that if the plasma beta is \(\beta_0 = \beta_{0e} \gtrsim 7\), the dominant mode is the mirror instability, whereas the ion cyclotron instability dominates at smaller betas (e.g., Gary et al. 1994a). However, the PIC study of shear-driven ion instabilities performed by Riquelme et al. (2014) found that mirror modes dominate the nonlinear evolution for all \(\beta_{0e} = \beta_{0i} \gtrsim 1\). Our 2D simulations with \(\beta_{0e} = \beta_{0i} = 5\) are dominated by the mirror mode, in agreement with Riquelme et al. (2014).

\(^{8}\) In the case where the electrons remain artificially isotropic, we do not observe the early growth of magnetic fluctuations that we have associated with the whistler instability, as expected.
in two as well as in three dimensions. We have checked this by performing a 3D simulation with $\beta_{\parallel} = 10$, $T_{e0}/T_{i0} = 10^{-2}$, $v_{\text{Ax}}/c = 0.05$, $q/\omega_{ci} = 1/50$, and $m_i/m_e = 16$ in a cubic box with 384 cells on each side, a spatial resolution of 2.5 cells per skin depth, and 32 computational particles per cell. We found excellent agreement with its 2D counterpart. In addition, we have confirmed that the critical threshold in $T_{e0}/T_{i0}$ (or equivalently, in $\beta_{\parallel}/\beta_{\perp}$), which separates the mirror-dominated regime from the ion cyclotron-dominated regime, is only weakly dependent on the ion $\beta_{\parallel}$, ranging from $[T_{e0}/T_{i0}]_{\text{crit}} \simeq 0.3$ for $\beta_{\parallel} = 5$ down to $[T_{e0}/T_{i0}]_{\text{crit}} \simeq 0.11$ for $\beta_{\parallel} = 80$. Finally, we have explicitly checked that our conclusions still hold when we adopt a different temporal evolution for the compression matrix $L$ in Equation (1), such that $L = 0$ ($a_v = a_c = 1 - q\, t$, as opposed to our standard choice $a_v = a_c = (1 + q\, t)^{-1}$).

As shown in Figure 2, our conclusions about the relative role of mirror and ion cyclotron instabilities, as a function of the electron-to-ion temperature ratio, are valid during the exponential phase of growth and up to the characteristic compression time $\sim q^{-1}$. By evolving the system to longer times (up to $\sim 3\, q^{-1}$), we notice that the magnetic energy in parallel fluctuations grows faster than in the perpendicular components (compare the temporal evolution of the orange curve in Figure 2(m) with the blue and red lines in Figures 2(o) and (p)), so mirror-driven modes might dominate at late times, even for $T_{e0}/T_{i0} \lesssim 0.2$ (for the secular growth of mirror fluctuations, see Schekochihin et al. 2008; Kunz et al. 2014; Rincon et al. 2014). However, the compression of the system might last for only $\sim q^{-1}$, in which case ion cyclotron waves will prevail. Also, as we argue in Section 4, most of the electron heating happens during the phase of exponential growth, which for $T_{e0}/T_{i0} \lesssim 0.2$ is clearly controlled by the cyclotron instability.

### 3.2. Comparison of Two-dimensional and One-dimensional Results

As we have argued above, if the initial electron temperature satisfies $T_{e0}/T_{i0} \lesssim 0.2$, the exponential growth of compression-driven instabilities is controlled by the ion cyclotron mode, whose wave vector is aligned with the mean magnetic field. It follows that 1D simulations with the box oriented along the mean field (i.e., the $x$-direction in our setup), should provide a good description of the overall physics. We test this hypothesis in Figure 3, where we present the temporal evolution of the ion anisotropy $A_i = \beta_{i,\parallel}/\beta_{i,\perp} - 1$ (in the top panel) and of the magnetic energy in perpendicular fluctuations $\langle \delta B_{\perp}^2 \rangle = \langle \delta B_{\parallel}^2 \rangle + \langle \delta B_{\perp}^2 \rangle$ (in the bottom panel) for 1D and 2D simulations (dotted and solid lines, respectively). At early times ($q\, t \lesssim 0.2$), the value of $\langle \delta B_{\perp}^2 \rangle$ in Figure 3(b) is lower in 1D than in 2D because, with the same computational resources, in 1D we can use a much greater number of particles per cell (typically, 65,536 as opposed to 256), which dramatically reduces numerical noise. In turn, this is essential to capture with sufficient accuracy the efficiency of electron heating. We explore temperature ratios $T_{e0}/T_{i0} = \beta_{\parallel}/\beta_{\perp}$ of 0.3 (orange), $10^{-1}$ (blue), and $10^{-2}$ (red), for the same case as in Figure 2, i.e., with fixed values of $\beta_{\parallel} = 10$, $v_{\text{Ax}}/c = 0.05$, $\omega_{ci}/q = 100$, and $m_i/m_e = 16$.

For $T_{e0}/T_{i0} \lesssim 0.2$, our results are independent of the temperature ratio (blue line for $T_{e0}/T_{i0} = 10^{-1}$ and red lines for $T_{e0}/T_{i0} = 10^{-2}$) and of the dimensionality of the computational domain (dotted for 1D and solid for 2D). This conclusion holds for the exponential rate of growth of magnetic energy (as measured from Figure 3(b)), for its saturation value, and for the temporal evolution in the secular phase at $q\, t \gtrsim 0.6$.

The temporal evolution of the ion anisotropy $A_i = \beta_{i,\parallel}/\beta_{i,\perp} - 1$ in the top panel shows little difference between 1D and 2D and little variation with temperature in the regime $T_{e0}/T_{i0} \lesssim 0.2$. The anisotropy initially increases as a result of compression. Given the evolution of the parallel and perpendicular particle momenta discussed in Section 2 and in Appendix A, the anisotropy is expected to increase as $(1 + q\, t)^{-1}$, in agreement with the triple-dot-dashed black line in Figure 3(a).
At \( q t \simeq 0.55 \), as a result of the growing turbulence induced by the ion cyclotron instability (shown in Figure 3(b)), the ion anisotropy is reduced by pitch-angle scattering (Kennel & Petschek 1966; McKeen et al. 1992, 1994). At late times, the anisotropy approaches the threshold of marginal stability for the ion cyclotron mode (e.g., Gary et al. 1976, 1994b, 1997, 2000b; Gary & Lee 1994; Hellinger et al. 2006; Yoon & Seough 2012; Seough et al. 2013), namely,

\[
\left[ \frac{\beta_{\perp}}{\beta_{\parallel}} - 1 \right]_{\text{MS}} = \frac{S_i}{\beta_{\parallel}^2} \quad \text{(11)}
\]

Adopting \( \alpha_i \simeq 0.4 \) (a common choice in the literature)\(^9\) we find that our best-fit coefficient is \( S_i \simeq 0.65 \). The condition of marginal stability in Equation (11) is plotted in Figure 3(a) with a dashed black line, showing that it properly describes the late-time evolution of the ion anisotropy for \( T_{0i}/T_{0e} \lesssim 0.2 \) in both 1D and 2D.\(^10\) In contrast, the ion anisotropy at late times is not consistent with the threshold of marginal stability of the mirror mode, which for cold electrons is (Stix 1962; Hasegawa 1969; Hellinger et al. 2007)

\[
\left[ \frac{\beta_{\perp}}{\beta_{\parallel}} - 1 \right]_{\text{MS}} = \frac{1}{\beta_{\perp}} \quad \text{(12)}
\]

shown in Figure 3(a) with a dot-dashed black line.\(^11\)

In summary, the ion physics for \( T_{0i}/T_{0e} \lesssim 0.2 \) is insensitive to the electron temperature and to the dimensionality of the simulation box (blue and red lines in Figure 3). Even for \( T_{0e}/T_{0i} = 0.3 \) (orange lines in Figure 3), we find that 1D simulations satisfactorily describe the physics of both ion-driven instabilities and electron-driven instabilities, despite artificially neglecting the oblique mirror modes. As regards to ion-driven instabilities, we find that the magnetic energy in perpendicular fluctuations saturates in 2D at a level that is similar as found in 1D, differing by only a factor of two (compare solid and dotted orange lines in Figure 3(b)) at \( q t \gtrsim 0.6 \). The agreement is even closer for the ion anisotropy (compare dotted and solid orange lines in Figure 3(a)), with 2D results showing a lower degree of anisotropy, possibly because of particle scattering by the combined effect of ion cyclotron and mirror modes (the latter being artificially excluded in 1D). As regards to the electron physics, we find that both 1D and 2D simulations for \( T_{0e}/T_{0i} = 0.3 \) show evidence of the electron whistler instability, which is responsible for the early growth of perpendicular magnetic energy at \( q t \simeq 0.3 \) (dotted and solid orange lines in Figure 3(b)).

We conclude that, for relatively cold electrons (\( T_{0e}/T_{0i} \lesssim 0.2 \), and perhaps even for \( T_{0e}/T_{0i} = 0.3 \), 1D simulations are perfectly adequate to capture the relevant physics, which is dominated by the ion cyclotron mode. In the following, we present 1D simulations of the compression-driven ion cyclotron instability, focusing on the mechanism and efficiency of electron heating.

\(^9\) However, Isenberg (2012) and Isenberg et al. (2013) argue that the threshold condition might be very different if the particle distribution is not bi-Maxwellian.

\(^{10}\) From the temporal scalings of particle momenta discussed in Section 2, we find that for nonrelativistic ions \( \beta_{\perp} \propto \alpha_i \) and \( \beta_{\parallel} \propto (1 + q t)^{-2} \) before the instability grows.

\(^{11}\) As pointed out by Riquelme et al. (2014), the mirror threshold tends to be marginally higher than in Equation (12) for moderate values of \( \omega_{ni}/q \) (as opposed to the asymptotic limit \( \omega_{ni}/q \gg 1 \) appropriate for Equation (12)).

### 3.3. One-dimensional Results

In this section, we describe the main properties of the ion cyclotron instability. This will lay the foundations for the model of electron heating presented in Section 4.

In the limit of weakly magnetized plasmas (namely, \( v_{Ai}/c = \omega_{Ai}/\omega_{pe} < 1 \)), the dispersion relation for ion cyclotron waves reads (e.g., Gary 1993)

\[
\omega = \pm \omega_{ci} \left( 1 - \frac{\omega^2}{c^2} \right),
\]

where the two signs indicate that the waves can move either along or opposite to the direction of the ordered field. For the compression-driven setup that we are studying here, the evolution at late times is such that the system remains roughly at the threshold of the ion cyclotron mode, as we demonstrate below (but see also Figure 3(b)). The dominant wave vector at marginal stability is (Kennel & Petschek 1966; Davidson & Ogden 1975; Yoon 1992; Yoon et al. 2010)

\[
\beta_{\perp} = \frac{\omega_{ci}}{c} \sqrt{\frac{A_{i,\text{MS}}}{1 + 1}} ,
\]

where \( A_{i,\text{MS}} = [\beta_{\perp}/\beta_{\parallel} - 1]_{\text{MS}} \) is the ion anisotropy at the threshold of marginal stability for the ion cyclotron mode (Equation (11)). For the range of \( \beta_{\perp} \sim 5-30 \) appropriate for accretion flows, the anisotropy at marginal stability is \( A_{i,\text{MS}} \simeq 0.65/\beta_{\parallel}^4 \ll 1 \). In this limit of weak anisotropy, the wave vector reduces to \( k_i \simeq A_{i,\text{MS}} \omega_{ci}/c \). From Equation (13), the frequency at marginal stability is\(^12\)

\[
\omega_i = \pm \omega_{ci} \frac{A_{i,\text{MS}}}{A_{i,\text{MS}} + 1} \simeq \pm A_{i,\text{MS}} \omega_{ci},
\]

so the phase speed is \( \omega_i/k_i = v_{Ai}/\sqrt{A_{i,\text{MS}} + 1} \simeq v_{Ai} \).

In Figure 4, we present the temporal evolution of compression-driven instabilities from a 1D simulation with \( \beta_{0i} = 20, \beta_{0e}/\beta_{0i} = 10^{-1}, v_{0e}/c = 0.05, \omega_{0e}/q = 100 \), and \( m_i/m_e = 64 \). As we have discussed in Section 2, in 1D simulations we can employ a number of computational particles per cell that is large enough to reliably capture the efficiency of electron heating.

As a result of compression, the anisotropy of both ions (solid red line in Figure 4(a)) and electrons (solid blue line in Figure 4(a)) increases because of the increase in the particle perpendicular momentum, whereas the parallel momentum is unchanged. This is shown in Figure 4(b), where we plot the average momentum dispersion in the perpendicular (dotted) and parallel (solid) directions for ions (red) and electrons (blue). The evolution of the anisotropy at early times (\( q t \lesssim 0.2 \)) follows the scaling \( \beta_{\perp}/\beta_{\parallel} = 1 - (1 + q t)^2 \) expected from compression alone (see Figure 4(a) and compare the solid lines with the triple-dot-dashed black line).

At \( q t \simeq 0.2 \), the electron anisotropy \( A_e = \beta_{\perp}/\beta_{\parallel} - 1 \) exceeds the threshold of marginal stability for the electron whistler mode, which can be derived from linear theory (Gary & Wang 1996; Gary & Karimabadi 2006):

\[
\left[ \frac{\beta_{\perp}}{\beta_{\parallel}} - 1 \right]_{\text{MS}} = \frac{S_e}{\beta_{e,i}^2} \quad \text{(16)}
\]

\(^{12}\) Hereafter, we indicate with \( \omega_{ci} \) the oscillation frequency of the ion cyclotron mode at marginal stability, whereas the ion cyclotron frequency is \( \omega_{ci} \).
with $\alpha_e = 0.5$, and our best-fit coefficient is $S_e \simeq 0.55$. The condition of marginal stability for the electron whistler instability is indicated in Figure 4(a) with a dotted blue line, and that for the ion cyclotron instability (Equation (11)) with a dotted red line.

As the electron anisotropy exceeds the threshold in Equation (16), we observe the growth of the electron whistler instability, whose properties are summarized in Appendix B. This leads to an exponential increase in the perpendicular magnetic energy (see the orange line in Figure 4(d) at $q t \simeq 0.25$) and in the perpendicular electric energy (see the orange line in Figure 4(e) at $q t \simeq 0.25$), until pitch-angle scattering by the magnetic fluctuations is so strong that the electron anisotropy stays confined at marginal stability. Indeed, following the growth of the electron whistler instability, the electron anisotropy (solid blue line in Figure 4(a)) never departs from the threshold of marginal stability (dotted blue line).

The ions do not respond to (or participate in) the growth of the electron whistler instability. In fact, their anisotropy still follows the track $A_i = (1 + q t)^{-1}$ expected from compression alone, until $q t \simeq 0.5$. At that point, the ion anisotropy exceeds the marginal condition in Equation (11) by such a large amount that the system becomes unstable to the ion cyclotron mode.

We remark that the onset time of the ion cyclotron instability (and so, the maximum degree of ion anisotropy) is sensitive to the ratio $\omega_{ci}/q$. As demonstrated in Paper II, as $\omega_{ci}/q$ increases, the ion cyclotron instability appears earlier, and in the limit $\omega_{ci}/q \gg 1$ it will grow soon after the ion anisotropy exceeds the threshold in Equation (11). This happens earlier than the onset of the electron whistler instability because $S_e/\beta_{e\parallel}^\alpha > S_i/\beta_{i\parallel}^\alpha$ for the parameters chosen in Figure 4.

It follows that the system might never exceed the threshold for the electron whistler instability if the electron anisotropy is controlled by the ion cyclotron turbulence. The condition $S_e/\beta_{e\parallel}^\alpha \ll S_i/\beta_{i\parallel}^\alpha$ required for the whistler instability to precede the ion cyclotron growth can be recast as a lower limit on the electron-to-ion temperature ratio:

$$\frac{T_{ie}}{T_i} \gtrsim \frac{0.7}{\rho_0^{0.25}} \sim 0.3-0.5,$$

for the range of $\beta_0 \sim 5-30$ expected in accretion flows. This is already in the regime where oblique mirror modes cannot be neglected in the evolution of the system (see Section 3.1), so one needs to perform 2D simulations. For this reason, in the following we primarily focus on the ion cyclotron mode, deferring to Paper II a study of the impact of the electron whistler instability.
energy in ion cyclotron waves at the end of the exponential phase reaches $|\delta B_z^2|/|\langle B \rangle|^2 \simeq 0.3$ for the value of $\beta_0 = 20$ adopted in Figure 4. A comparison of the orange line in Figure 4(d) with the dotted blue line in Figure 3(b)—having a different plasma beta, $\beta_0 = 10$—shows that the saturation value of the ion cyclotron waves increases with the plasma beta.

In parallel with the growth of the magnetic field, the transverse electric energy (orange line in Figure 4(e)) increases exponentially, saturating at $q t \simeq 0.55$ at a value of $|\delta E_z^2|/|\langle B \rangle|^2 \simeq 10^{-3}$, or equivalently $|\delta E_z^2|/|\delta B_z^2| \simeq 3 \times 10^{-3}$. From Maxwell’s equations, we expect that $|\delta E_z^2|/|\delta B_z^2| \sim (\omega_c/k_c)^2 \sim (v_{Ai}/c)^2$. Because $v_{Ai}/c = 0.05$ in Figure 4, we expect $|\delta E_z^2|/|\delta B_z^2| \simeq 2.5 \times 10^{-3}$, in excellent agreement with the results in Figure 4.13

Pitch-angle scattering by the growing ion cyclotron waves begins to reduce the ion anisotropy at $q t \simeq 0.55$ (solid red line in Figure 4(a)), but see also the perpendicular and parallel ion momenta in Figure 4(b)), when the energy in ion cyclotron waves is comparable to the ordered field, $|\delta B_z^2|/|\langle B \rangle|^2 \simeq 0.3$ (see Riquelme et al. 2014 for similar conclusions in a system dominated by the mirror instability). Pitch-angle scattering brings the ion distribution back to the condition of marginal stability (indicated with a dotted red line in Figure 4(a)). At $q t \gtrsim 0.7$, while the ion anisotropy follows the threshold of marginal stability in Equation (11), the magnetic energy in perpendicular fluctuations grows secularly, with a temporal scaling that resembles $|\delta B_z^2| \propto (1 + q t)^2$ (indicated with a dotted black line in Figure 4(d)). At the same time, the electric energy in the transverse component grows faster, with $|\delta E_z^2| \propto (1 + q t)^4$ (the orange line with the dotted-dashed black line in Figure 4(e)). A temporal scaling with $|\delta E_z^2|/|\delta B_z^2| \propto (1 + q t)^2$ at late times is compatible with the fact that, from Maxwell’s equations, $|\delta E_z^2|/|\delta B_z^2| \sim (v_{Ai}/c)^2$, given that $v_{Ai} \propto |\langle B \rangle|/\sqrt{\gamma_e} \propto (1+q t)$ as a result of compression.

During both the exponential and secular phases of growth, the spectrum of the ion cyclotron mode is nearly monochromatic, with characteristic wave vector $k_i$ in Figure 4 and oscillation frequency $\omega_c$ in Equation (15), even though, strictly speaking, Equations (14) and (15) only apply when the ion anisotropy is at marginal stability. At $q t \simeq 0.55$ (vertical dashed black line in Figure 4), the ion anisotropy is $A_i \simeq 0.5$, giving a characteristic oscillation half-period $\pi/\omega_c \simeq 12\omega_{ci} \simeq 0.12 q^{-1}$, where we have employed the value $\omega_{ci}/q = 100$ appropriate for Figure 4. This is comparable to the oscillation period of $\sim 0.1 q^{-1}$ measured at $q t \simeq 0.55$ in Figure 4(d) as the time span between two consecutive minima or maxima in the temporal evolutions of $|\delta B_z^2|$ or $|\delta E_z^2|$, shown respectively in blue and red. We also notice that the temporal oscillations in $|\delta E_z^2|$ (respectively, $|\delta B_z^2|$) shown in Figure 4(e) with a blue (respectively, red) line are correlated in time with the oscillations in $|\delta B_z^2|$ (respectively, $|\delta E_z^2|$).

For the same anisotropy $A_i \simeq 0.5$, the dominant wavelength should be $\lambda_i = 2\pi/k_i \simeq 2.3\lambda_{ci}$, where we have used Equation (14) together with $\lambda_{ci} = \sqrt{3\beta_0}/2c/\omega_{ci}$ for $\beta_0 = 20$. Once again, this is in good agreement with the wavelength measured from the spatial profiles of $\delta B_z$ (solid blue) or $\delta B_z$ (solid red) in Figure 4(f). We see that the combination of the two oppositely propagating ion cyclotron waves (one along and one against the field; see the two signs in Equation (15)) results in a nonpropagating pattern, with cospatial peaks in $\delta B_z$ (solid blue) and $\delta B_z$ (solid red), with an offset of $\lambda_i/2$ with respect to the peaks in $\delta E_z$ (dashed blue) and $\delta E_z$ (dashed red). In other words, if $\delta B_{z,}\delta B_z \propto \cos k_i x$, then $\delta E_{z,}\delta E_z \propto \sin k_i x$, as indeed expected from Maxwell’s equations (see Equation 2) and in agreement with earlier hybrid simulations (e.g., McKean et al. 1992, 1994). The physics of ion cyclotron waves that we have detailed so far will be used in Section 4 to assess the mechanism of electron heating.

For the case explored in Figure 4, the efficiency of electron heating is quantified in Figure 4(c), where we plot the temporal evolution of the temperature ratio $T_e/T_i = \beta_e/\beta_i$ (solid black line), its variation with respect to the initial value (blue line, dotted because the variation is negative) and the parameter $\chi - \chi_0$, which will be described below (red curve, solid if positive, dotted if negative).

From the black and blue curves in Figure 4(c), we see that the ratio $T_e/T_i$ steadily decreases with time, with the exception of a small glitch at $q t \simeq 0.55$ (see the blue dotted line). The overall trend in $T_e/T_i$ is a mere consequence of the compression of the system and the fact that electrons are more relativistic than ions for the parameters adopted in Figure 4 (see the electron and ion momenta in Figure 4(b)). As we show in Appendix A, in a compressing box the particle parallel momentum does not change, whereas the perpendicular momentum increases as $p_{\perp} \propto (1 + q t)$, so the total momentum $p = (p_{\perp}^2 + p_{||}^2)^{1/2}$ increases as $p_{\perp} \propto \sqrt{1 + 2(1 + q t)^2}$, whereas $T_e \propto (v_{\perp}^2)^{1/2} \propto \sqrt{1 + 2(1 + q t)^2}$, so $T_e/T_i \propto (1 + 2(q t)^2)^{-1/2}$, which explains the decrease observed in the black line of Figure 4(c).

Because we are interested in the net heating of electrons by the ion cyclotron instability, and not in the straightforward effect of compression, we choose to quantify the efficiency of electron heating by defining the ratio

$$\chi \equiv m_e \langle p_{\perp}^2 \rangle/m_e \langle p_{\parallel}^2 \rangle$$

which remains constant before the instability grows and is a good indicator of the electron energy change occurring as a result of the ion cyclotron mode. The choice of the prefactor $m_e/m_e$ is such that in the limit of nonrelativistic particles, so $\langle p_{\perp}^2 \rangle \simeq m_e^2 \langle v_{\perp}^2 \rangle$ and $\langle p_{\parallel}^2 \rangle \simeq m_e^2 \langle v_{\parallel}^2 \rangle$; the parameter $\chi$ reduces to $\chi \equiv m_e \langle v_{\perp}^2 \rangle/m_e \langle v_{\parallel}^2 \rangle$, i.e., to the ratio of the average kinetic energies of electrons and ions. In Figure 4, we plot $|\chi - \chi_0|$, i.e., the magnitude of the $\chi$ parameter relative to its initial value.

The decrease in $\chi - \chi_0$ to negative values, starting at $q t \simeq 0.25$ (red dotted line in Figure 4(c)), results from the development of the electron whistler instability, where the free energy associated with the electron anisotropy is converted into magnetic and electric energy. On the other hand, the development of the ion cyclotron instability at $q t \simeq 0.5$ results in strong electron heating (see the solid red line in Figure 4(c)). The energy gain $\Delta E_{\text{e.g.mec}} c^2$, which will be quantified in Section 4, gives a corresponding change in the $\chi$ parameter of

$$\Delta \chi = \frac{m_e}{m_i} \frac{\langle \gamma_i \Delta \gamma_{e.q} \rangle}{\langle \gamma_i^2 \rangle} c^2.$$
where we neglect higher-order terms in $\Delta \gamma e, q / \gamma e \ll 1$ for reasons explained in Section 4.1.

4. THE PHYSICS OF ELECTRON HEATING

In this section, we describe the physics of electron heating during the growth of the ion cyclotron instability. In Section 4.1, we present an analytical model for the mechanism of electron heating during the development of the instability, emphasizing the physical origin of the various heating terms. In Section 4.2, we discuss the physics of electron heating in our simulations, validating our analytical model in the case of cold and warm electrons, respectively, in Sections 4.2.1 and 4.2.2.

4.1. Analytical Model of Electron Heating

4.1.1. General Formalism

We evaluate the efficiency of electron heating during the growth of the ion cyclotron instability. We employ the adiabatic approximation to describe the electron motion because the electron Larmor radius is much smaller than the characteristic size of the system, which is set by the wavelength $\lambda_i \sim r_{L,i}$ of the ion cyclotron mode.\footnote{For nonrelativistic electrons, the requirement $r_{L,e} \ll r_{L,i}$ corresponds to $\beta_e / \beta_i \ll m_i / m_e$, and for ultrarelativistic electrons, to $\beta_e^2 / \beta_i (c / v_{th,i})^2$. In both regimes, it is easily satisfied.} In the guiding center limit, the energy change of an electron, averaged over a gyration period, can be written as the sum of several terms (see, e.g., Northrop 1963):

$$\frac{d(\gamma - 1)m_e c^2}{dt} = -e v_i E \parallel + \gamma v_i m_e E \cdot \frac{d \hat{b}}{dt} + \frac{\mu B}{\gamma} \frac{v_i}{\gamma} v_i E \cdot \nabla B + m_e v_i E \cdot \frac{dv_i}{dt},$$

(20)

where the electromagnetic fields $E$ and $B$ are evaluated at the instantaneous location of the particle guiding center. Here, $B$ is the field magnitude, $\hat{b} = B / B$ is the unit vector along the direction of the field, and $v_i = c E \times B / B^2$ is the $E \times B$ drift velocity. The Lagrangian derivative $d/dt$ (as opposed to the Eulerian derivative $\partial / \partial t$) is measured along the electron trajectory. In the guiding center approximation, the two derivatives are related by

$$\frac{d}{dt} = \frac{\partial}{\partial t} + (v \hat{b} + v E) \cdot \nabla.$$

(21)

In Equation (20), “parallel” and “perpendicular” refer to the direction of the local magnetic field (so, $E_{\parallel} = E \cdot \hat{b}$). The electron of mass $m_e$, charge $-e$, and Lorentz factor $\gamma$ has a parallel velocity $v_1$ and a perpendicular velocity $\sqrt{2} v_{\perp}$, so its total velocity is $v = (v_1^2 + 2v_{\perp}^2)^{1/2}$.\footnote{In this section, for ease of notation we remove the subscript $e$ to indicate electrons.} Note that our choice for the definition of the perpendicular velocity is such that for an isotropic distribution $(v_{\perp}^2) = \langle v_{\perp}^2 \rangle$. The electron adiabatic moment is $\mu = \gamma^2 v_{\perp}^2 m_e / B$. If the magnetic fields generated by the ion cyclotron instability are weaker than the background ordered field (i.e., $B_{0,i} / |B| \ll 1$), we can simply assume that $v_i = v_1$ and $v_{\perp} = [(v_1^2 + v_{\perp}^2)^2]^{1/2}$ because in our configuration the ordered magnetic field lies along $x$.

In Equation (20), the first line corresponds to energy gain (or loss) involving the parallel energy. The first term describes linear acceleration by the component of the electric field aligned with the magnetic field, whereas the second term includes (but is not limited to) Fermi-like acceleration induced by the curvature of the field lines. More precisely, using Equation (21), the second term in the first line of Equation (20) can be recast as

$$\gamma v_i m_e E \cdot \frac{d \hat{b}}{dt} = \gamma v_i m_e E \cdot \frac{\partial \hat{b}}{\partial t} + \gamma v_i m_e E \cdot [(v \hat{b} + v E) \cdot \nabla \hat{b}].$$

(22)

The last term in Equation (22) describes the so-called curvature drift. In fact, it is straightforward to rewrite this term as $-e v_{\text{curv}} \cdot E$, where the curvature velocity is

$$v_{\text{curv}} = -\frac{\gamma^2 v_{\perp} m_e c}{eB} \hat{b} \times [(\hat{b} \cdot \nabla) \hat{b}].$$

(23)

In Equation (20), the second line represents the energy gains and losses involving the perpendicular energy. The first term in this line is the induction effect, caused by the curl of the electric field acting around the circle of gyration. The second term represents the energy gain associated with the $\hat{g}_B$ drift. In fact, it can be rewritten as $-e v_{\text{pol}} \cdot E$, where the $E \times B$ drift speed is

$$v_{\text{pol}} = -\frac{m_e E \cdot \hat{b}}{eB} \times \frac{\partial v}{\partial t}.$$

(26)

Finally, the third term can be further separated into three contributions. Using Equation (21), we obtain

$$m_e v_i E \cdot \frac{dv_i}{dt} = m_e v_i E \cdot \frac{\partial v_i}{\partial t} + m_e v_i E \cdot [(v \hat{b} + v E) \cdot \nabla] v_i E.$$ 

(25)

The first term on the right-hand side of Equation (25) can be interpreted as the energy gain associated with the polarization drift. It can be recast as $-e v_{\text{pol}} \cdot E$, where the polarization velocity is defined as

$$v_{\text{pol}} = -\frac{m_e E \cdot \hat{b}}{eB} \times \frac{\partial v}{\partial t}.$$ 

(26)

4.1.2. Electron Heating During the Ion Cyclotron Instability

We now proceed to estimate the contribution of the different terms in the case of electron heating by the ion cyclotron instability. By averaging over the electron population, we can assume that $\langle v_i \rangle = 0$ and thus neglect all of the terms linear in $v_i$. The mean electron energy gain then turns out to be\footnote{Unless noted otherwise, the symbol $Q$ should be interpreted as an average over the local particle distribution if the quantity $Q$ pertains to electrons (as in this equation), or as an average over space if the quantity $Q$ refers to electromagnetic fields (as in some later equations).}

$$\frac{d(\gamma - 1)m_e c^2}{dt} = \langle \gamma v_i^2 \rangle m_e E \cdot [(\hat{b} \cdot \nabla) \hat{b}]$$

(27)

$$+ \frac{\gamma^2 v_{\perp}^2 m_e}{B} \left( \frac{\partial B}{\partial t} + v E \cdot \nabla B \right) + \frac{m_e}{2} \frac{\partial v_i^2}{\partial t},$$

where in the last term we have replaced the Lagrangian derivative with the Eulerian derivative, neglecting terms of order $|v_{\perp}^2| c^3 / e^2 \ll 1$ in Equation (25). In addition, while the electromagnetic fields in Equation (20) had to be measured at the guiding center of the selected particle, in Equation (27) we have implicitly assumed that the fields can be evaluated at the
By integrating over time, under the assumption that both \( \langle \gamma v^2 \rangle \) and \( \langle |B| \rangle \) do not appreciably change during the exponential phase of the instability (as we will justify a posteriori), we find that the time-integrated energy change associated with the curvature drift is

\[
\Delta \gamma_{\text{curv}} m_e c^2 \simeq - \left[ \langle |B| \rangle \right]^{3/2} \sin^2 k_x x, \tag{33}
\]

where the subscript “exp” prescribes that the quantity in parentheses should be evaluated at the end of the phase of exponential growth. The negative sign in Equation (33) indicates that the curvature term results in cooling rather than heating, and it is largest at the locations where \( \delta E_{\perp} \propto \sin^2 k_x x \), as we demonstrate in Section 4.2. Because the fractional energy loss is of order \( \sim \langle |B| \rangle^2 \ll 1 \), it follows that \( \langle \gamma v^2 \rangle \) is nearly constant during the growth of the instability, as we had assumed.

The time-integrated contribution of the term \( \langle \gamma v^2 \rangle m_e B^{-1} \partial B / \partial t \) in the second line of Equation (27), which we shall call \( \Delta \gamma_{\partial B} m_e c^2 \), given that it depends on the temporal derivative of the magnetic field, is easy to estimate. In the limit \( \delta B_{\perp} / \langle |B| \rangle \ll 1 \) of weak turbulence, we have \( B \simeq \langle |B| \rangle + \delta B_{\perp} / 2 \langle |B| \rangle \). The time derivative \( \partial \langle |B| \rangle / \partial t \) simply accounts for compression-induced heating. Because this is a mere consequence of our computational setup—occurring even without any instability—it will be neglected hereafter. To leading order, the first nontrivial contribution to electron heating is provided by the time derivative of \( \delta B_{\perp} / 2 \langle |B| \rangle \). This vanishes in the phase of secular growth of the ion cyclotron instability because both \( \delta B_{\perp} \) and the mean field \( \langle |B| \rangle \) grow as \( (1 + q t)^2 \), as we have discussed in Section 3.3. It follows that significant electron heating only occurs during the exponential phase of the ion cyclotron mode. Assuming that the factor \( \langle \gamma v^2 \rangle / \langle |B| \rangle \) in Equation (27) is nearly constant in time (this will be justified a posteriori; notice that, in the limit of nonrelativistic electrons, it is equivalent to the conservation of the magnetic moment), the time integration yields

\[
\Delta \gamma_{\partial B} m_e c^2 \simeq \left[ \langle |B| \rangle \right]^{3/2} \cos^2 k_x x. \tag{34}
\]

This heating term is largest at the locations where \( \delta B_{\perp} \propto \cos^2 k_x x \), as we demonstrate in Section 4.2. The fractional energy gain is of order \( \sim \delta B_{\perp}^2 / \langle |B| \rangle^2 \ll 1 \), so \( \langle \gamma v^2 \rangle \) is nearly constant in time, which justifies our initial assumption.

The second term in the second line of Equation (27) describes the effect of the grad-\( B \) drift, and its time-integrated contribution will be indicated as \( \Delta \gamma_{\nabla B} m_e B^2 \). For the magnetic field in Equation (28), it reduces to

\[
\frac{\langle \gamma v^2 \rangle m_e}{2 \langle |B| \rangle^2} \left( \mathbf{v}_E \cdot \hat{x} \right) \frac{\partial \langle |B| \rangle}{\partial x} = \langle \gamma v^2 \rangle m_e C_B^2 \frac{\partial \langle |B| \rangle}{\partial x}. \tag{35}
\]

As before, we assume that both \( \langle \gamma v^2 \rangle \) and \( \langle |B| \rangle \) do not appreciably change during the exponential phase of the instability. By integrating over time, we find

\[
\Delta \gamma_{\nabla B} m_e c^2 \simeq \left[ \langle |B| \rangle \right]^{3/2} \sin^2 k_x x. \tag{36}
\]

which is smaller than the contribution in Equation (34) by a
factor of $\delta B^2_0/|\langle B \rangle|^2 \ll 1$.\footnote{This term is neglected in second-order theories of electron heating; see Gary & Feldman (1978) and Gary et al. (1993). However, as we show in Equation (39), the sum of $\Delta \gamma_{E,B}$ and $\Delta \gamma_{\parallel}$ tends to vanish in high-beta plasmas, where the electron anisotropy stays small. In this case, the $\Delta \gamma_{E,B}$ term in Equation (36) might dominate the electron energy gain.} Once again, the spatial dependence of this term will be confirmed in Section 4.2.

Finally, the last term in Equation (27) gives the energy gain associated with the $E$-cross-$B$ velocity. To leading order, we find that $v_\parallel^2 \approx \delta E^2_0/|\langle B \rangle|^2$. Because both $\delta E^2_0$ and $|\langle B \rangle|^2$ scale as $(1 + q t)^d$ during the secular phase of growth, as we have demonstrated in Section 3.3, the time derivative in Equation (27) is nonzero only during the exponential phase of the ion cyclotron instability. At the end of this phase, the resulting energy gain is

$$\Delta \gamma_{E,B} m_e c^2 \approx m_e \left( \frac{\omega_i}{k_i} \right)^2 \frac{C_B^2 \sin^2 k_i x}{2 |\langle B \rangle|^2} \exp \left( -\frac{C_B^2 \sin^2 k_i x}{2 |\langle B \rangle|^2} \right),$$

(37)

where $\omega_i/k_i \approx v_{Ai}$ is the phase speed of the ion cyclotron waves. We remark that, unlike the terms we have previously discussed, the contribution in Equation (37) is independent of the initial electron energy. Even for electrons that start with extremely low temperatures, the term in Equation (37) provides a solid temperature “floor.” By comparing Equation (37) with Equation (34), we argue that the electron energy gain will be dominated by the $E$-cross-$B$ contribution if the initial electron temperature satisfies $k_B T_e \lesssim m_e v_{Ai}^2$, or equivalently $\beta_e \lesssim 2 m_e/m_i$.

In summary, the average increase in the electron Lorentz factor resulting from the growth of the ion cyclotron instability can be written as

$$\Delta \gamma_{E,q} \equiv \gamma_e - \gamma_{e,q} = -|\Delta \gamma_{\text{curv}}| + \Delta \gamma_{\parallel} + \Delta \gamma_{E,B} + \Delta \gamma_{E \times B},$$

(38)

where we have subtracted the term $\gamma_{e,q}$ on the left-hand side because it accounts for the electron energy increase due to compression alone, which would be present even without any instability. Finally, we remark that $\Delta \gamma_{\text{curv}}$ and $\Delta \gamma_{\parallel}$ have the same scaling with the turbulent field $\sim C^2_B/|\langle B \rangle|^2$, but opposite sign. Once averaged in space, their sum equals

$$\langle \Delta \gamma_{\parallel} + \Delta \gamma_{\text{curv}} \rangle \approx \left[ \frac{\langle v_{\perp B}^2 \rangle - \langle v_{\parallel B}^2 \rangle}{c^2} \frac{C_B^2}{4 |\langle B \rangle|^2} \right] \exp \left( -\frac{C_B^2}{4 |\langle B \rangle|^2} \right),$$

(39)

where the average $\langle \Delta \gamma_{\parallel} + \Delta \gamma_{\text{curv}} \rangle$ is over all the electrons in the system. From Equation (39), we conclude that the net contribution only depends on the anisotropy of the electron population, and it vanishes for isotropic electrons because $\langle v_{\perp B}^2 \rangle = \langle v_{\parallel B}^2 \rangle$. Also, we remark that, because of the cancelation between the two terms in Equation (39), the criterion for the dominance of the term in Equation (39) over the $E$-cross-$B$ contribution in Equation (37) should be properly written as $\beta_e A_e \gtrsim 2 m_e/m_i$, where $A_e$ is the electron anisotropy. For simplicity, in our discussion below we shall assume $A_e \sim 1$ (see the solid blue line in Figure 4(d)), so the criterion is simply $\beta_e \gtrsim 2 m_e/m_i$.

4.2. Electron Heating in PIC Simulations

In this section, we demonstrate that the analytic model described in Section 4.1 is in excellent agreement with the results of our simulations. In Figures 5 and 6, we analyze in detail the various contributions to electron heating during the growth of the ion cyclotron mode for the cases of cold ($\beta_{0e} \lesssim 2 m_e/m_i$) and warm ($\beta_{0e} \gtrsim 2 m_e/m_i$) electrons, respectively. In both cases, we show in panel (a) the complete temporal evolution of the transverse magnetic and electric energy, of the electron-to-ion temperature ratio, and of the $\chi$ parameter defined in Equation (18). Then, we focus on the exponential growth of the ion cyclotron mode (as delimited by the vertical solid black lines in panel (a)), and we present in panel (b) the resulting increase in the mean electron Lorentz factor and the partition of such energy gain into the various terms described in Section 4.1.

In panel (c) we show the spatial profiles of magnetic and electric energy at the saturation of the ion cyclotron growth, and in panel (d) we show the spatial dependence of the different heating terms at the same time as in panel (c) (the selected time is marked with the vertical dashed black line in panels (a) and (b)).

For a complete characterization of the electron energy gain in the adiabatic approximation, one should use Equation (20), calculating for each electron the electromagnetic fields and their derivatives at the instantaneous location of the particle gyrocen- ter. We have performed such an experiment, following a sample of $\sim 10,000$ electrons, whose instantaneous properties (location, momentum, and local electromagnetic fields) were saved every 10 time steps. For each electron, we computed all of the terms on the right-hand side of Equation (20) and confirmed that the mean electron energy gain (which can be calculated directly from the simulation from the temporal evolution of the particle Lorentz factor) is equal to the time-integrated sum of the various contributions on the right-hand side of Equation (20). Thus, Equation (20) properly describes the physics of electron heating.

We then proceeded one step further, checking that the assumptions leading to Equation (27) are satisfied. We verified that direct acceleration by the parallel electric field (the first term on the right-hand side of Equation (20)) is always negligible, once averaged over the electron population. We also checked that the only significant contribution in Equation (22) is provided by the proper curvature term, i.e., the one proportional to $v_{\perp B}^2$. We have tested that the electromagnetic fields can be measured either at the instantaneous particle location (as in Equation (27)) or at the particle guiding center (as in Equation (20)) without appreciable differences, once we average over the electron population. Finally, we checked that $\partial (\delta E^2_0/\beta t) \approx (\partial v_{\perp B}^2/\partial t)$.

In summary, we have used a sample of particles extracted from our simulations to explicitly check that all of the assumptions leading to Equation (27) are well motivated. Below, we integrate over time the terms on the right-hand side of Equation (27). The resulting space-dependent contributions shall be called, respectively, $\Delta \gamma_{\text{curv}}$, $\Delta \gamma_{\parallel}$, $\Delta \gamma_{E,B}$, and $\Delta \gamma_{E \times B}$, and their spatial averages will be $\langle \Delta \gamma_{\text{curv}} \rangle$, $\langle \Delta \gamma_{\parallel} \rangle$, $\langle \Delta \gamma_{E,B} \rangle$, and $\langle \Delta \gamma_{E \times B} \rangle$. Note that we use the same notations as in Section 4.1.2 (see Equations (33), (34), (36), and (37)). However, in the two subsections below, we directly integrate Equation (27), without making use of the approximations employed in Section 4.1.2 to derive the simple expressions in Equations (33), (34), (36), and (37). We have explicitly checked that the assumptions leading to these equations are realized in our simulations.

In the two subsections below, we present results for two representative cases, one with cold electrons ($\beta_{0e} \lesssim 2 m_e/m_i$) and one with warm electrons ($\beta_{0e} \gtrsim 2 m_e/m_i$). We have checked the consistency of our results by following in each case a sample of $\sim 10,000$ electrons from the simulation for three values of ion beta ($\beta_{0i} = 5$, 20, and 80), two values of the electron-to-ion...
temperature ratio \((T_{\text{e}}/T_{\text{i}} = 10^{-2} \text{ and } 10^{-1})\), two choices of the Alfvén velocity \((v_{\text{A0}}/c = 0.05 \text{ and } 0.1)\) and of the ratio \(\omega_{\text{ci}}/q\) (\(= 50 \text{ and } 100\)), and two values of the mass ratio \((m_{\text{i}}/m_{\text{e}} = 16 \text{ and } 64)\). In all cases, our results are in very good agreement with the model presented above. More details on the dependence of the heating efficiency on flow conditions will be presented in Paper II.

4.2.1. Cold Electrons: \(\beta_{\text{e0}} \lesssim 2 m_{\text{e}}/m_{\text{i}}\)

In Figure 5, we present the physics of electron heating by the ion cyclotron instability in the case of cold electrons: \(\beta_{\text{e0}} \lesssim 2 m_{\text{e}}/m_{\text{i}}\). We choose \(\beta_{\text{e0}} = 20, T_{\text{e0}}/T_{\text{i0}} = 10^{-3}, v_{\text{A0}}/c = 0.05, \omega_{\text{ci}}/q = 100, \) and \(m_{\text{i}}/m_{\text{e}} = 16.\) It follows that \(\beta_{\text{e0}} = 0.02 \ll m_{\text{e}}/m_{\text{i}}.\)

The development of the ion cyclotron instability, as shown by the temporal evolution of the transverse magnetic energy \(\langle \delta B_{\perp}^{2} \rangle\) and of the transverse electric energy \(\langle \delta E_{\perp}^{2} \rangle\) (blue and green lines in Figure 5(a), respectively), follows closely the evolution shown in Figure 4, despite the difference in \(T_{\text{e0}}/T_{\text{i0}}\) and in \(m_{\text{i}}/m_{\text{e}}.\) In particular, in both cases the magnetic energy reaches \(\langle \delta B_{\perp}^{2} \rangle / \langle |B|^{2} \rangle \sim 0.3\) at the end of the exponential phase \((q t \simeq 0.55),\) whereas the electric energy at the same time is smaller by a factor of \(\sim (v_{\text{A0}}/c)^{2} \simeq 2.5 \times 10^{-3}.\) Therefore, the development of the ion cyclotron instability does not depend on the electron thermal content or the ion-to-electron mass ratio.

As a result of the growth of the ion cyclotron instability, the electron-to-ion temperature ratio increases up to \(T_{\text{e}}/T_{\text{i}} \simeq 2 \times 10^{-3}\) (black line in Figure 5(a)). Accordingly, the \(\chi\) parameter grows exponentially around \(q t \simeq 0.5,\) saturating at \(\chi - \chi_{0} \simeq 10^{-3}\) (red line in Figure 5(a)). The net increase in the mean electron Lorentz factor, after excluding the effect of compression, is shown in Figure 5(b) with a solid red line. We focus on the exponential growth phase of the ion cyclotron mode, i.e., \(0.4 \lesssim q t \lesssim 0.6\) (as marked by the vertical solid black lines in Figure 5(a)). As expected for \(\beta_{\text{e0}} \lesssim 2 m_{\text{e}}/m_{\text{i}}\) (cold electrons), most of the electron energy gain is provided by the \(E\times B\) term \(\langle \Delta \gamma_{\perp} \rangle\) (black line in Figure 5(b)). The other three terms on the right-hand side of Equation (27), which depend on the initial electron temperature, have only a minor contribution.
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**Figure 5.** Physics of electron heating from a representative 1D simulation with cold electrons, i.e., \(\beta_{\text{e0}} \lesssim 2 m_{\text{e}}/m_{\text{i}}.\) We choose \(\beta_{\text{e0}} = 20, T_{\text{e0}}/T_{\text{i0}} = 10^{-3}, v_{\text{A0}}/c = 0.05, \omega_{\text{ci}}/q = 100, \) and \(m_{\text{i}}/m_{\text{e}} = 16.\) We plot (a) the overall temporal evolution of the system, showing the development of the ion cyclotron instability, which results in magnetic and electric energy (blue and green lines, respectively) and in electron heating, as quantified by the ratio \(T_{\text{e}}/T_{\text{i}}\) of the electron-to-ion temperature, or by the parameter \(|\chi - \chi_{0}|,\) where \(\chi\) is defined in Equation (18) and \(\chi_{0}\) is its initial value. For reference, we also plot \((1 + q t)^{2}\) (dotted black line) and \((1 + q t)^{4}\) (dot-dashed black line). In the time span delimited by the vertical solid black lines in panel (a), we show in panel (b) the various contributions to electron heating (see legend). The sum of the different contributions (dotted red line), which is dominated by the \(E\times B\) term (solid black line), follows closely the actual evolution measured from the simulation (solid red line), validating our analytical model. We then localize the source of heating in space by comparing with the spatial profiles of the magnetic (blue) and electric (green) energy densities shown in panel (c), as a function of the longitudinal coordinate \(x,\) measured in units of the ion Larmor radius \(r_{\text{L,i}}.\) As presented in panel (d), the various heating contributions (see legend) have different spatial profiles. The plot of the actual electron energy gain (solid red) follows closely the sum of the different contributions (dotted red), which is dominated by the \(E\times B\) term (solid black line).
with \((\Delta \gamma_{\| B})\) and \((\Delta \gamma_{\text{curv}})\) having opposite signs (blue and green in Figure 5(b), respectively), in agreement with Equation (39). The sum of the four contributions (dotted red line in Figure 5(b)) follows closely the net increase in Lorentz factor as measured directly from the simulation (solid red line), confirming that Equation (27) can be confidently used to estimate the efficiency of electron heating.

We remark that, because the \(E\)-cross-\(B\) term \((\Delta \gamma_{\perp B})\) does not depend on the initial electron energy (see the last term in Equation (27), which results in Equation (37)), it provides a solid temperature “floor” even for electrons starting with virtually zero temperature. On the other hand, the magnitude of this term depends explicitly on the electron-to-ion mass ratio, so the resulting increase in the \(\gamma\) parameter will scale as \(\propto m_e/m_i\), everything else being fixed. We have directly verified that, at fixed \(\beta_0 c/m_e \ll 1\), the electron heating efficiency is dominated by the \(E\)-cross-\(B\) term, so it scales in inverse proportion with the ion-to-electron mass ratio (we have tested this for \(m_i/m_e = 16\) and 64).

With regard to the spatial dependence of electron heating, we expect on analytical grounds that \(\Delta \gamma_{\perp E,B} \propto \gamma_{\text{E,curv}}^2 \propto \Delta E_{\perp,\text{curv}}^2\). The spatial profile of \(\Delta E_{\perp,\text{curv}}^2\) is shown in Figure 5(c) with a green line (instead, \(\Delta B_{\perp}^2\) is plotted in blue) at the time \(q t = 0.565\) that is marked with a vertical dashed black line in panels (a) and (b). Figure 5(d) shows that the time-integrated energy gain due to the \(E\)-cross-\(B\) term (black line) follows closely the spatial profile of \(\Delta E_{\perp,\text{curv}}^2\) (green line in Figure 5(c)), in agreement with our analytical model. The spatial profiles of the other three terms (blue for \(\Delta \gamma_{\| B}\), green for \(\Delta \gamma_{\text{curv}}\), and orange for \(\Delta \gamma_{\perp B}\) in Figure 5(d)) also agree with the model, but we postpone their analysis to the following subsection, where their role in electron heating is much more important.

From Figure 5(d), it is remarkable that the spatial profile of the predicted electron energy gain (dotted red line) agrees well with the spatial dependence of the actual electron energy increase (solid red line). This suggests that, in the case of cold electrons, the final electron energy depends dramatically on the initial spatial location because electrons are heated locally by the growing electric fields (which, as discussed in Section 3.3, form a stationary pattern in space). The electron distribution at each location resembles a Maxwellian drifting with the local \(E\)-cross-\(B\) velocity. We have directly tested the local nature of the heating process in the case of cold electrons by performing a selected run in which the position of each electron was artificially kept constant. We find that, despite this artificial constraint on the electron motion, the heating efficiency is unchanged, which confirms the local nature of the heating process.

**4.2.2. Warm Electrons:** \(\beta_0 \gtrsim 2 m_e/m_i\)

To study the case of warm electrons with \(\beta_0 \gtrsim 2 m_e/m_i\), we increase both the electron-to-ion temperature ratio to \(T_{ei}/T_0 = 10^{-1}\) and the ion-to-electron mass ratio to \(m_i/m_e = 64\). It follows that \(\beta_0 \gtrsim 2 \gg m_e/m_i\).

The parameters chosen for Figure 6—\(\beta_0 = 20\), \(T_{ei}/T_0 = 10^{-1}\), \(v_{A0}/c = 0.05\), \(\omega_{ci}/q = 50\), and \(m_i/m_e = 64\)—are identical to the reference case discussed in Section 3.3 (see Figure 4), with the exception of \(\omega_{ci}/q\), which is smaller here by a factor of two. Despite this difference, we notice that the magnetic energy at the end of the exponential phase is still \((\delta B_{\perp}^2)/|B|^2 \sim 0.3\) (blue line in Figure 6), and the electric energy is still a factor of \(\sim (v_{A0}/c)^2 \sim 2.5 \times 10^{-3}\) smaller than the magnetic energy (green line in Figure 6). The only variation, with respect to the case \(\omega_{ci}/q = 100\) studied in Section 3.3, is the fact that the exponential growth terminates at \(q t \simeq 0.7\), later than in Figure 4.

For the parameters adopted in Figure 6, the electrons are quasi-relativistic. Because of the different adiabatic index with respect to the nonrelativistic ions, the electrons are disfavored, as regard to compressive heating. This explains the steady decrease in \(T_e/T_i\), shown in Figure 6(a) with a black line. Excluding the effect of compression, the \(\chi\) parameter (red line in Figure 6(a)) shows an early phase of cooling (dotted red line in Figure 6(a) at \(0.25 \lesssim q t \lesssim 0.6\)) that is due to the growth of the electron whistler instability, which drains the free energy of the electron anisotropy to generate electromagnetic waves (see the corresponding bumps in the blue and green lines in Figure 6(a)). At \(q t \gtrsim 0.6\), the ion cyclotron instability grows and heats the electrons, bringing the \(\chi\) parameter back to positive values (solid red line in Figure 6(a)), up to a saturation value of \(\chi - \chi_0 \approx 10^{-2}\).

The net increase in the mean electron Lorentz factor, excluding the effect of compression, is shown in Figure 6(b) with a solid red line, during the exponential growth of the ion cyclotron mode \((0.55 \lesssim q t \lesssim 0.8\), as marked by the vertical solid black lines in Figure 6(a)). We notice that, following a decrease at early times that is associated with the electron whistler mode (see the minor dip in the solid red line at \(q t \approx 0.6\) in Figure 6(b)), the mean electron Lorentz factor asymptotically approaches \(\approx 0.02\).

The sum of the four contributions on the right-hand side of Equation (27), once integrated over time (dotted red line in Figure 6(b)), follows closely the net increase in Lorentz factor as measured directly from the simulation (solid red line), confirming that Equation (27) (and consequently, Equation (38)) can be confidently used to estimate the efficiency of electron heating. In this case of warm electrons, the \(E\)-cross-\(B\) term \((\Delta \gamma_{\perp B})\) (black line in Figure 6(b)), which dominated for cold electrons, is completely negligible. Rather, most of the electron heating comes from the combination of the (positive) term \((\Delta \gamma_{\| B})\) (blue line in Figure 6(b)) and the (negative) curvature term \((\Delta \gamma_{\text{curv}})\) (green line), with a minor contribution by the gradient-\(B\) term \((\Delta \gamma_{\perp B})\) (orange line). Unlike the \(E\)-cross-\(B\) Factor, these three terms yield an increase in electron energy proportional to the electron temperature, irrespective of the electron-to-ion mass ratio.

By comparing Figure 6(b) with Figure 5(b), we can demonstrate that the heating contributions \((\Delta \gamma_{\| B})\) (blue line) and \((\Delta \gamma_{\text{curv}})\) (green line) scale as predicted in Equations (34) and (33), respectively. In terms of the variation in Lorentz factor, which is plotted in panel (b), the blue and green curves should scale as \(\propto (T_{ei}/T_0)(m_i/m_e)\), implying a difference of a factor of \(\sim 400\) between Figures 5 and 6, in good agreement with the numerical results. Most importantly, the sum of the four contributions (dotted red line in Figure 6(b)) follows closely the net increase in Lorentz factor as measured directly from the simulation (solid red line), confirming that Equation (27) (and consequently, Equation (38)) are valid even for warm electrons.

To investigate the spatial dependence of the different heating contributions, we present the spatial profiles of the magnetic (blue) and electric (green) energy in Figure 6(c). We find that the electron temperatures perpendicular and parallel to the mean field are nearly uniform in space (not shown), with a modest tendency for lower perpendicular temperatures (and higher parallel temperatures) close to the peaks in magnetic energy, as expected from the mirror effect. The spatial uniformity of
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Figure 6. Physics of electron heating from a representative 1D simulation with warm electrons, i.e., $\beta_0 \gtrsim 2 m_e/m_i$. We choose $\beta_0 = 20$, $T_0/e/T_0/i = 10^{-1}$, $v_A/0.05$, $\omega_{ci}/q = 50$, and $m_i/m_e = 64$. The panels show the same quantities as in Figure 5, with the following exceptions. The dotted red line in panel (a) is chosen to indicate when the heating parameter $\chi - \chi_0$ is negative (see solid line for positive values). In panel (d), we do not show the spatial profile of the electron energy gain (red lines in Figure 5(d)) because the heating process is nonlocal, i.e., the electrons move across several wavelengths during the growth of the ion cyclotron mode. For warm electrons, the energy change is dominated by the balance between the gain due to $\Delta \gamma \partial B$ and the loss due to $\Delta \gamma \text{curv}$, as shown in panels (b) and (d).

$T_{e,\perp}$ and $T_{e,\parallel}$ is related to the fact that the heating process is nonlocal: the electrons move across several wavelengths during the growth of the ion cyclotron mode. This is why in Figure 6(d) we do not show the spatial profile of the electron energy gain, as opposed to Figure 5(d) (red solid and dotted lines), where the heating mechanism was spatially localized.

In Figure 6(d), we confirm the spatial dependence of the different heating terms, as described in Equations (33), (34), and (36). In Section 4.1, we have assumed, among other things, that the spectrum of the ion cyclotron mode is monochromatic, as in Equation (28), and we have derived that $\Delta \gamma_{\parallel} \propto \delta B_\perp^2 \propto \cos^2 k_i x$, $\Delta \gamma_{\text{curv}} \propto \sin^2 k_i x$, and $\Delta \gamma_{\partial B} \propto \cos^2 k_i x \sin^2 k_i x$. These spatial dependences are confirmed in Figure 6(d), even though, in computing the different curves, we have directly employed Equation (27) without any of the assumptions leading to Equations (33), (34), and (36). In particular, we notice that the heating associated with $\Delta \gamma_{\parallel}$ (blue line in Figure 6(d)) follows the profile of magnetic energy shown in Figure 6(c), whereas the contribution of $\Delta \gamma_{\text{curv}}$ (green line in Figure 6(d)) peaks, though with negative values, at the same locations as the electric energy in Figure 6(c). Finally, the grad-$B$ term $\Delta \gamma_{\partial B}$ (orange line in Figure 6(d)) is largest in between the peaks of $\delta B_\perp^2$ and $\delta E_\perp^2$ (e.g., see the orange line in Figure 6(d) at $3 \lesssim x/r_{Li} \lesssim 4.5$).

5. SUMMARY AND DISCUSSION

In this work, we have investigated the physics of electron heating during the growth of ion velocity-space instabilities in a collisionless plasma by means of 1D and 2D fully kinetic PIC simulations. We have focused on instabilities driven by a pressure anisotropy with $P_\perp > P_\parallel$: the mirror and ion cyclotron instability and the electron whistler instability. We do not consider the initial-value problem of the evolution of a prescribed temperature anisotropy. Rather, we constantly drive $P_\perp > P_\parallel$ by continuously forcing an amplification of the mean magnetic field. The increase in magnetic field, coupled to the adiabatic invariance of the particle magnetic moments, drives $P_\perp > P_\parallel$. Our setup allows us to study the long-term nonlinear evolution of the relevant instabilities beyond their initial exponential stage. In our setup, the increase in magnetic field is driven by compression.18 However, our results—and in particular our model of electron heating via the ion cyclotron instability—hold regardless of what drives the field amplification, so they can be equally applied to the case where velocity-space instabilities

18 As a side note, we remark that our numerical technique can also be applied to expanding plasmas, e.g., to study the interplay between electron and ion kinetic physics in the solar wind.
are induced by incompressible shear motions (Kunz et al. 2014; Riquelme et al. 2014).

Fully kinetic PIC simulations with mobile ions and a realistic mass ratio are required to capture from first principles the energy transfer from ions to electrons during the growth of ion velocity-space instabilities. To study this problem, we have modified the standard PIC equations (i.e., Maxwell’s equations and the Lorentz force) to account self-consistently for the overall compression of our system. Anisotropy-driven ion instabilities in a system undergoing compression have been studied with a hybrid code by Hellinger & Trávníček (2005). In hybrid codes, the electrons are treated as a massless charge-neutralizing isotropic fluid, so these codes cannot capture self-consistently the kinetic physics of anisotropy-driven electron instabilities (notably, the electron whistler mode) or the efficiency of electron heating during the growth of ion-scale instabilities.

With our novel fully kinetic technique, we have studied, on the one hand, how the growth of ion-scale instabilities depends on the electron-to-ion temperature ratio $T_{ei}/T_{i0}$. On the other hand, we have assessed how the development of ion velocity-space instabilities can result in net electron heating (aside from the energy gain due to compression alone). Our main results are as follows:

1. For the values of ion plasma beta $\beta_{ii} \sim 5$–30 expected in the midplane of low-luminosity accretion flows (e.g., Sadowski et al. 2013), the nature of the dominant anisotropy-driven ion instability changes as a function of the electron-to-ion temperature ratio. If $T_{ei}/T_{i0} \gtrsim 0.2$, the mirror instability dominates. This is in agreement with recent hybrid (Kunz et al. 2014) and PIC (Riquelme et al. 2014) simulations of shear-driven ion velocity-space instabilities in collisionless plasmas with $T_{ei} = T_{i0}$. For $T_{ei}/T_{i0} \gtrsim 0.2$, the electron anisotropy induced by compression actively participates in the growth of the mirror mode. In contrast, if the electron thermal content is reduced, the electron contribution to the excitation of the mirror instability is suppressed, and mirror modes are weaker. For $T_{ei}/T_{i0} \lesssim 0.2$, we find that it is the ion cyclotron mode that controls the evolution of the system, at least up to one compression timescale. Pitch-angle scattering off the resulting ion cyclotron waves reduces the ion anisotropy, which in the saturated state follows the marginal stability condition $[\beta_{i\parallel}/\beta_{i\perp}]_{\text{MS}} \simeq 0.65/\beta_{i\perp}^2$ appropriate for the ion cyclotron mode.

2. Because the wave vector of the ion cyclotron instability is aligned with the mean field, the relevant physics at temperatures $T_{ei}/T_{i0} \lesssim 0.2$ can be conveniently studied with 1D simulations, with the box aligned with the ordered field. In this regime, we find that the evolution of turbulent field energy and of the ion anisotropy in 1D simulations is in excellent agreement with 2D results. Thanks to the greater number of particles per cell allowed by 1D simulations, the efficiency of electron heating by the ion cyclotron instability can thus be reliably estimated.

3. We have developed an analytical model to describe the physics of electron heating during the growth of the ion cyclotron instability, clarifying the physical origin of the different heating terms in Equations (33), (34), (36), and (37). We find that for cold electrons ($\beta_{ie} \lesssim 2 m_e/m_i$, where $\beta_{ie}$ is the ratio of electron thermal pressure to magnetic pressure) the electron energy gain is controlled by the magnitude of the $E \times B$ velocity induced by the ion cyclotron waves (Equation (37)). This term is independent of the initial electron temperature, so it provides a solid energy “floor” even for electrons starting with extremely low temperatures. On the other hand, the electron energy increase for $\beta_{ie} \gtrsim 2 m_e/m_i$ is proportional to the initial electron temperature and depends linearly (in Equations (33) and (34)) or quadratically (in Equation (36)) on the energy of the ion cyclotron fluctuations. We have validated our analytical model in both regimes, $\beta_{ie} \lesssim 2 m_e/m_i$ and $\beta_{ie} \gtrsim 2 m_e/m_i$, by means of 1D PIC simulations. We find excellent agreement with our analytical results for both the magnitude and the spatial dependence of the various heating terms. In Paper II, we investigate how the electron heating efficiency by the ion cyclotron mode depends on flow conditions.

Our results have implications for the physics of low-luminosity accretion flows, where the rate of Coulomb collisions in the innermost regions is extremely low, and the plasma has two temperatures, with the ions hotter than the electrons. However, the same velocity-space instabilities that we discuss here play an important role in the solar wind (Kasper et al. 2002, 2006; Bale et al. 2009; Maruca et al. 2011, 2012; Matteini et al. 2007, 2013; Cranmer et al. 2009; Cranmer & van Ballegooijen 2012) and in the intracluster medium (Schekochihin et al. 2005; Lyutikov 2007; Santos-Lima et al. 2014). Thus, our findings have implications for a variety of collisionless astrophysical plasmas.

A major outcome of our study is that, for the plasma parameters appropriate to the innermost regions of ADAFs, the mirror instability dominates for $T_{ei}/T_{i0} \gtrsim 0.2$, whereas for $T_{ei}/T_{i0} \lesssim 0.2$ the ion anisotropy is controlled by the ion cyclotron instability. In shearing box simulations of accretion flows that employ the so-called kinetic MHD framework (Sharma et al. 2006, 2007), the evolution of an anisotropic pressure tensor is incorporated in the MHD equations of the plasma. There, the physics of anisotropy-driven instabilities is included by setting a strict upper limit on the pressure anisotropy: once the pressure anisotropy exceeds the threshold value, pitch-angle scattering is expected to quickly reduce the anisotropy to its threshold value. Based on our findings, the threshold of marginal stability to be employed in kinetic MHD simulations should depend not only on the local ion fluid properties (notably, $\beta_{ii}$), but also on the electron-to-proton temperature ratio: the marginal stability for the mirror instability should be enforced when $T_{ei}/T_{i0} \gtrsim 0.2$, whereas the threshold condition for the ion cyclotron mode should be applied when $T_{ei}/T_{i0} \lesssim 0.2$. An assessment of the appropriate threshold condition to be used as a closure relation in fluid models is important for the large-scale dynamics of accretion flows, e.g., by affecting their angular momentum transport.

\[ a_i = 1 + q t, \quad a_{\perp i} = 1 + q t - 1 \text{ or alternatively} \quad a_i = 1 + q t, \quad a_{\perp i} = 1 + q t - 1, \text{ and} \quad a_e = 1 \] and found basically the same results.

\[ \delta B_{\perp}/(B) \ll 1. \]

\[ \delta B_{\parallel}/(B) \ll 1. \]

\[ \delta B_{\perp}/(B) \ll 1. \]

\[ \delta B_{\parallel}/(B) \ll 1. \]
A second application of our work concerns the physics of electron heating in collisionless plasmas. The electron heating mechanism described in this work can be incorporated into global general-relativistic MHD simulations of low-luminosity accretion flows by adding a source term to the electron thermal evolution. This will enable us to follow the electron thermodynamics as the electron fluid is heated by ion velocity-space instabilities or cooled by radiation. It would help to clarify the equilibrium value of the electron-to-proton temperature ratio as a function of radius in collisionless accretion flows and could be employed for modeling the radiative properties of systems like Sgr A* (e.g., Yuan & Narayan 2014). A detailed assessment of the dependence of the electron heating efficiency on flow conditions is deferred to Paper II.

We conclude by discussing a few questions that our work has not addressed. We have not tackled the role of oblique compressions, i.e., when the compression is not orthogonal to the large-scale magnetic field. Such a study should be performed with multidimensional PIC simulations, to be presented elsewhere.

Finally, we remark that our investigation has been performed for homogeneous electron–proton plasmas without heavier nuclei. It is known that the inclusion of a significant fraction of helium nuclei may significantly raise the proton cyclotron threshold, thus suppressing the proton cyclotron instability in favor of the mirror mode (Price et al. 1986). Also, spatio-temporal variations in the ambient magnetic field on intermediate scales (larger than the proton Larmor radius, but smaller than the large-scale gradients in the disk) may affect the proton cyclotron instability more than the mirror instability. This is because the proton cyclotron instability relies on the cyclotron resonance condition, while the mirror instability is nonresonant. Intermediate-scale variations in the ambient field could shift the proton cyclotron mode out of resonance in favor of the mirror mode (e.g., Hellinger et al. 2006, in the context of the solar wind). An assessment of these issues is left for a future study.
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APPENDIX A
THE PIC METHOD IN A COMPRESSING BOX

Here, we describe the basic equations of the PIC method in a compressing or expanding box. We will solve the relevant equations in the fluid comoving frame, which is related to the laboratory frame by a Lorentz boost, with velocity $U$. We only consider the nonrelativistic limit $|U|/c \ll 1$, as we justify below. Quantities measured in the laboratory frame will be labeled with the subscript “L”. In the comoving frame, we adopt two sets of spatial coordinates with the same time coordinate. The unprimed coordinate system in the fluid comoving frame has a basis of unit vectors, so it is the appropriate coordinate set to measure all physical quantities. Below, it will be convenient to redefine the unit length of the spatial axes in the comoving frame such that a particle subject only to compression or expansion stays at fixed coordinates. This will be our primed coordinate system in the fluid comoving frame.

The location of a particle in the laboratory frame is related to its position in the primed coordinate system of the fluid comoving frame by $x_L = L x'$, where compression or expansion is described by the diagonal matrix

$$L = \frac{\partial x}{\partial x'} = \begin{pmatrix} a_x & 0 & 0 \\ 0 & a_y & 0 \\ 0 & 0 & a_z \end{pmatrix}, \quad \ell = \det(L), \quad (A1)$$

where $\ell$ is the determinant. In the case of compression perpendicular to an ordered magnetic field aligned with the $x$-direction, as assumed in the main body of the paper, we take

$$a_x = 1, \quad a_y = a_z = (1 + qt')^{-1}. \quad (A2)$$

In general, $a_x$, $a_y$, and $a_z$ are functions of time but not of the spatial coordinates. Note that both primed and unprimed coordinate systems pertain to the same reference frame (the comoving frame), so they share the same time coordinate $t' = t$ (and so $dt' = dt$). By differentiating $x_L = L x'$, we find

$$dx_L = L dx' + L x' dt', \quad (A3)$$

which describes the Lorentz transformation from the comoving frame to the laboratory frame to first order in the boost velocity $|U|/c \ll 1$. In a cosmological context, the velocity $U$ would correspond to the Hubble flow. In our setup, $U_x = 0$, whereas $U_z = -q y'(1 + q t'^2)$, and similarly for $U_z$. Because the typical scale of our simulations is the ion Larmor radius $r_{L,i}$, we find

$$|U_z|/c \sim |U_z|/c \sim q r_{L,i}/c \sim (q/\omega_{th,i})(\nu_{th,i}/c),$$

where $\nu_{th,i}$ is the ion thermal velocity. In the regime relevant for astrophysical accretion flows, we expect nonrelativistic ions ($\nu_{th,i}/c \ll 1$) and slow compressions (i.e., $q/\omega_{th,i} \ll 1$), so our assumption $|U|/c \ll 1$ is easily satisfied.

In analogy to Equations (A3) and (A4), the Lorentz transformation of the time coordinate between the laboratory frame and the comoving frame is

$$dt_L = dt + (U/c^2) \cdot dx \quad (A5)$$

$$= dt' + (U/c^2) \cdot (L dx'), \quad (A6)$$

to first order in the boost velocity $|U|/c \ll 1$.

From Equations (A3) to (A6), one can obtain the relation between the momentum of a particle in the laboratory frame and in the comoving frame, as well as the transformation of the particle Lorentz factor. We define $p_x = m dx_L/d\tau$ and $p' = m dx'/d\tau = L^{-1} p$, where $\tau$ is the proper time and $p = m dx/d\tau$ is the physical momentum in the unprimed
coordinate system. From Equations (A3) to (A6), it follows that

\[ p_L = Lp' + U \gamma' m \]
\[ = p + U \gamma m, \]
and similarly, defining the particle Lorentz factor in the two frames as \( \gamma_L = \gamma_L/dt/d\tau \) and \( \gamma' = dt'/d\tau = \gamma \), we find

\[ \gamma_L = \gamma + (U/c^2) \cdot (Lp'/m) \]
\[ \quad = \gamma + (U/c^2) \cdot (p/m), \]
consistent with a Lorentz transformation at first order in \( |U|/c \ll 1 \). It is trivial to show that \( \gamma_L = \sqrt{1+(p_L/mc)^2} \) and \( \gamma = \gamma' = \sqrt{1+(p/mc)^2} \) are consistent with Equation (A8) to first order in \( |U|/c \ll 1 \).

From Equations (A3) to (A6), one can also derive the relation

\[ \partial t' = \partial t - U \cdot \left( L^{-1} \partial \mathbf{x}' \right), \]
\[ \partial \mathbf{x}' = \partial \mathbf{x} - \mathbf{L} \cdot \left( \partial \mathbf{t}' \right), \]
to first order in \( |U|/c \ll 1 \). The two equations above will be used to find the form of Maxwell’s equations in the comoving frame, as we describe below.

Before proceeding, we list the assumptions entering our derivation below of Maxwell’s equations and the Lorentz force in the fluid comoving frame.

1. We assume that the compression or expansion velocity is nonrelativistic, i.e., \( |U|/c \ll 1 \). Therefore, we retain only the terms that depend linearly on \( |U|/c \), neglecting higher-order terms, e.g., proportional to \( U^2/c^2 \propto L^2 \). For the same reason, we neglect terms containing \( \mathbf{L} \mathbf{L} \) because this is the temporal derivative of \( L^2/2 \), which we consistently discard.

2. We allow for the possibility that the rate of expansion or compression of the system may change with time, i.e., \( \mathbf{L} \neq 0 \). Acceleration terms proportional to \( \mathbf{L} \) are retained in the equations below, but we argue that they can be neglected in all of the circumstances relevant for this work. In addition, we remark that our conclusions are the same when we adopt a different temporal evolution for the matrix \( \mathbf{L} \), such that \( \mathbf{L} = 0 \) (e.g., if we choose \( a_2 = a_x = 1 - q t \), as opposed to our standard choice \( a_2 = a_x = (1 + q t)^{-1} \)). Thus, our main results hold regardless of whether the compression (or expansion) speed is constant or changing over time.

3. The Lorentz force that we obtain below in the fluid comoving frame holds for any particle momentum, i.e., for nonrelativistic, transrelativistic, or ultrarelativistic particles.

A.1. Maxwell’s Equations

From the usual expressions of Maxwell’s equations in the laboratory frame, and using Equations (A9) and (A10), we find the form of Maxwell’s equations in the comoving frame to first order in \( |U|/c \ll 1 \):

\[ \nabla' \cdot (\ell L^{-1} \mathbf{E}) = 4\pi \ell \rho', \]
\[ \nabla' \cdot (\ell L^{-1} \mathbf{B}) = 0, \]
\[ \nabla' \times (\ell \mathbf{E}) = -\frac{1}{c} \frac{\partial}{\partial t'} (\ell L^{-1} \mathbf{B}) - \frac{L}{c^2} \mathbf{E}, \]
\[ \nabla' \times (\ell \mathbf{B}) = \frac{1}{c} \frac{\partial}{\partial t'} (\ell L^{-1} \mathbf{E}) + \frac{4\pi}{c} \ell \mathbf{J}' - \frac{L}{c^2} \mathbf{B}, \]
where the temporal and spatial derivatives pertain to the primed coordinate system (the primed and unprimed systems share the same time coordinate, so \( \partial /\partial t' = \partial /\partial t \)), whereas spatial derivatives differ: \( \nabla' = \mathbf{L} \nabla \). We define \( \mathbf{E} \) and \( \mathbf{B} \) to be the physical electromagnetic fields measured in the unprimed coordinate system, which are related to the fields in the laboratory frame via

\[ \mathbf{E} = \mathbf{E}_L + \frac{U}{c} \times \mathbf{B}_L \simeq \mathbf{E}_L + \frac{U}{c} \times \mathbf{B}, \]
\[ \mathbf{B} = \mathbf{B}_L - \frac{U}{c} \times \mathbf{E}_L \simeq \mathbf{B}_L - \frac{U}{c} \times \mathbf{E}, \]
consistent with a Lorentz transformation at first order in \( |U|/c \ll 1 \). At the same order, the charge and current density transform as

\[ \rho_L = \rho' + (U/c^2) \cdot (\mathbf{L} \mathbf{J}'), \]
\[ \mathbf{J}_L = \mathbf{L} \mathbf{J}' + U \mathbf{p}', \]
and the primed quantities \( \rho' \) and \( \mathbf{J}' \) (measured in the comoving frame with respect to the primed coordinate system) appear in Equations (A11) and (A14), respectively. In the unprimed coordinate system, \( \rho = \rho' \) and \( \mathbf{J} = \mathbf{L} \mathbf{J}' \). The form of the electric charge \( \rho' \) and of the electric current density \( \mathbf{J}' \) will be discussed below.

In the following, we will neglect the two acceleration terms \( (\mathbf{L} \mathbf{L}) \) express \( \delta t' = 0 \), and \( B_0 \) is the strength of the ordered magnetic field. This should be compared with the left-hand side of Equation (A14), which is of order \( \mathbf{B}_0 \mathbf{B}_0 / r_{L,i} \), where \( \mathbf{B}_0 \) is the characteristic magnitude of the transverse fluctuations associated with the ion cyclotron instability. In the main body of the text, we find that \( \delta B_{L,0} \) \( \sim B_0 \) \( \sim 1 \) after the exponential growth of the ion cyclotron mode, so the acceleration term in Equation (A14) can be neglected if \( (q/\omega_{ci})^2 (\mathbf{B}_0 \mathbf{B}_0 / c^2)^2 \ll 1 \), which is certainly satisfied in our study. A similar argument

\[ \mathbf{J}_L = \mathbf{L} \mathbf{J}' + U \mathbf{p}', \]

\[ \mathbf{J}_L = \mathbf{L} \mathbf{J}' + U \mathbf{p}', \]
shows that the acceleration term in Equation (A13) can be neglected because \((q/\omega_{ci})^2(v_{th,i}/c)^2 < 1\). Moreover, as anticipated above, we have explicitly checked that our conclusions still hold when we adopt a different temporal evolution for \(L\) with \(L = 0\) (namely, \(a_t = 1 + a_t = a_z = 1 - q t\), as opposed to our choice in Equation (A2)).

Our electromagnetic PIC algorithm solves for the two evolutionary equations (Equations (A13) and (A14)), neglecting the acceleration terms. The charge-conserving algorithm implemented in TRISTAN-MP, which ensures that

\[
\frac{\partial}{\partial t}(\ell \rho' c) + \nabla \cdot (\ell J') = 0, \quad (A19)
\]

will automatically satisfy Equation (A11) at all times, provided that it is satisfied at the initial time.

The time-dependent terms in the matrix \(L\) and in its determinant \(\ell\) affect the Courant–Friedrichs–Lewy condition for numerical stability. For the sake of simplicity, let us consider the case of isotropic compression \(a_t = a_z = a = 1\), and let us assume that the characteristic compression rate is much smaller than the frequency of electromagnetic waves. The Courant–Friedrichs–Lewy condition dictates that

\[
c \leq \frac{a}{\sqrt{3} \Delta t'}, \quad (A20)
\]

for a three-dimensional computational box with \(\Delta x' = \Delta y' = \Delta z'\). (For a two-dimensional domain, one should replace \(\sqrt{3}\) with \(\sqrt{2}\). For \(a = (1 + q t)^{-1}\), any given choice of the numerical speed of light will eventually run into stability issues. Thus, because we are interested in the evolution of the system only for \((1 + q t) \lesssim 2\), we typically choose \(c = 0.15\) cells/time step, which is small enough to avoid stability issues. We have checked that a different choice of the numerical speed of light \((c = 0.2\) rather than \(c = 0.15\)) yields identical results.\(^{24}\)

The numerical implementation of Equations (A13) and (A14) is straightforward, once we have confirmed that we may neglect the acceleration terms. In TRISTAN-MP, the electric and magnetic fields are leapfrogged in time, so the algorithm is second-order accurate. Here, it is convenient to define

\[
B' \equiv \ell L^{-1} B, \quad E' \equiv \ell L^{-1} E, \quad (A21)
\]

so the two evolutionary equations become

\[
\nabla' \times (\ell^{-1} L^2 E') = -\frac{1}{c} \frac{\partial B'}{\partial t'}, \quad (A22)
\]

\[
\nabla' \times (\ell^{-1} L^2 B') = \frac{1}{c} \frac{\partial E'}{\partial t'} + \frac{4\pi}{c} \ell J', \quad (A23)
\]

and the algorithm is still second-order accurate in time, provided that the term \(\ell^{-1} L^2\) is evaluated at the same time as \(E'\) in Equation (A22) and at the same time as \(B'\) in Equation (A23). From Equation (A22), it is easy to derive the expected evolution of an ordered magnetic field as a result of compression. In the case explored in the main text, \(a_t = 1\) and \(a_z = a = (1 + q t)^{-1}\), an ordered field aligned with the \(x\)-direction will evolve such that \(B' = \ell a_t^{-1} B =\)constant, or \(B \propto (1 + q t)^2\). This is indeed the scaling expected from flux freezing. Similarly, if the ordered field were to be aligned with \(y\) or \(z\), it would evolve as \(B \propto (1 + q t)^2\), which is again compatible with flux freezing.

\(^{24}\) For an expanding system, \(a > 1\), and so any choice of \(c \leq \Delta x'/\sqrt{3} \Delta t'\) will ensure that the system is stable at all times.

A2. The Lorentz Force

The Lorentz force in the comoving frame can be obtained from the Lorentz force in the laboratory frame by differentiating Equation (A7) with respect to time and remembering that \(\gamma_{\ell} \gamma' = \gamma_{\ell} \gamma'\), which can be obtained from Equation (A8). At first order in \(|U|/c \ll 1\), we find

\[
\frac{dp'}{dt'} = -2 LL^{-1} p' + q L^{-1} \left( E + \frac{Lv'}{c} \times B \right) - \ddot{L} L^{-1} x' \gamma', \quad (A24)
\]

where \(q\) is the particle charge and we have defined \(v' = dx'/dt' = p'/\gamma'm\). The first term on the right-hand side in Equation (A24) accounts for the overall compression or expansion of the system. In the following, we will neglect the acceleration term \(\propto L\) (we have already neglected terms containing \(LL\)). By comparison with the first term on the right-hand side of Equation (A24), the acceleration term can be discarded if \(|v'| \gg r_{ti}\). For ions, taking \(|v'| \sim v_{th,i}\), this is equivalent to \(q/\omega_{ci} \ll 1\), which is fulfilled. For electrons, it constrains the electron-to-ion temperature ratio to be \(T_e/T_i \gg (q/\omega_{oe})^2\), which is realized in all of the cases explored in this work.

By neglecting the acceleration term, the evolution of the particle orbits in the primed coordinate system is controlled by the following set of coupled equations:

\[
\frac{dp'}{dt'} = -2 LL^{-1} p' + q L^{-1} \left( E + \frac{Lv'}{c} \times B \right), \quad (A25)
\]

\[
\frac{dx'}{dt'} = v'. \quad (A26)
\]

In our implementation of the Lorentz force, we do not solve Equation (A25) but rather the corresponding equation for the momentum \(p\) in the unprimed coordinate system:

\[
\frac{dp}{dt'} = -L L^{-1} p + q \left( E + \frac{v}{c} \times B \right), \quad (A27)
\]

which is simpler to implement (see below) and has the advantage that \(p = p'/\gamma m = L^{-1} v'\) correspond to the physical momentum and velocity in the fluid comoving frame, respectively.

The equation for the evolution of the particle energy follows from Equation (A27). With the same approximations adopted above, we find

\[
\frac{dy mc^2}{dt'} = -(\dot{L} p \cdot (L^{-1} v) + q v \cdot E). \quad (A28)
\]

In summary, we solve Equations (A26) and (A27), with the primed velocity in Equation (A26) being \(v' = L^{-1} v\). We remark that the fields \(E\) and \(B\) in Equation (A27) are the electromagnetic fields in the unprimed coordinate system, related to \(E'\) and \(B'\) via Equation (A21).

In the case explored in the main text, namely, \(a_t = 1\) and \(a_z = a = (1 + q t)^{-1}\) (see Equation (A2)), the Lorentz force in Equation (A27) gives the correct result that, in the absence of electromagnetic fields, the particle momentum in a direction that does not suffer compression is unchanged, whereas the particle momentum in a direction that gets compressed increases as \(p_{\perp}/p_{0\perp} = (1 + q t)\). In the presence of an ordered magnetic
field \( \mathbf{B} \) aligned with the noncompressed axis (as in Figure 1, where the field is along \( \chi \)), the equation for the perpendicular momentum \( p_{\perp} = (p_y^2 + p_z^2)^{1/2} \) can be obtained by summing the equations for \( p_y \) and \( p_z \) after multiplying them by \( p_y \) and \( p_z \), respectively. We obtain

\[
\frac{1}{2} \frac{dp_{\perp}^2}{dt} = \frac{q}{1 + q t} p_{\perp}^2, \tag{A29}
\]

which yields again \( p_{\perp} / p_{0\perp} = (1 + \gamma q t) \), as in the case without any magnetic field. On the other hand, the parallel momentum does not change during compression, so \( p_{\parallel} = p_{0\parallel} \). The conservation of the first (\( \mu \propto p_{\perp}^2 / |\mathbf{B}| \)) and second (\( J \propto p_{\parallel} |\mathbf{B}| / n \)) adiabatic invariants easily follows because \( n \propto (1 + q t)^2 \) and \( |\mathbf{B}| \propto (1 + q t)^2 \). Thus, our equations are consistent with the double adiabatic model of Chew et al. (1956). Also, the temporal evolution of \( p_{\perp} \) and \( p_{\parallel} \) justifies our choice of quantifying the electron heating in terms of the \( \chi \) parameter introduced in Section 3.3.

We conclude by describing our numerical implementation of Equations (26) and (27), i.e., how to solve for the unprimed momentum \( \mathbf{p} \) and the primed position \( \mathbf{x}' \). In TRISTAN-MP, the particle momenta and coordinates are leapfrogged in time. To preserve second-order accuracy, the time-dependent matrix \( \mathbf{L} \), which is needed for \( \mathbf{v}' = \mathbf{L}^{-1} \mathbf{v} \) in Equation (A26), should be evaluated at the same time as the particle velocity in Equation (A26).

With regard to Equation (A27), in the standard Boris pusher employed in most PIC codes, the update of the particle momentum is split into three steps: (1) acceleration via the electric field for half a time step; (2) rotation by the magnetic field for a full time step; (3) acceleration via the electric field for half a time step. The rotation by the magnetic field is still \( \mathbf{v} \times \mathbf{B} \); that is, it is unchanged by the compression or expansion of the box. We now describe how steps (1) and (3) need to be modified to preserve second-order accuracy. Let \( \mathbf{p}_n \) and \( \mathbf{p}_{n+1} \) be the particle momenta at time steps \( n \) and \( n+1 \), respectively, and let \( \mathbf{p}_{n'} \) and \( \mathbf{p}_{n+1}' \) be the momenta, respectively, before and after the magnetic rotation. We account for both the electric acceleration and the overall compression (or expansion) of the box by solving

\[
\frac{p_{i,n-1} - p_{i,n}}{\Delta t/2} = -\left( \frac{a_i}{a_i} \right)_{n+1/2} + q E_{i,n+1/2}, \tag{A30}
\]

\[
\frac{p_{i,n+1} - p_{i,n}}{\Delta t/2} = -\left( \frac{a_i}{a_i} \right)_{n+1/2} + q E_{i,n+1/2}, \tag{A31}
\]

where \( i = x, y, \) or \( z \). The first equation is used to derive \( p_{i,n} \), and from the latter we obtain \( p_{i,n+1} \). An alternative implementation relies on the fact that the vector \( \mathbf{L} \mathbf{p} \) is constant during the compression (or expansion) of the box, as one can easily infer from Equation (A27) in the case \( \mathbf{E} = \mathbf{B} = 0 \). We have checked that our results are the same for these two different implementations of the Lorentz force.

A.3. The Electric Current Density

The self-consistent interplay between particles and electromagnetic fields at the basis of the PIC method will be completed once we prescribe the electric current density \( \mathbf{J}' \) as a sum of the contributions of individual particles. In the unprimed coordinate system of the fluid comoving frame, the electric current density is simply

\[
\mathbf{J}(x, t) = \sum_a q_a v_a S[x - x_a'(t)], \tag{A32}
\]

where the summation is over the particles \( \alpha \), whose charges, positions, and velocities are respectively \( q_a, x_a, \) and \( v_a \). The weighting function \( S \) depends on the choice of the charge deposition scheme. The electric current density \( \mathbf{J}' \) in the primed system is

\[
\mathbf{J}' = \mathbf{L}^{-1} \mathbf{J} = \ell^{-1} \sum_a q_a v'_a S[x' - x'_a(t)], \tag{A33}
\]

where we have used the fact that \( v' = \mathbf{L}^{-1} \mathbf{v} \) and that the determinant of the coordinate transformation is \( |\delta \mathbf{x}' / \delta \mathbf{x}| = \ell^{-1} \). It follows that the source term in Equation (A14) reads

\[
\frac{4\pi}{c} \ell \mathbf{J}' = \frac{4\pi}{c} \sum_a q_a v'_a S[x' - x'_a(t)]. \tag{A34}
\]

Similarly, the charge density in the primed system is

\[
\rho' = \ell^{-1} \sum_a q_a S[x' - x'_a(t)]. \tag{A35}
\]

From Equations (A33) and (A35), the charge conservation in Equation (A19) readily follows.

APPENDIX B

THE ELECTRON WHISTLER INSTABILITY

Here, we summarize the main properties of the electron whistler instability, which has been widely discussed in the literature (e.g., Gary & Wang 1996; Gary & Cairns 1999; Gary et al. 2000a, 2011; Nishimura et al. 2002). If the electron anisotropy exceeds the threshold in Equation (16), the whistler instability generates right-handed transverse electromagnetic waves propagating along or opposite to the mean magnetic field. The dominant wavelength at marginal stability is \( \lambda_e = 2\pi A_{e, MS} c / \omega_{pe} \), and the oscillation frequency is \( \omega_e = A_{e, MS} (A_{e, MS} + 1)^{-1} \omega_{ce} \) (Kennel & Petschek 1966; Yoon & Davidson 1987; Yoon et al. 2011; Bashir et al. 2013). Because the electron anisotropy at marginal stability is \( A_{e, MS} = [\beta_{e\perp} / \beta_{e\parallel} - 1]_{MS} \propto \beta_{e\parallel}^{0.5} \) (see Equation (16)), the dominant wavelength scales as \( \lambda_e \propto \beta_{e\parallel}^{0.25} \), as verified by Gary & Karimabadi (2006) by means of PIC simulations.

The whistler mode is not the only instability that grows on electron scales if \( \beta_{e\perp} > \beta_{e\parallel} \). However, it is the dominant mode in the parameter range that we have explored in this work. In a compressing system, electron instabilities will be able to grow in a pristine homogeneous plasma only if they are excited before the onset of ion-driven instabilities (either the mirror or the ion cyclotron). Because the ion anisotropy reaches at most 2 before ion modes become unstable (e.g., see Figure 3(a) or Figure 4(a)), a necessary condition for electron instabilities to develop in our driven setup is that the electron anisotropy at marginal stability in Equation (16) is

\[
A_{e, MS} = \frac{S_e}{\beta_e^{0.5}} \lesssim 2, \tag{B1}
\]

which implies \( \beta_{e\parallel} \gtrsim 0.1 \) for \( S_e \sim 0.55 \) and \( \alpha_e \approx 0.5 \). We now show that, in this range of electron beta, the whistler instability dominates.

As discussed by Gary & Karimabadi (2006), the electron mirror instability, akin to the ion mirror instability presented
in Section 3.1, is a purely growing mode with compressive fluctuations, having a maximum growth rate at propagation oblique to the mean field. Gary & Karimabadi (2006) have shown that for $0.1 \lesssim \beta_{e} \lesssim 1000$ the whistler instability has a larger growth rate and a lower threshold than the electron mirror. Therefore, the electron mirror will never dominate in the parameter regime explored in our work.

Competing instabilities will be excited in low-beta plasmas with strong magnetizations, i.e., $\omega_{ce} \gtrsim \omega_{pe}$. For $\beta_{e} \lesssim 0.025$ and $\omega_{ce} \sim \omega_{pe}$, the maximum growth rate is at propagation oblique to the mean field (Gary & Cairns 1999; Gary et al. 2000a, 2011), and the fluctuating electric fields become predominantly electrostatic (as opposed to the electron mirror mode, which is also oblique). This electrostatic mode is never important in our parameter range because $\beta_{e} \gtrsim 0.1$ from Equation (B1). In fact, the waves that are excited by the electron anisotropy in our simulations, both in 2D (Figure 2) and in 1D (Figure 4), do not display any significant electrostatic component.

Finally, the Z-mode instability should become important in highly magnetized plasmas if $\omega_{ce} \gtrsim 2 \omega_{pe}$ (Gary & Cairns 1999; Gary et al. 2000a, 2011). Including relativistic effects, the proper definitions of the electron cyclotron frequency and plasma frequency are $\omega_{ce} = e(B) / (\gamma_{e}) m_{e} c$ and $\omega_{pe} = \sqrt{4 \pi n_{e} e^{2} / (\gamma_{e}) m_{e}}$, respectively, smaller by a factor of $(\gamma_{e})^{1/2}$ than the nonrelativistic formulae. Here $(\gamma_{e})/2$ is the average electron Lorentz factor. The condition $\omega_{ce} \gtrsim 2 \omega_{pe}$ for the growth of the Z-mode is equivalent to

$$\frac{v_{ul}}{c} \sqrt{\frac{m_{e}}{(\gamma_{e}) m_{e}}} \gtrsim 2.$$  

(B2)

In the ultrarelativistic limit $(\gamma_{e}) \simeq 3 k_{B} T_{e} / m_{e} c^{2}$, the condition in Equation (B2) for the dominance of the Z-mode instability is equivalent to $\beta_{e} \lesssim 0.1$, which is never satisfied in our parameter range because of Equation (B1). For nonrelativistic electrons, Equation (B2) can be rewritten as

$$\frac{k_{B} T_{e}}{m_{e} c^{2} \beta_{e}} \gtrsim 2.$$  

(B3)

The assumption of nonrelativistic electrons then is equivalent to $\beta_{e} \ll 0.5$, which is generally not satisfied in our setup, if we require that electron-scale instabilities precede ion-scale instabilities (see Equation (B1)).
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