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Spin-exchange interactions of spin-one bosons in optical lattices: Singlet, nematic, and dimerized phases
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We consider insulating phases of cold spin-1 bosonic particles with antiferromagnetic interactions, such as $^{23}$Na, in optical lattices. We show that spin-exchange interactions give rise to several distinct phases, which differ in their spin correlations. In two- and three-dimensional lattices, insulating phases with an odd number of particles per site are always nematic. For insulating states with an even number of particles per site, there is always a spin-singlet phase, and there may also be a first-order transition into the nematic phase. The nematic phase breaks spin rotational symmetry but preserves time reversal symmetry, and has gapless spin-wave excitations. The spin-singlet phase does not break spin symmetry and has a gap to all excitations. In one-dimensional lattices, insulating phases with an odd number of particles per site always have a regime where translational symmetry is broken and the ground state is dimerized. We discuss signatures of various phases in Bragg scattering and time-of-flight measurements.
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I. INTRODUCTION

Modern studies of quantum magnetism in condensed matter physics go beyond explaining details of particular experiments on cuprate superconductors, heavy fermion materials, organic conductors, or related materials, and aim to develop general paradigms for understanding complex orders in strongly interacting many-body systems [1–10]. Spinor atoms in optical lattices provide a novel realization of quantum magnetic systems that have several advantages compared to their condensed matter counterparts, including precise knowledge of the underlying microscopic models, the possibility to control parameters of the effective lattice Hamiltonians, and the absence of disorder.

Degenerate alkali-metal atoms are generally considered as a weakly interacting gas due to the smallness of the scattering length compared to the interparticle separation [11]. The situation may change dramatically when either the atomic scattering length is changed by means of Feshbach resonance [12] or when an optical potential created by standing laser beams confines particles in the minima of the periodic potential and strongly enhances the effects of interactions. In the latter case, the existence of the nontrivial Mott insulating state of atoms in optical lattices, separated from the superfluid phase by the quantum phase transition (SI transition), was demonstrated recently in experiments [13–15]. Low-energy (temperature) properties of spinless bosonic atoms in a periodic optical potential are well described by the Bose-Hubbard Hamiltonian [16]

$$\mathcal{H}_{\text{BH}} = -t \sum_{\langle ij \rangle} \left( a_i^\dagger a_j + a_j^\dagger a_i \right) - \mu \sum_i \hat{n}_i + \frac{U_0}{2} \sum_i \hat{n}_i(\hat{n}_i - 1).$$

(1)

The parameters of Eq. (1) may be controlled by varying the intensity of laser beams, so one can go from the regime in which the kinetic energy dominates (weak periodic potential $t \gg U_0$) to the regime where the interaction energy is the most important part of the Hamiltonian (strong periodic potential $t \ll U_0$). For integer fillings (number of atoms per lattice site), the two regimes have superfluid and Mott insulating ground states, respectively, as can be obtained from the mean-field analysis of the Bose-Hubbard Hamiltonian [16,17]. In the superfluid phase, atoms are delocalized in the lattice, fluctuations in the number of atoms in each site are strong, and there is a phase coherence between different sites. In the insulating state, atoms are localized, fluctuations in the particle number at each site are suppressed, and there is a gap to all excitations. Such an insulating state represents a correlated many-body state of bosons, where strong interactions between atoms result in a new ground state of the system.

In conventional magnetic traps, the spins of atoms are frozen so effectively that they behave as spinless particles. In contrast, optically trapped atoms have extra spin degrees of freedom which can exhibit different types of magnetic orderings. In particular, alkali atoms have a nuclear spin $I = \frac{3}{2}$. The lower-energy hyperfine manifold has three magnetic sublevels and a total moment $S = 1$. The various properties of such a condensate in a single trap were investigated [18–23]. For example, for particles with antiferromagnetic interactions, such as $^{23}$Na, the exact ground state of an even number of particles in the absence of a magnetic field is a spin singlet described by a rather complicated correlated wave function [22]. However, when the number of particles in the trap is large, the energy gap separating the singlet ground state from the higher energy excited states is extremely small, and for the experiments of Ref. [24], the precession time of the classical mean-field ground state is of the order of the trap lifetime. So, experimental observation of the quantum spin phenomena in such systems is very difficult. To amplify quantum-spin effects one would like to have a system with a smaller number of particles and stronger interactions between atoms. Hence it is natural to consider an idea of $S = 1$ atoms in an optical lattice, in which one can have a small number of atoms per lattice site (in the experiments of Ref. [14] this number was around 1–3) and relatively strong interactions between atoms.
In this paper we study bosonic $S=1$ atoms in optical lattices with spin symmetric confining potentials and antiferromagnetic interaction between atoms. We demonstrate that spin degrees of freedom result in a rich phase diagram by establishing the existence of several distinct insulating phases, which differ from each other by their spin correlations.

In the insulating state of bosons in an optical lattice fluctuations in the particle number on each site are suppressed but not frozen out completely. Virtual tunneling of atoms between neighboring lattice sites gives rise to effective spin-exchange interactions that determine the spin structure of the insulating states (spin-exchange interactions for $S=1/2$ bosons in optical lattices were discussed previously in Refs. [25,26]).

We will show that in two- and three-dimensional lattices insulating states with an odd number of atoms per site are always nematic, whereas insulating states at even fillings are either singlet or spin nematic [27], depending on the parameters of the model. In one-dimensional systems even more exotic ground states should be realized, including the possibility of a spin-singlet dimerized phase that breaks lattice translational symmetry [28,29]. The two-dimensional (2D) and 3D general phase diagram, including singlet, nematic, and superfluid phases, is shown in Fig. 1. The extended version of this diagram, including a discussion of various transition lines, is presented in Sec. VI.

It is useful to point out that the lattice model for spin-1 bosons, which we analyze here, is very general and may also be applicable to systems other than cold atoms in optical lattices. For example, triplet superconductors in the strong-coupling limit may be described by a similar Hamiltonian, and some of the phases discussed in this article may correspond to non-BCS states of such superconductors [30].

The paper is organized as follows. In Sec. II we provide the derivation of the Hubbard-type Hamiltonian for spin-1 bosons in optical lattices starting from microscopic interactions between atoms, and describe some general properties of our model. In Sec. III we derive an effective spin Hamiltonian which is valid for any odd number of atoms per site $N$ in the limit of small tunneling between sites. We demonstrate the equivalence between our system and a Heisenberg model for $S=1$ spins on a lattice with biquadratic interactions and argue that the ground state is a nematic in two and three dimensions and is a dimerized singlet in 1D. In Sec. IV we derive an effective spin Hamiltonian for a system with $N=2$ atoms per site, valid deep in the insulating regime, and use a mean-field approximation to determine the phase boundaries between isotropic and nematic phases. In Sec. V we derive the effective spin Hamiltonian for the limit of a large number of particles per site $N \gg 1$ and small tunneling, and discuss an isotropic-nematic transition for even $N$. In Sec. VI we summarize our results and review the global phase diagram for spin-1 bosons in optical lattices. Finally, in Sec. VII, we discuss approaches to an experimental detection of singlet and nematic insulating phases of $S=1$ bosons. Details of the technical calculations are presented in Appendices A–D.

II. DERIVATION OF BOSE-HUBBARD MODEL FOR SPIN-1 PARTICLES

At low energies, scattering between two identical alkali-metal atoms with the hyperfine spins $S=1$ is well described by the contact potential [11]

$$\hat{V}(\mathbf{r}_1-\mathbf{r}_2) = \delta(\mathbf{r}_1-\mathbf{r}_2)(g_0 P_0 + g_2 P_2),$$

$$g_5 = 4\pi \hbar^2 a_5 / M.$$  \hspace{1cm} (2)

Here $P_S$ is the projection operator for the pair of atoms into the state with total spin $S=0,2$; $a_5$ is the s-wave scattering length in the spin $S$ channel; $M$ is the atomic mass. When writing Eq. (2) we used the fact that s-wave scattering of identical bosons in the channel with total spin 1 is not allowed by the symmetry of the wave function. Interaction (2) can be written using spin operators as

$$V(\mathbf{r}_1-\mathbf{r}_2) = \delta(\mathbf{r}_1-\mathbf{r}_2) \left( \frac{g_0 + 2g_2}{3} + \frac{g_2 - g_0}{3} \mathbf{S}_1 \cdot \mathbf{S}_2 \right).$$ \hspace{1cm} (4)

For example, in the case of $^{23}$Na, $g_2 > g_0$, and we find effective antiferromagnetic interaction, as was originally discussed in Refs. [18,19].

Kinetic motion of ultracold atoms in the optical lattice is constrained to the lowest Bloch band when temperature and interactions are smaller than the band gap (this is the limit that we will consider from now on). Atoms residing on the same lattice site have identical orbital-wave functions and their spin-wave functions must be symmetric. If we introduce creation operators $a_i^\dagger$ for states in the lowest Bloch band localized on site $i$ and having spin components $\sigma = \{-1,0,1\}$, we can follow the approach of Ref. [16] and write the effective lattice Hamiltonian...
$$\mathcal{H} = -t \sum_{\langle ij \rangle, \sigma} (a_{j \sigma}^i a_{j \sigma}^i + a_{j \sigma}^i a_{i \sigma}^i) + \frac{U_0}{2} \sum_{i} n_i (n_i - 1)$$

$$+ \frac{U_2}{2} \sum_i (\tilde{S}_i^2 - 2n_i) - \mu \sum_i n_i,$$  

(5)

where

$$n_i = \sum_{\sigma} a^\dagger_{i \sigma} a_{i \sigma}$$  

(6)

is the total number of atoms on site $i$ and

$$\tilde{S}_i = \sum_{\alpha' \alpha} a^\dagger_{i \alpha} \mathcal{T}_{\alpha \alpha'} a_{i \alpha'},$$  

(7)

is the total spin on site $i$ ($\mathcal{T}_{\alpha \alpha'}$ are the usual spin operators for spin-1 particles). The first term in Eq. (5) describes spin-symmetric tunneling between nearest-neighbor sites, the second term describes Hubbard repulsion between atoms, and the third term penalizes nonzero spin configurations on individual lattice sites. The origin of this spin-dependent term is the difference in scattering lengths for $S=0$ and $S=2$ channels as was discussed in Ref. [22]. Finally, the fourth term in Eq. (5) is the chemical potential that controls the number of particles in the system.

Hamiltonian (5) carries important constraints on possible spin states of the system. The first of them derives from the fact that the total spin of a system of $N$ spin-1 atoms cannot be bigger than $N$, so for each lattice site we have

$$S_i \leq N_i.$$  

(8)

The second constraint is imposed by the symmetry of the spin-wave function on each site

$$S_i + N_i = \text{(even)}.$$  

(9)

Optical lattices produced by far detuned lasers with wavelength $\lambda = 2\pi/|\vec{k}_i|$ create an optical potential $V(\vec{r}) = \sum_i V_i \sin^2(\vec{k}_i \cdot \vec{r})$, with $\vec{k}_i$ being the wave vectors of laser beams. Using various orientations of beams, one can construct different geometries of the lattice. For the simple cubic lattice, the parameters of Eq. (5) can be estimated as

$$U_2 = \frac{2\pi^2}{3x^3} E_R \frac{a_2}{}$$

$$U_0 = \frac{2\pi^2}{3} E_R \frac{a_0 + 2a_2}{}$$

$$t = \frac{2}{\sqrt{\pi}} E_Re^{1/2},$$

where $E_R = \hbar^2k^2/2M$ is the recoil energy and $x = V_0/E_R$. Note that the ratio $U_2/U_0$ is fixed by the ratio of scattering lengths $a_2/a_0$ for all lattice geometries. Scattering lengths for $^{23}\text{Na}$ given in Ref. [31] are $a_2 = (52 \pm 5) a_B$ and $a_0 = (46 \pm 5) a_B$, where $a_B$ is the Bohr radius. This corresponds to $0 < a_2 - a_0 \ll 2a_2 + a_0$, so the spin-dependent part of the interaction is much smaller than the spin-independent one. Throughout this paper we will always assume $0 < U_2 \ll U_0$. While applying the results of this paper for the case of $^{23}\text{Na}$, one should note that errors in the estimation of the exact value of $U_2/U_0$ are very big. While considering the spin structure of Mott insulating phases, we will assume that $U_2/U_0$ is small enough to see the interplay between tunneling and spin-dependent $U_2$ term before the superfluid-insulator transitions take place. The positions of superfluid-insulator transitions and the validity of this assumption will be discussed in detail in Sec. VI. We will use the value $U_2/U_0 = 0.04$ to make estimates of various phase boundaries. In Fig. 2 we show $U_2/h$ and $t/h$ as a function of the strength of the optical potential for a three-dimensional cubic lattice produced by red detuned lasers with $\lambda = 985$ nm.

The superfluid-insulator transition is characterized by a change in fluctuations in particle number on individual lattice sites. When the spin-dependent interaction ($U_2$) is much smaller than the usual Hubbard repulsion ($U_0$), the superfluid-insulator transition is determined mostly by $U_0$. The spin-gap $U_2$ term, however, is important inside the insulating phase, where it competes with the spin-exchange interactions induced by small fluctuations in the particle number, and an interesting spin structure of the insulating states appears as a result of such competition. The spin structure of the insulating phases of spin-1 bosons in optical lattices will be explored in this paper.

In what follows we will often find it convenient to use particle creation operators that transform as vectors under spin rotations. Such a representation may be constructed as

$$a_x^i = a_0 a_x, a_y^i = (a_0)^{-1} a_+ \frac{1}{\sqrt{2}}, \quad a_y^i = i^{-1} \frac{(a_0)^{-1} + a_+}{\sqrt{2}}.$$  

(10)

Operators $a_x, a_y$ satisfy the usual bosonic commutation relations, and they can be used to construct spin operators as

$$S_{ix} = -ie_{abc} a_{ib} a_{ic}, \quad S_i^2 = -(\delta_{ib} \delta_{yn} - \delta_{bn} \delta_{ym}) a_0^i a_x a_y a_n.$$  

(11)
We can verify the transformation properties of $a_{(x,y,z)}$ by noting that
\[
[S_a,a_b]=[-ie_{ap}a^+_p a_c,a_b]=ie_{ab}a_c, \tag{12}
\]
\[
[S_a,a^+_b]=[-ie_{ap}a^+_p a_c,a^+_b]=ie_{ab}a^+_c. \tag{13}
\]

Using these operators the hopping term in the Hamiltonian (5) may be rewritten as
\[
-t \sum_{(ij),p \in \{x,y,z\}} (a^+_i a_{jp} + a^+_j a_{ip})
\]
and it is invariant under global spin rotations. We will use this property later to simplify calculations and classify eigenstates of effective interaction by the total spin of two neighboring sites.

III. INSULATING STATE WITH AN ODD NUMBER OF ATOMS

A. Effective spin Hamiltonian for small $t$

We start with the insulating state of the Hamiltonian (5) with an odd number ($N=2n+1$) of bosons per site in the limit $t=0$. The number of particles on each site is fixed, and the bosonic symmetry of the wave function requires that the spin in each site is odd. The interaction $U_2$ term is minimized when the spins take the smallest possible value $S=1$. In this limit the energy of the system does not depend on the spin orientations on different sites. When $t$ is finite but small, we expect that we still have spin $S=1$ in each site, but that boson tunneling processes induce effective interactions between these spins. In this section we will compute such interactions in the lowest (second) order in $t$. We will also discuss conditions for which our effective Hamiltonian provides an adequate description of the system.

In the second-order perturbation theory in $t$, we generate only pairwise interactions between atoms on neighboring sites, so we can write the most general spin Hamiltonian for $S=1$ particles that preserves spin SO(3) symmetry
\[
\mathcal{H} = -J_0 - J_1 \sum_{(ij)} \vec{S}_i \cdot \vec{S}_j - J_2 \sum_{(ij)} (\vec{S}_i \cdot \vec{S}_j)^2. \tag{14}
\]
Here $\langle ij \rangle$ labels near-neighbor sites on the lattice. Absence of the higher-order terms, such as $\langle \vec{S}_i \cdot \vec{S}_j \rangle^3$, follows from the fact that the product of any three spin operators for an $S=1$ particle can be expressed via the lower-order terms.

To find the exchange constants $J_{0,1,2}$, we need to consider virtual processes that create a state with $N_i=2n, N_j=2n+2$, and $N_i'=2n+2, N_j'=2n$. The difference in energy between the intermediate state and low-energy $S_i=S_j=1$ sub-space is of order $U_2$, and while our subspace is much lower in energy, the second-order perturbation theory is valid.

It is convenient to rewrite the Hamiltonian (14) as
\[
\mathcal{H} = \epsilon_0 \sum_{(ij)} P_{ij}(0) + \epsilon_1 \sum_{(ij)} P_{ij}(1) + \epsilon_2 \sum_{(ij)} P_{ij}(2), \tag{15}
\]
where $P_{ij}(n)$ are the projection operators for a pair of spins on near-neighbor sites $i$ and $j$ into a state with total spin $S_i+S_j=S$. The equivalence of Eqs. (14) and (15) can be proven by noting simple operator identities for two spin-one particles
\[
1 = P_{ij}(0) + P_{ij}(1) + P_{ij}(2),
\]
\[
(\vec{S}_i + \vec{S}_j)^2 = 4 + 2 \vec{S}_i \cdot \vec{S}_j = 2 P_{ij}(1) + 6 P_{ij}(2),
\]
\[
(\vec{S}_i + \vec{S}_j)^4 = 16 + 16 \vec{S}_i \cdot \vec{S}_j + 4(\vec{S}_i \cdot \vec{S}_j)^2 = 4 P_{ij}(1) + 36 P_{ij}(2). \tag{17}
\]

Note that states $|S_i=1, S_j=1; S_i+S_j=S\rangle$ have only the trivial degeneracy corresponding to possible projections of total spin $S$ on a fixed quantization axis $D_S=2S+1$.

Since we know a general form of our effective Hamiltonian, we can compute $\epsilon_{0,1,2}$ by calculating the expectation values of energy for arbitrary states in the appropriate subspaces
\[
\epsilon_0 = -t^2 \sum_m (|m| (a^+_i a_{jp} + a^+_j a_{ip}) |S_i=1; S_j=1; S_i+S_j=S\rangle |^2 / E_m - E_0, \tag{18}
\]
Here $E_0=2U_2$ is the energy of the configuration with $N=2n+1$ bosons in each of the two wells and $E_m$ is the energy of the intermediate (virtual) states $m$ that have $2n$ and $2n+2$ bosons in the two wells, respectively. Both energies should be computed at zeroth order in $t$.

It is useful to note that the tunneling Hamiltonian is spin invariant; therefore, intermediate states in $m$ summation in Eq. (18) should also have total spin $S$. Another constraint on the possible states $m$ comes from the fact that the tunneling term can only change the spin on each site by $\pm 1$ since, in a Hilbert space of each well, operators $a^+_i a_{ij}, a_{ij}$ act as vectors, according to their transformational properties (12), (13).

Direct calculations in Appendix A give
\[
\epsilon_0 = -4t^2(n+1)(2n+3) / 3(U_0-2U_2),
\]
\[
\epsilon_1 = -4t^2(n+2) / 5(U_0+4U_2), \tag{19}
\]
\[
\epsilon_2 = -28t^2(5+2n) / 75(U_0+4U_2). \tag{20}
\]

Combining Eqs. (15)–(21) we find

\[
\epsilon_0 = -4J_2 + 2J_1 - J_0,
\]
\[
\epsilon_1 = -J_2 + J_1 - J_0,
\]
\[
\epsilon_2 = -J_2 - J_1 - J_0. \tag{21}
\]
Explicit expressions for the Eq. in the limit

Therefore, the Hamiltonian

It will turn out that the ratio between fast, as shown in Fig. 3.

We now discuss limitations of the Hamiltonian

(22)

It will turn out that the ratio between \( J_1 \) and \( J_2 \) determines the magnetic ground state and its dependence on \( n \) is quite fast, as shown in Fig. 3.

We now discuss limitations of the Hamiltonian (14) with Eq. (22). In the insulating state with exactly one boson per site, near-neighbor interactions always have the form (14). Explicit expressions for the \( J \)'s given in Eq. (22) only apply in the limit \( t \ll U_0 \). When \( t \) becomes comparable to \( U_0 \) (but we are still in the insulating phase), higher-order terms become important, including the possibility of spin coupling beyond the near-neighbor sites. In the insulating state with more than one boson per site \( (N = 2n + 1, n > 0) \), we have an additional constraint: we should be able to neglect configurations with spins on individual sites higher than 1. Matrix elements for scattering into such states are of the order of \( (Nt)^2/U_0 \) [see Eq. (22)], and their energy is set by \( U_2 \). Therefore, the Hamiltonian (14) applies only when \( Nt \ll (U_0 U_2)^{1/2} \), which is well within the insulating state when \( U_2 \ll U_0 \) (the SI transition takes place for \( Nt \sim U_0 \)).

**B. Phase diagram**

To understand the nature of the Hamiltonian (14) in the relevant regime of parameters \( J_2 > J_1 > 0 \), it is useful to start by considering a two-site problem

\[
\mathcal{H}_{12} = -J_1 \hat{S}_1 \cdot \hat{S}_2 - J_2 (\hat{S}_1 \cdot \hat{S}_2)^2 \tag{23}
\]

with \( S_1 = S_2 = 1 \). Eigenstates of Eq. (23) can be classified according to the value of the total spin \( S_{\text{tot}} \), and their energies may be computed using \( 2\hat{S}_1 \cdot \hat{S}_2 = S_{\text{tot}}(S_{\text{tot}}+1) - 4 \). Two spin-one particles can combine into \( S_{\text{tot}} = 0 \), 1, and 2. The \( J_1 \) term in Eq. (23) favors \( \hat{S}_1 \cdot \hat{S}_2 \) by making the fully polarized \( S_{\text{tot}} = 2 \) state. By contrast, the \( J_2 \) term favors maximizing \( (\hat{S}_1 \cdot \hat{S}_2)^2 \) by forming a singlet state \( S_{\text{tot}} = 0 \) (see Table I). So, the latter term acts as an effective antiferromagnetic interaction for this spin one system, and it dominates for \( J_2 > J_1 \). If we go beyond a two-site problem and consider a large lattice, we see that each pair of near-neighbor sites wants to establish a singlet configuration when \( J_2 > J_1 \). However, because one cannot form singlets on two different bonds that share the same site, some interesting spin order, whose precise nature will depend on the lattice and dimensionality, will appear.

**1. Phase diagram for \( d=1 \)**

From the discussion above we see the conflict intrinsic to the Hamiltonian (14): each bond wants to have a singlet-spin configuration, but singlet states on the neighboring bonds are not allowed. There are two simple ways to resolve this conflict.

(A) Construct a state that mixes \( S=0 \) and \( S=2 \) on each bond but can be repeated on neighboring bonds.

(B) Break translational symmetry and favor singlets on every second bond.

At the mean-field level, a solution of the type A is given by

\[
|N\rangle = \prod_i |S_i = 1, m_i = 0\rangle. \tag{24}
\]

This can be established by noting that for any neighboring pair of sites we indeed have a superposition of \( S=0 \) and \( S=2 \) states

\[
|S_i = 1, m_i = 0\rangle|S_j = 1, m_j = 0\rangle = -\frac{1}{\sqrt{3}}|S_{\text{tot}} = 0\rangle + \sqrt{\frac{2}{3}}|S_{\text{tot}} = 2, m_{\text{tot}} = 0\rangle. \tag{25}
\]

State (24) describes a nematic state that has no expectation value of any component of the spin \( \langle S_i^{x,y,z} \rangle = 0 \), but spin symmetry is broken since \( \langle (S_i^z)^2 \rangle = 1/2 \) and \( \langle (S_i^z)^2 \rangle = 0 \). It is useful to point out the similarity between wave function (25) that mixes singlet and quintet states on each bond, and a classical antiferromagnetic state for spin-1/2 particles that mixes spin singlets and triplets on each bond.

**TABLE I. Eigenstates of the two-site problem (23).**

<table>
<thead>
<tr>
<th>( S_{\text{tot}} )</th>
<th>( \hat{S}_1 \cdot \hat{S}_2 )</th>
<th>( (\hat{S}_1 \cdot \hat{S}_2)^2 )</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2</td>
<td>4</td>
<td>2( J_1 - 4J_2 )</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>( J_1 - J_2 )</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-( J_1 - J_2 )</td>
</tr>
</tbody>
</table>
bond. Coleman’s theorem [32] (the quantum analog of Mermin-Wagner theorem) forbids the breaking of spin symmetry in \( d = 1 \), even at \( T = 0 \). However, a spin-singlet gapless ground state that has a close connection to the nematic state (24) has been proposed in Refs. [33,34] for \( J_2 \) close to \( J_1 \).

The simplest way to construct a solution of type B is to take

\[
|D\rangle = \prod_{i=2n}^{|\mathcal{M}|} |S_i, S_{i+1}, S_{i+S_{i+1}} = 0\rangle.
\]  

(26)

Such a dimerized solution has exact spin singlets for pairs of sites \( 2n \) and \( 2n+1 \), but pairs of sites \( 2n \) and \( 2n-1 \) are in a superposition of \( S = 0, 1 \), and 2 states.

According to the variational wave functions (24) and (26), the dimerized solution becomes favorable over a nematic one only for \( J_2/J_1 > 3/2 \) in \( d = 1 \). However, numerical simulations [35] showed that for \( J_2/J_1 \), the ground state is always dimerized. It is a spin singlet and has a gap to all spin excitations. This means that the variational wave function (26) may only be taken as a caricature of the true ground state, although it captures key aspects of it, such as broken translational symmetry and the absence of spin-symmetry breaking.

2. Phase diagram for \( d = 2,3 \)

The nematic state for the Hamiltonian (14) in a simple cubic lattice \( (d = 3) \) for \( J_2/J_1 \) has been discussed using mean-field calculations [36], a semiclassical approach [37], and numerically [38]. Finally, the recent work of Tanaka et al. [39] provided a rigorous proof of the existence of the nematic order at least in some part of this region, which satisfies \( 2.66J_1 > J_2 > 2J_1 \). The variational state for the nematic order may again be given by Eq. (24) and its mean-field energy is \( E_{MF} = -2J_2 \). It is important to emphasize, however, that the actual ground state is sufficiently different from its mean-field version (24). It is possible to write down dimerized states with energy expectation lower than \( -2J_2 \); however, numerical results [38] suggest that the ground state does not break translational symmetry. The way to obtain a more precise ground-state wave function is to include quantum fluctuations near the mean-field state, as was done in Ref. [37]. Hence, the mean-field wave function (24) does not provide a good approximation of the ground-state energy of the nematic state. Nevertheless, it is useful for the discussion of order parameter and broken symmetries of the nematic state.

In the nematic state, spin-space rotational group \( O(3) \) is broken, though time-reversal symmetry is preserved. The order parameter for the nematic state is a tensor

\[
Q_{ab} = \langle S_a S_b \rangle - \frac{1}{3} \langle S^2 \rangle.
\]  

(27)

In the absence of ferromagnetic order \( \langle S_a S_b \rangle = \langle S_a S_b \rangle \); hence, \( Q_{ab} \) is a traceless symmetric matrix. The minimum energy of Eq. (14) is achieved for \( Q_{ab} \) that has two identical eigenvalues, which corresponds to a uniaxial nematic [40].

Then, the tensor \( Q_{ab} \) can be written using a unit vector \( \vec{d} \) as

\[
Q_{ab} = \vec{d} \vec{d} - \frac{1}{3} \delta_{ab}.
\]  

(28)

Vector \( \vec{d} \) is defined up to the direction (i.e., \( \pm \vec{d} \) are equivalent) and corresponds to the director order parameter [40]. For the mean-field state (24), the director \( \vec{d} \) can also be defined from the condition that locally our system is an eigenstate of the operator \( \vec{d} \cdot \hat{S} \) with eigenvalue zero. However, such a definition may not be applied generally.

The nematic phase behaves in many aspects as antiferromagnetic [41], the direction of \( \vec{d} \) being analogous to staggered magnetization. Namely, in weak magnetic fields, \( \vec{d} \) aligns itself in the plane perpendicular to magnetic field, and spin-wave excitations have linear dispersion [34], with velocity

\[
c = \sqrt{2zJ_2(J_2-J_1)}.
\]

Nematic phases for the system of spin-1 particles have been considered before in literature [33–39,41] so we will not discuss them here more extensively.

IV. INSULATING STATES WITH TWO ATOMS PER SITE

In this section we consider an insulating state of two bosons per site. Possible spin values for individual sites are \( S = 0 \) and \( S = 2 \). In the limit \( t = 0 \), the interaction part of the Hamiltonian (the \( U_2 \) term) is minimized when \( S = 0 \). The amplitude for creating \( S = 2 \) states, as well as the exchange energy of the latter, is of the order of \( t^2/U_0 \). So, when \( t \) is of the order of \( (U_0 U_2)^{1/2} \) or larger, we may no longer assume that we only have singlets in individual sites, and we need to include \( S = 2 \) configurations in our discussion. This regime is still inside the insulating phase for small enough \( U_2/U_0 \) (the superfluid-insulator transition takes place for \( zt \sim U_0 \)). In this section we will assume that \( U_2/U_0 \) is small enough, so that \( S = 2 \) becomes important in the insulating phase, before the transition to superfluid. More careful consideration of the superfluid transition line and comparison with the case of \( ^{23} \)Na will be presented in Sec. VI. In Sec. IV A we exactly solve the problem for two wells. In Sec. IV B we derive an effective Hamiltonian that takes into account competition between spin gaps of individual sites, that favors \( S = 0 \) everywhere, and exchange interactions between neighboring sites that favor proliferation of \( S = 2 \) states. A mean-field solution of the effective magnetic Hamiltonian is considered in Sec. IV C and we find first-order quantum phase transition from isotropic to nematic phase. We discuss collective excitations in Secs. IV D and IV E and the effects of magnetic field in Sec. IV F. We note that the state with \( N = 2 \) has an advantage over states with higher \( N \) from an experimental point of view since it has no three-body decays.
A. Two site problem: Exact solution

To construct an effective magnetic Hamiltonian for this system, we note that in the second order in \( t \) it can be written as a sum of interaction terms for all near-neighbor sites (identical for all pairs of sites). These pairwise interactions can be found by solving a two-well problem and finding the appropriate eigenvalues and eigenvectors in the second order in \( t \).

The Hilbert space for two sites with two atoms in each well is given by the direct sum of the following subspaces:

\[
|E_1\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 0, S_1 + S_2 = 0\rangle,
|E_2\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 0\rangle,
|E_3\rangle = |N_1 = 2, N_2 = 2, S_1 = 0, S_2 = 2, S_1 + S_2 = 2\rangle,
|E_4\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 2\rangle,
|E_5\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 2\rangle,
|E_6\rangle = |N_1 = 2, N_2 = 2, S_1 = 0, S_2 = 2, S_1 + S_2 = 2\rangle,
|E_7\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 1\rangle,
|E_8\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 3\rangle,
|E_9\rangle = |N_1 = 2, N_2 = 2, S_1 = S_2 = 2, S_1 + S_2 = 4\rangle.
\]  

The hopping term in Eq. (5) conserves total spin; therefore, the energy in each subspace does not depend on the \( z \) component of \( S_1 + S_2 \), and states \(|E_6\rangle\), \(|E_7\rangle\), and \(|E_8\rangle\) form orthogonal subspaces that do not mix with any other states. We can then use formula analogous to Eq. (18) to calculate corrections to the energies of these states in the second order in \( t \) (see Appendix B for details):

\[
\bar{\epsilon}_6 = 6U_2 - 4t^2U_0,
\bar{\epsilon}_7 = 6U_2 - 4t^2U_0,
\bar{\epsilon}_8 = 6U_2 - 12t^2U_0.
\]  

In Eq. (30) we used \( U_3 \ll U_0 \) and neglected \( U_2 \) relative to \( U_0 \) in denominators of the exchange terms.

Boson tunneling can connect two subspaces \(|E_1\rangle\) and \(|E_2\rangle\) and three subspaces \(|E_3\rangle\), \(|E_4\rangle\), and \(|E_5\rangle\) (only states with the same component of \( S^z \) have tunneling matrix elements). Thus, the energies and eigenstates should be found by diagonalizing the matrix

\[
H_{\alpha\beta} = E_{0\alpha} \delta_{\alpha\beta} - t^2 \sum_m \langle \beta | (a^\dagger_{1p}a^\dagger_{2p} + a^\dagger_{2p}a^\dagger_{1p}) | m \rangle \langle m | (a_{1p}^\dagger a_{2p} + a_{2p}^\dagger a_{1p}) | \alpha \rangle / (E_m - E_{0\alpha}).
\]  

Here \( E_{0\alpha} \) is the energy of the state \( \alpha \) in the zeroth order in \( t \): \( E_{01} = 0 \), \( E_{02} = 6U_2 \), \( E_{03} = 3U_2 \), \( E_{04} = 3U_2 \), and \( E_{05} = 6U_2 \). Summation over \( m \) covers intermediate states that have one and three bosons in the two wells, have the same total spin as states \( \alpha \) and \( \beta \), and have spins in individual wells that differ from \( \alpha \) and \( \beta \) by \( \pm 1 \). The explicit calculation presented in Appendix B gives the matrix \( H_{\alpha\beta} \) and its eigenvalues. Energies of the states with total spin zero are

\[
\bar{\epsilon}_1 = 3U_2 - 6t^2U_0 - \sqrt{3U_2 - 6t^2U_0^2} + 40U_2t^2U_0,
\bar{\epsilon}_2 = 3U_2 - 6t^2U_0 + \sqrt{3U_2 - 6t^2U_0^2} + 40U_2t^2U_0.
\]  

Energies of the states with \( S = 2 \) are

\[
\bar{\epsilon}_3 = 3U_2 - 4t^2U_0,
\bar{\epsilon}_4 = \frac{1}{2} \left( 9U_2 - 12t^2 + \sqrt{144U_0^4 + 40U_2^2U_0^2 + 9U_2^4} \right),
\]

and each of these states is fivefold degenerate. Energies \( \bar{\epsilon}_1 - \bar{\epsilon}_6 \) are shown in Fig. 4.

For \( U_2 > 0 \) the lowest-energy state is a total spin singlet that has some mixture of \( S = 2 \) states in individual wells.

![Fig. 4. Eigenstates of the effective spin Hamiltonian for a two site problem with two atoms per site. Energy and \( t \) are measured in units of \( U_0 \), and we assumed \( U_2 = 0.04U_0 \). The lowest energy states correspond to total spin \( S = 0 \) (e1), \( S = 2 \) (e5), and \( S = 4 \) (e8).](063602-7)
when \( t \) is nonzero. The next favorable state has total spin 2, \( |E_3\rangle \). When the value of \( t \) is increasing, the ferromagnetic state \( |E_8\rangle \) becomes the third low lying state. At this point, we have solved the problem for two wells, taking into account competition between hopping and the \( U_2 \) term (overall Hilbert space for two wells is 36 dimensional).

B. Effective spin Hamiltonian for an optical lattice

In the previous subsection we used perturbation theory in tunneling \( t \) to study the problem of two sites with two atoms in each well. If we label the two sites 1 and 2, in the second order in \( t \) the effective Hamiltonian can be written as

\[
\mathcal{H}_{\text{eff}} = \frac{3}{2} U_2 [P(S_1 = 2) + P(S_2 = 2)]
+ \langle \alpha \rangle \langle \beta \rangle J_{a,\beta,\gamma,\delta} \langle \gamma | \delta \rangle_1.
\]

Here \( P(S_{1,2} = 2) \) are projection operators into states with spin \( S = 2 \) on sites 1 and 2 and \( J_{a,\beta,\gamma,\delta} \) gives exchange interactions that arise from virtual tunneling processes into states with particle numbers \( (n_1 = 1, n_2 = 3) \) and \( (n_1 = 3, n_2 = 1) \). The second term of Eq. (34) includes all initial states \((|\gamma\rangle_1, |\delta\rangle_2\) for sites 1 and 2, respectively) and all final states \((|\alpha\rangle_1, |\beta\rangle_2\).

Generalization of the effective spin Hamiltonian (34) for the case of optical lattice is obviously

\[
\mathcal{H} = 3 U_2 \sum_{i, j} P(S_i = 2) + \sum_{(ij)} \langle \alpha \rangle \langle \beta \rangle J_{a,\beta,\gamma,\delta} \langle \gamma | \delta \rangle_j.
\]

This Hamiltonian is linear in \( U_2 \) and, therefore, can be written as a sum of the bond terms

\[
\mathcal{H} = \sum_{(ij)} \mathcal{H}_{ij},
\]

\[
\mathcal{H}_{ij} = \frac{3}{2} U_2 [P(S_i = 2) + P(S_j = 2)]
+ \langle \alpha \rangle \langle \beta \rangle J_{a,\beta,\gamma,\delta} \langle \gamma | \delta \rangle_j.
\]

Individual terms \( \mathcal{H}_{ij} \) differ from Eq. (34) only by rescaling \( U_2 \rightarrow U_2/2 \), where \( z \) is the coordination number of the lattice. We do not give explicit expressions for \( J_{a,\beta,\gamma,\delta} \) in the basis of eigenstates of individual spins \( S_i \) and \( S_j \) but in the basis of eigenstates of the total spin of the pair (29), expressions for \( J_{a,\beta,\gamma,\delta} \) can be obtained from eigenstates and eigenvalues of Eq. (34) [see Eqs. (30)–(33) and Appendix B] (with a rescaled \( U_2 \)). Therefore, we can write

\[
\mathcal{H}_{ij} = \sum_{a,\beta,\gamma,\delta} \langle E^{ij}_{a,\alpha}|S_z^a \rangle \mathcal{H}_{a,b}(E^{ij}_{b,\beta}, S_z^a),
\]

where states \( |E^{ij}_{a,\alpha}, S_z^a\rangle \) have been defined in Eqs. (29). Expressing \( |E^{ij}_{a,\alpha}, S_z^a\rangle \) via states \( |N_i = 2, S_j = \{0, 2\}, S_{iz} = -S_i \cdots S_i \rangle \) using known Clebsch-Gordon coefficients \( C^{S_i, S_a}_{S_{iz}, S_{ij}} \), we can write the Hamiltonian (35) as

\[
\mathcal{H} = \sum_{(ij)} \langle \alpha \rangle \langle \beta \rangle \mathcal{H}_{a,\beta,\gamma,\delta} \langle \gamma | \delta \rangle_j.
\]

C. Phase diagram from the mean-field calculation

In this section we study the phase diagram of the system described by the Hamiltonian (38) using translational invariant variational wave functions. Such a mean-field approach gives correct ferromagnetic and antiferromagnetic states for Heisenberg Hamiltonians in \( d \geq 2 \), so we expect it to be applicable in our case. We think that this approach successfully captures the main features of the system: first-order transition between the spin gapped and the nematic phases, the nature of the order parameter in the nematic phase, and elementary excitations in both phases. However, we cannot rule out the possibility of more exotic phases that fall outside of our variational wave functions, for example, the dimerized phase discussed in Ref. [28], and numerical calculations are required to study if such phases will actually be present.

As we saw in the previous chapter, energy of the two-well problem is minimized when total spin is 0. However, energy on all bonds cannot be minimized simultaneously, so we cannot solve a problem exactly for a lattice. We use a mean-field approach to overcome this difficulty, taking variational wave function

\[
|\Psi \rangle = \prod_i \left( c_{0,0} |N_i = 2, S_a = 0, S_z = 0 \rangle + \sum_{m = -2, \ldots, 2} c_{2,m} |N_i = 2, S_a = 2, S_z = m \rangle \right),
\]

\[
|c_{0,0}|^2 + \sum_{m = -2, \ldots, 2} |c_{2,m}|^2 = 1.
\]

Now we can evaluate expectation value of energy over variational state (39) and find the ground state numerically.

We parametrize Eq. (40) as

\[
c_{0,0} = \cos \theta, \ c_{2,m} = \sin \theta a_m,
\]

\[
\sum_{m = -2, \ldots, 2} |a_m|^2 = 1.
\]

In Appendix C we demonstrate that for a region of \( \theta \) where the mean-field energy is minimized, \( |a_m| \) has the form, up to SU(2) rotations [42],

\[
[a_m] = (0, 0, 1, 0, 0)^T.
\]
Mean-field energy does not depend on \( \hat{d} \) and we find in the region of interest the energy per lattice site to be
\[
E[\theta] = 3 U_2 \sin^2 \theta + \frac{\pi^2}{12 U_0} (-51 + 4 \cos 2 \theta + 7 \cos 4 \theta - 8 \sqrt{2} \sin 2 \theta + 4 \sqrt{2} \sin 4 \theta).
\] (43)

One can immediately see that if we try to expand this expression near \( \theta = 0 \), there is no linear term, but second- and third-order terms are present, which indicates that by changing the parameters of the Hamiltonian, we will have a first-order quantum phase transition, at which the value of \( \theta \) that minimizes the energy changes discontinuously. This is typical for ordinary nematics [40] since in Landau expansion third order terms are not forbidden by \( \bar{d} \rightarrow -\bar{d} \) symmetry. The reason why our transition is first order can be traced back to the fact that mean-field energy has terms which mix \( c_{0,0} \) and \( c_{2m} \) in odd powers, i.e., \( c_{0,0} c_{2,-2}(c_{2,-1})^2 \), and overall \( U(1) \) symmetry does not prohibit odd powers of \( \theta \) in Eq. (43).

Since the phase transition is first order, it is characterized by several regimes. First, when \( t \) is small, the global energy minimum is at \( \theta = 0 \) and there are no other local minima, i.e., we have spin singlets in all individual sites. Then, when condition \( \pi \sigma_r/2(U_0 U_2) = 0.4928 \) is satisfied, a local minimum appears at \( \theta \approx 0.25 \), see Fig. 5. As we continue increasing \( t \), the minimum at nonzero \( \theta \) becomes deeper, and eventually at \( \pi \sigma_r/2(U_0 U_2) = 1/2 \) the global minimum of Eq. (43) is reached for \( \sin \theta = 1/3 \) (see Fig. 6). However, there is still a local minimum at \( \theta = 0 \). If we keep increasing \( t \), the minimum at \( \theta = 0 \) becomes completely unstable at \( \pi \sigma_r/2(U_0 U_2) = 9/16 \) and there is only one minimum at \( \theta = 0 \) (see Fig. 7). As we increase \( t \) further, \( \sin \theta \) continues to grow, approaching the value \( \sin \theta = (2/3)^{1/2} \) (see Fig. 8). It is useful to point out that when \( t \) is changed in experiments (e.g., by changing the strength of the optical potential [43]), we expect that the system will not switch between the singlet and nematic phases at \( t_c \), but will remain in the appropriate metastable local minimum until it becomes completely unstable. So, in experiments with increasing \( t \), the transition from the singlet to the nematic states will occur at \( t_+ \), and in experiments with decreasing \( t \), the transition from the nematic to the singlet state will take place at \( t_- \). We note, however, that the difference between different \( t \) is quite small.

In Fig. 9 we show the phase diagram for the insulating phase with \( N = 2 \), including a true first-order transition line at \( t_c \) and limits of metastability at \( t_- \) and \( t_+ \). The superfluid-insulator transition line is shown as a guide for the eye for the case of small enough \( U_2/U_0 \); its exact position will be presented in Sec. VI. It is useful to point out that in the discussion above we used a canonical ensemble (fixed number of particles) rather than a grand canonical ensemble (fixed chemical potential) to discuss the singlet to nematic phase transition. However, intermediate states that contribute...
of the states is a singlet state (which we will denote as \( s \)), then commutation relations (45) are satisfied. Since for small enough \( t \) only a singlet state is occupied in the mean-field approximation, we can resolve constraint (46) using an analog of the Holstein-Primakoff representation near the \( c^\dagger c = 1 \) state [37], which is given by

\[
A_i^\alpha = b^\dagger_{i\alpha} b_{i\beta} A_i^{\alpha\beta} = (1 - b^\dagger_{i\alpha} b_{i\beta})^{1/2} b_{i\alpha},
\]

(47)

\[
A_i^{\alpha\beta} = 1 - b^\dagger_{i\alpha} b_{i\beta} A_i^{\alpha\beta} = b^\dagger_{i\alpha} (1 - b^\dagger_{i\beta} b_{i\beta})^{1/2}.
\]

(48)

Now we expand our initial Hamiltonian in terms of now independent operators \( b^\dagger_i \) up to second order:

\[
\hat{H}^{(2)} = \sum_{\langle ji \rangle} \left( H_{a\beta;ji} b^\dagger_{ji} b_{ji} + H_{ss;ji} b_{ji} b_{ji} + H_{ss;ji} (1 - b^\dagger_{ja} b_{ja} - b^\dagger_{jb} b_{jb}) \right).
\]

(49)

Calculation of matrices \( H_{a\beta;ij} \) gives necessary matrix elements

\[
H_{a\alpha;ji} = H_{ss;ji} = \delta_{a\beta} - \delta_{a\beta},
\]

\[
H_{ss;ji} = -\frac{20}{3} \frac{t^2}{U_0},
\]

\[
H_{ax;ji} = H_{sx;ji} = -\frac{8}{3} \frac{t^2}{U_0}.
\]

(50)

We rewrite our Hamiltonian in terms of Fourier transforms of \( b^\dagger_{ak}, b_{ak} \):

\[
\hat{H}^{(2)} = E_0 + \frac{Z}{2} \sum_k \left( \gamma_k (H_{a\beta;ak} b^\dagger_{ak} b_{ak} + H_{ss;ak} b_{ak} b_{ak}) + H_{ax;ak} b^\dagger_{ak} b_{ak} + H_{sx;sk} b^\dagger_{sk} b_{sk} \right)
\]

\[
+ 2 (H_{sx;ak} - H_{sj;sk}) b^\dagger_{ak} b_{ak},
\]

(50)

where \( E_0 \) is classical energy and
\[ \gamma_k = \frac{1}{2} \sum_{\mu} e^{ik} \varepsilon_{\mu} \]  

(51)

Now we will use canonical Bogoliubov transformations to diagonalize this Hamiltonian. Since most of the terms are diagonal in \( \alpha, \beta \) subspace, it is easy to see that required transformation mixes operators \( \{ b_{0k}, b_{0-k} \}, \{ b_{1k}, b_{-1-k} \}, \{ b_{1-k}, b_{-1-k} \}, \{ b_{2k}, b_{2-k} \}, \) and \( \{ b_{1k}, b_{-1-k} \} \).

A transformation that mixes the first pair is

\[ b_{0k} = \cos \theta_k \beta_{0k} + \sin \theta_k \beta_{0-k}^\dagger, \]

\[ b_{0-k} = \cos \theta_k \beta_{0-k} + \sin \theta_k \beta_{0k}^\dagger, \]

and complex conjugates. Substituting this transformation into Eq. (50) and requiring that terms with \( \beta_{0k} \beta_{0-k}^\dagger \) and \( \beta_{0k} \beta_{0-k}^\dagger \) vanish, we obtain the equation for \( \theta_k \):

\[ \tanh 2 \theta_k = - \frac{g_k}{f_k} = - \frac{8 z t^2}{3 U_0} \frac{\gamma_k}{U_2}, \]

where

\[ g_k = \frac{8 z t^2}{3 U_0} \gamma_k, \]

\[ f_k = 3 U_2 - \frac{8 z t^2}{3 U_0} \gamma_k. \]

The energy of this excitation becomes

\[ E(k) = \sqrt{f_k - g_k^2} = \sqrt{U_2 \left( 9 U_2 - 16 \frac{z t^2}{U_0} \gamma_k \right)}. \]  

(52)

Equation (52) suggests that the first instability appears at \( k = 0 \) and gives the phase boundary that agrees with the metastability line \( t_c \), found in the previous subsection. A posteriori dependence of the gap on the parameters is shown in Fig. 10. However, results of the previous subsection suggest that the phase transition is first order and takes place before the mode softening at \( k = 0 \). The first-order transition may also be obtained with the formalism presented in this section by noting that expansion of Eq. (48) allows third-order terms \( c b_{-1k}^\dagger b_{-2k}^\dagger + \text{c.c.} \).

We can use a similar analysis to discuss excitations with other spin quantum numbers. For example, excitations with \( S_z = \{ +1, -1 \} \) are diagonalized by analogous Bogoliubov transformations with \( \theta \to - \theta \), and excitations with \( S_z = \{ +2, -2 \} \) are diagonalized with transformations of the same \( \theta \). As required by the spin symmetry of the singlet state, all of these excitations have the same energy.

Now we can discuss the approximations made while expanding over \( b_{1k}, b_{-1k} \). While transformation (48) is the exact resolution of the constraint (46), expansion to the second order adds states with higher boson occupation numbers and changes Hilbert space (this is completely analogous to usual antiferromagnet spin-wave theory). However, if a posteriori we can verify that only states with occupation numbers \( n_{ai} = \{ 0, 1 \} \) are present in the ground state, then expansion of the constraint (46) up to second order was justified. The parameter that controls such an expansion is

\[ b_{a\alpha} b_{a\alpha} = - \frac{1}{N} \sum_{\alpha} b_{a\alpha} b_{a\alpha} = \frac{\sinh^2 \theta_k}{(2 \pi)^d} \frac{d^d k}{d^d k}. \]

Calculation of this quantity while the singlet state is still a global maximum for \( d = 3 \) gives numerical values < 0.001; therefore, our expansion is much more precise than for the Heisenberg antiferromagnet, where this quantity is not much smaller than 1 and one needs the condition \( S \gg 1 \) to justify the spin-wave theory.

E. Spin-wave excitations in the nematic phase

Now we will consider excitations for the states with nematic order. For the states described by Eqs. (39)–(42), there are no expectation values of the spin operators \( \langle \hat{S} \rangle = 0 \), but there is a nematic order (27) when \( \theta \neq 0 \). For example, when \( \tilde{d} \) is pointing along \( z \) we find

\[ Q_{ab} = \sin^2 \theta \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}. \]  

(53)

In the singlet phase, expectation values of both the spin operators are \( \langle \hat{S} \rangle = 0 \) and \( \langle Q_{ab} \rangle = 0 \). In the singlet phase the system has a gap to all excitations of order \( U_2 \), while nematic phases have gapless spin-wave excitations that originate from the continuous symmetry breaking. The general form of the state with minimum energy is expressed via Euler angles of order parameter \( \tilde{d} \) as

\[ U_\gamma(\alpha) U_\beta(\beta) U_\gamma(\gamma) \{ 0, 0, 1, 0 \}^T. \]

where \( U(\gamma) \) are finite angle rotation matrices. From Eqs. (53) and (28) we can express the nematic order parameter for such a state as

\[ Q_{ab} = -3 \sin^2 \theta \left( d_{a\alpha} d_{b\beta} - \frac{1}{3} \delta_{ab} \right). \]

Goldstone theorem tells us that low-lying modes will be fluctuations of the direction of \( \tilde{d} \), and there will be two degenerate modes. We can utilize the approach used in the previous subsection to consider excitations in the nematic phase. Here, we should make a generalized Holstein-Primakoff expansion near the nematic state. First, we make unitary transformation in Hilbert subspace of each site, which is given by
Making the appropriate transformation on $H_{ab;cd}$, we can write our Hamiltonian as

$$
\hat{H} = \sum_{ij} |i\rangle \langle j| H_{ij} |i\rangle \langle j|,
$$

(55)

where states $|i\rangle$ and $|j\rangle$ belong to the set $\{|0\rangle, \ldots, |5\rangle\}$. After that, we proceed exactly as in the previous subsection, expanding near $|0\rangle$ state. Since dependence $\theta$ on $t^2/2U_0$ is determined by the minimization of the energy, linear terms in $b_{k\alpha}$ and $\gamma_{k\alpha}$ are absent. Quadratic terms have exactly the same form as in Eq. (49), and all matrices become diagonal due to the proper basis choice (54). Now we can use Bogoliubov transformation to diagonalize the quadratic part. For excitations to states $|1\rangle$ and $|2\rangle$, we obtain energy dependence

$$
E_1^2(k) = \frac{1}{2} \left\{ -16\gamma^2 \zeta^2 t^2 \left( 4 \cos 2\theta + \sqrt{2} \sin 2\theta \right)^2 + 9t^2 \gamma^2 + 9U_2 \left( 2(\gamma - 1) \right) \zeta^2 U_0 + 9U_2 \cos 2\theta - 9 \gamma^2 \zeta^2 U_0 \cos 4\theta + 4 \sqrt{2}(1 - \gamma) \zeta^2 U_0 \sin 2\theta - 4 \sqrt{2} \zeta^2 U_0 \sin 4\theta \right\},
$$

where $\gamma_k$ was defined in Eq. (51), and dependence of $\theta$ on $\zeta^2 t^2/U_0 U_2$ is shown in Fig. 8. We find that for $k=0$, energies of these excitations are zero, as expected for nematic waves from Goldstone theorem. These excitations create states with $S_z = \pm 1$. For small $k$, the energy of excitations depends linearly on $|\vec{k}|$, and dependence of spin-wave velocity on the parameters of the lattice is shown in Fig. 11.

Let us now consider gapped excitations for the nematic phase. Excitation to the state $|3\rangle$ corresponds to longitudinal fluctuations in the value of $\theta$, and the energy of such excitations becomes zero at $t\omega$ since at this point fluctuations of $\theta$ are not suppressed. Excitations to the states $|4\rangle$ and $|5\rangle$ correspond to the creation of $S_z = \pm 2$ states and they are degenerate. For all of these excitations, energies are minimized for $k=0$. Dependence of the gap on parameters is shown in Fig. 12.

**F. Effects of small magnetic field**

Let us now consider the effect of a small magnetic field $\mu H \ll U_2$ on our system. For $U_2$ in the range of kHz (see Fig. 2), this corresponds to magnetic fields smaller than 1 mG. We suppose that the field is small enough that it does not change the scattering lengths due to the energy level shifts inside of atoms. Since all atoms have the same gyromagnetic ratio, interaction with external magnetic field depends only on the total spin, and the internal structure of the states is not important. In the case of a nematically ordered insulating state, the ground-state energy does not have any contributions linear $\hat{H}$ (this follows from $\langle 0| \hat{H} \cdot \hat{S} |0\rangle = 0$), and the second-order contribution depends on the relative orientation of the nematic-order parameter $\vec{d}$ and magnetic field $\vec{H}$. Suppose $\vec{d}$ is directing along the $z$ axis and $\vec{H}$ lies in $x,z$ plane. In second-order perturbation theory, the energy correction to the ground state is always nonpositive:

![Gap](image1)

**FIG. 10.** Dependence of excitation gap (measured in units of $U_2$) on $t$, measured in units of $\sqrt{U_0 U_2/t}$.  
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**FIG. 11.** Dependence of the spin-wave velocity (measured in units of $U_2/\sqrt{t}$) on $t$, measured in units of $\sqrt{U_0 U_2/t}$.  

063602-12
Using known expressions for dependence of $d$ on $t$ and $E_n$ on $t$ for an insulating state with two bosons per site $N=2$. Tunneling $t$ is measured in units of $\sqrt{U_0U_2/\varepsilon}$.

V. LARGE NUMBER OF PARTICLES PER SITE

In this section we discuss the case $N\gg 1$ for both parties of $N$. We show how one can separate variables describing angular momentum and the number of particles in each well [44], and derive an effective Hamiltonian which is valid under conditions $U_2,Nt\ll U_0$, which is less restrictive than in Sec. III for $N>1$.

When we have $N$ spin-one bosons localized in a well in the same orbital state, their total spin may take any value that satisfies constraints

$$S+N= (even),$$

$$S \leq N.$$  

We define “pure condensate” wave functions as

$$|N,n\rangle = \frac{1}{N}(n_1a_0^\dagger + n_2a_1^\dagger + n_3a_2^\dagger)^N|0\rangle$$

that minimize the $U_2$ interaction energy at the Gross-Pitaevskii (mean-field) level in each given well [20]. Here $N=\lfloor (2N-1) \rfloor^{1/2}$ is a normalization factor, which is calculated in Appendix D. Now we can construct states such as

$$|\psi\rangle_N = \int_n \psi(n)|N,n\rangle,$$

where $\int_n$ stands for $\int d\mathbf{n}/(4\pi)$.

Condition (56) corresponds to the symmetry of the states (58)

$$|N,-\mathbf{n}\rangle = (-)^N|N,\mathbf{n}\rangle.$$  

Hence, we need to consider only wave functions that satisfy $\psi(-\mathbf{n})=(-)^N\psi(\mathbf{n})$.

Now we can consider how a spin rotation operator acts on the wave function $\psi(\mathbf{n})$:

$$e^{-i\theta a_0^S\hat{\mathbf{n}}}|\psi\rangle_N = \int_n \psi(n)e^{-i\theta a_0^S\hat{\mathbf{n}}}|N,n\rangle$$

$$= \int_{n'} \psi(e^{i\theta a_0^S\hat{\mathbf{n}}'})|N,n'\rangle$$

$$= \int_{n'} \psi(n'+e_{\alpha\beta}\gamma\theta a_\alpha^\dagger n\beta)|N,n'\rangle.$$  

Expanding the last expression for small $\theta$ we find...
\[ L_a \psi = -i \epsilon_{\alpha \beta \gamma} n_{\beta} \frac{\partial}{\partial n_{\gamma}} \psi, \]  
\]

where we used \( L_a \) rather than \( S_a \) to show that it acts on the wave function \( \psi \). Therefore, operator \( L \) is an angular momentum operator for \( n \). If we want to construct any spin state, we should take \( \psi(n) \) to be the usual spherical harmonic. We note that the \( S=0 \) result in Ref. [20] is just a special case of our general statement. The most general form of the state in a well can be expanded as

\[ \psi(n) = \sum_{|m| \leq L} c_{L,m} Y_{L_m}(n), \]

where \( L \) satisfies conditions (56), (57).

At this point, what we have done is valid for all \( N \), not only big ones. This representation is particularly suitable for \( N \gg 1 \) since in this limit states that correspond to different \( n \)'s are orthogonal to each other (see Appendix D)

\[ \langle N_n | N_{n_2} \rangle = \delta_{n_1-n_2}. \]  
\]

The delta function is defined from the condition

\[ \int_{n_1} \int_{n_2} f_{n_1}^*(n_1) f_{n_2}^*(n_2) \delta_{n_1-n_2} = \int_{n} f_{n}^*(n) f_{n}^*(n) \]  
\]

for the functions that satisfy \( f_{n}(-n) = (-)^n f_{n}(n) \).

We show in the Appendix D that

\[ a_{n}^{\dagger} | N_n \rangle = (N+1)^{1/2} a_{n} | N+1,n \rangle, \]

\[ a_{n} | N_n \rangle = N^{1/2} a_{n} | N-1,n \rangle \]  
\]

after projecting into the “pure condensate” wave functions. This allows us to represent Eq. (65) as the product of two operators, which act in different spaces. For each trap we define the particle creation and annihilation operators that change the number of particles \( N \) but not the direction of \( n \) [45]

\[ b_{n}^{\dagger} | N_n \rangle = (N+1)^{1/2} | N+1,n \rangle, \]

\[ b_{n} | N_n \rangle = N^{1/2} | N-1,n \rangle. \]  
\]

The number of particles in each trap may be expressed using \( b \) operators as

\[ N_{n} = b_{n}^{\dagger} b_{n}. \]  
\]

Hamiltonian (5) can now be represented as

\[ \mathcal{H} = -t \sum_{(ij), \sigma} n_{i} \cdot n_{j} (b_{i}^{\dagger} b_{j} + b_{j}^{\dagger} b_{i}) - \mu \sum_{i} \hat{N}_{i} + \frac{U_{0}}{2} \sum_{i} \hat{N}_{i} (\hat{N}_{i} - 1) + \frac{U_{2}}{2} \sum_{i} (\hat{L}_{i}^{2} - 2\hat{N}_{i}). \]  
\]

where

\[ L_i = -i n_i \times \frac{\partial}{\partial n_i}, \]  
\]

Now, if we are in the Mott insulating phase, we can easily derive the effective Hamiltonian for \( \psi(n) \). Using the second-order perturbation theory, we find the effective Hamiltonian on the sphere to be

\[ \mathcal{H} = \frac{U_{2}}{2} \sum_{i} \hat{L}_{i}^{2} - \frac{2N^{2} \ell^{2}}{U_{0}} \sum_{ij} n_{i\alpha} n_{i\beta} n_{j\alpha} n_{j\beta}, \]

\[ \psi(n) = (-1)^n \psi(-n). \]  
\]

We note that this Hamiltonian corresponds to a lattice of quantum rotors that interact via quadrupolar moments.

**Mean-field solution**

Now we can find a mean field ground state of Eq. (70). We consider the case when the quadrupolar interaction term is much bigger than the kinetic term. We show that in this case the ground state is a uniaxial nematic and find its energy. Comparing the energy of this state to that of a singlet, we estimate the phase boundary for nematic-singlet transition for even \( N \).

Our general mean-field ansatz has the form

\[ |\Psi\rangle = \prod_{i} \Psi(\theta, \varphi), \int |\Psi(\theta, \varphi)|^2 = 1. \]  
\]

The expectation value of Eq. (70) per well over the wave function (71) equals

\[ \frac{U_{2}}{2} (\bar{L}_{i}^{2}) - J(n_{\alpha} n_{\beta} \langle n_{\alpha} n_{\beta}\rangle), \]

where

\[ J = \frac{zN^{2}\ell^{2}}{U_{0}}, \]  
\]

\[ \bar{L}_{i}^{2} = -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) - \frac{1}{\sin^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}. \]  
\]

As in the case of \( N = 2 \), all of the states that can be transformed into each other by global rotation have the same energy. Therefore, we can impose three additional conditions. The best choice is to require symmetric real matrix \( \langle n_{\alpha} n_{\beta}\rangle \) to be diagonal and to choose \( \langle n_{\alpha}^{2}\rangle \) to be the biggest eigenvalue. In such a gauge interaction, the term becomes \( -2J \langle n_{\alpha}^{2}\rangle^{2} + \langle n_{\alpha}^{2}\rangle^{2} + \langle n_{\alpha}^{2}\rangle^{2} \). Since we have the extra constraint \( \langle n_{\alpha}^{2}\rangle + \langle n_{\alpha}^{2}\rangle + \langle n_{\alpha}^{2}\rangle = 1 \), it is now obvious that interaction energy is minimized when

\[ \langle n_{\alpha}^{2}\rangle = \cos^{2} \theta \rightarrow 1. \]  

However, states with \( \sin^{2} \theta \rightarrow 0 \) have higher angular moments, and the ground state is determined by the competition of
these two factors. We write mean-field Gross-Pitaevskii equations to determine the ground state

\[
\left\{ -\frac{U_2}{2} + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) - \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} - 2J(n_x^2 n_y^2)
\right.
+ n_x^2 (n_x^2 + n_y^2 (n_z^2)) \Psi(\theta, \varphi) = \lambda \Psi(\theta, \varphi),
\]

where \( \lambda \) is Lagrange multiplier. Now we consider the case \( J \gg U_2 \). In this case interaction energy dominates and we expect singlet-\( \theta \rightarrow 0 \) and, therefore, wave function becomes localized near \( z \) and \( -\varphi \) directions. We can solve the problem by expanding only near \( \theta = 0 \) and then taking an (anti)symmetric combination to satisfy Eq. (70). It is obvious that if we expand the kinetic part of Eq. (74) up to the first nonvanishing order in \( \theta \), then we will get a two-dimensional Laplace operator \( \Delta_{n_x, n_y} \), and our problem becomes equivalent to a harmonic oscillator. Effective parameters are expressed as

\[ m = \frac{1}{U_2} \omega^2_{x,y} = 4JU_2(n_x^2 - n_{x,y}^2). \]

Since we have already neglected higher order terms in \( \langle \theta^2 \rangle \) while obtaining a harmonic Hamiltonian from Eq. (74), with the same accuracy we can set \( \omega_x = \omega_y = \sqrt{4JU_2} \) in Eq. (75), i.e., the ground state is a uniaxial nematic. Since we know wave functions, we can calculate the expectation value of energy. We will use the fact that for a harmonic oscillator the expectation value of kinetic energy is the same as that of potential energy. The energy of the ground state becomes

\[ E = \frac{3}{8} (\omega_x + 2\omega_y) - J \langle n_z^2 \rangle. \]

Quantum fluctuations of the direction of \( \mathbf{n} \) equal

\[ \langle n_x^2 \rangle = \langle n_y^2 \rangle = \frac{U_2}{2 \omega} = 4 \sqrt{\frac{U_2}{J}} \]

and the expectation value of the ground-state energy is

\[ E = \frac{3}{4} \omega + \frac{U_2}{\omega} - J = 2 \sqrt{U_2 J} - J. \]

Symmetrization or antisymmetrization of the wave function introduces exponentially small shifts in energy, so in the limit \( J \gg U_2 \) energy does not feel the parity of \( N \). Though in this subsection we explicitly started from variational ansatz (71), now we can justify it in the limit \( J \gg U_2 \) since in this case quantum fluctuations of the direction of \( \mathbf{n} \) are small and given by Eq. (76).

From Sec. III we know that for small nonzero \( t \) there is a uniaxial nematic state for odd \( N \). Since in the opposite limit there is also a nematic state, we expect that for all \( N \gg 1 \), \( N = 2n + 1 \) the insulating state will be nematic. For the case of even \( N \), there is always a singlet state in which mean-field energy equals \(-J/3\). Comparing this energy with Eq. (77), we can estimate the first-order transition point as \( U_2 = J/9 \). At this point

\[ \langle n_z^2 \rangle = 1/12, \]

so we expect our expansion to be valid.

VI. GLOBAL PHASE DIAGRAM

In the earlier sections we have established spin structure of insulating phases of \( S = 1 \) bosons in the optical lattice in various limits. Here we summarize our arguments and discuss implications of our results for the global phase diagram.

A. Two- and three-dimensional lattices

In two- and three-dimensional lattices, insulating states with one atom per site are nematic as long as the perturbation theory approach in \( itU_0 \) remains valid, as was shown in Sec. III. For an arbitrary odd number of particles per site \( N \) and in the limit of small tunneling \( (Nt)^2/U_0 \ll U_2 \), the nematic order in the ground state was also established in Sec. III. For large, odd \( N \), the nematic order in the ground state can be proven when \( (Nt)^2/U_0 \) becomes larger than \( U_2 \) (but still smaller than \( U_0 \), as demonstrated in Sec. V. It is also natural to expect that the superfluid polar phase develops from the nematic insulator (both states break spin rotational symmetry without breaking the time reversal symmetry), so we expect the nematic order even when \( N t / U_0 \) is not small and the system is close to the superfluid-insulator transition. In all cases we find that insulating phases with an odd number of particles per site are nematic.

In the case of two particles per site, the results of Sec. IV establish that for small enough \( U_2/U_0 \) there is a first-order transition between the spin-singlet phase (for small \( t \) and the spin-nematic phase (for larger \( t \)) at \( zt^2/U_0 U_2 = 0.5 \) (\( z \) is the coordination number of the lattice). Analogously, for large, even \( N \), results of Sec. V show that the singlet insulating ground state goes into spin nematic at \( zN^2t^2/U_0 U_2 = 3 \).

Since for small enough \( U_2/U_0 \) we expect nematic spin order close to the SI transition into the polar superfluid phase, we propose that in this case insulating phases with an even number of particles per site are either singlet or nematic with the first-order transition at some critical value of tunneling \( t_c \).

In all of our earlier discussions, we assumed that Mott insulating lobes for even fillings are big enough to have a transition into the nematic phase before superfluidity sets in. This assumption is controlled by the smallness of the ratio \( U_2/U_0 \). Here we will discuss the superfluid-insulator phase boundaries and estimate how small \( U_2/U_0 \) should be for the singlet-nematic transition to lie inside the Mott phase.

Assuming a transition from the spin-singlet insulating phase, the mean-field calculation of the superfluid-insulator phase boundary was given in Ref. [46]. The analysis presented in this paper shows that the critical value of tunneling, after which the Mott phase does not exist, is given by

\[ U_0 + 2U_2/zt_{sl} = \frac{1}{3} (2N + 3 + 2 \sqrt{N^2 + 3N}). \]
FIG. 14. Global phase diagram for $S=1$ bosons in 2D and 3D optical lattice for $zU_2/U_0<0.1$. Mean-field analysis of the superfluid to insulator transition was done in Ref. [46]. In this work we concentrated on discussing the spin structure of the insulating lobes. A singlet-nematic first-order phase transition for $N=2$ takes place for $z^2t^2/U_0U_z=0.5$ ($z$ is the coordination number of the lattice). For large even $N$, a singlet-nematic phase transition occurs at $zN^2t^2/U_0U_z=9$. $t_c$ marks the actual first-order phase transition and $t_m$ and $t_e$ are the limits of metastability. Note that the system may also have fragmented superfluid phases for small $t$ that are not shown here [27].

We will use this critical value $t_{SI}$ as an estimate of the superfluid-insulator transition. For $N=2$, the singlet-nematic phase transition takes place at $z^2t^2/U_0U_z=0.5$. The condition $t_c<t_{SI}$ for $N=2$ is satisfied, if

$$\frac{zU_2}{U_0}<0.1.$$ 

For the case $N\gg 1$ the requirement of $t_c<t_{SI}$ becomes even more restrictive, namely,

$$\frac{zU_2}{U_0}<0.01.$$ 

One can see that depending on the exact value of $zU_2/U_0$, there are different possibilities for Mott lobes with an even number of particles. When $zU_2/U_0<0.01$, all insulating phases with even filling factors are spin singlet for small tunneling and spin nematic for larger tunneling. For $0.01<zU_2/U_0<0.1$, insulating phases with small, even filling factors have both singlet and nematic regimes, but insulating states with sufficiently large even fillings have only a singlet phase. Finally, for $0.1<zU_2/U_0$, all insulating phases with even filling factors are in the spin-singlet state. In Figs. 14 and 15 we combine these results with the schematic representation of the SI transitions to obtain the global phase diagram.

**B. One-dimensional lattices**

For one-dimensional lattices we established that when $N^2t^2/U_0\ll U_2$ the system will be in a uniform singlet phase for even fillings and in a dimerized singlet phase for odd fillings (when there is only one atom per site the dimerized phase has been verified in the regime $t\ll U_0$). The nature of magnetic order close to the tips of the insulating lobes (when the perturbation theory in $t$ is not applicable) is less clear. However, we expect that the phase diagram for the one-dimensional lattice is qualitatively similar to two- and three-dimensional cases with one important difference: instead of the nematic phase, we have dimerized singlet states. This will be discussed in future publications.

**VII. DETECTION OF SPIN ORDER IN INSULATING PHASES**

Now we discuss two approaches to detect the singlet-nematic phase transition for $S=1$ bosons in an optical lattice. One way of detecting such a transition has already been noted in Sec. IV F, where we proposed to introduce an easy plane for nematic order by applying a small magnetic field, then releasing the trap and measuring the number of particles of different spin components. Spatial separation of different spin components can be achieved by applying magnetic field gradients during the free fall of the atoms. For the case of $N=2$, with a small magnetic field applied in the $z$ direction, expectation values of $n(S_z=0)$ and $n(S_z=1)=n(S_z=-1)$ have been calculated and are shown in Fig. 13. Since the phase transition is of first order, there is a sharp change which can be measured experimentally. We note that the $N=2$ case also have a particular experimental advantage over other filling factors due to the absence of three particle losses and the least restrictive condition on $U_2/U_0$ for observation of the singlet-nematic transition.

The second approach to experimental detection of singlet and nematic insulating phases relies on the measurement of excitation spectra. As discussed in Secs. IV D and IV E, the singlet phase has a nonzero gap to all excitations, whereas the nematic phase has gapless spin-wave excitations. To measure the excitation spectra, we propose using Bragg spectroscopy (see in Fig. 16), which was used successfully to identify soundlike Bogoliubov excitations in condensates of spinless particles [47]. In such experiments the optical lattice should be illuminated by two laser beams with wave vectors $k_1$ and $k_2$ and a frequency difference $\omega$, which is much smaller than their detuning from an atomic resonance. The
intersecting beams create a periodic traveling intensity modulation that creates external potential due to an ac Stark effect of the form \( V_{\alpha\beta} \cos(q \cdot r - \omega t) \). Here we introduce spin indices for the external potential since the ac Stark effect may introduce mixing between different \( S_z \) components. A response of the system to such a potential may be calculated using Fermi’s golden rule. Interaction is expressed in second-quantized notations such as \( V_{\alpha\beta} / 2(\hat{\rho}_{\alpha\beta}^\dagger(q)e^{-i\omega t} + \hat{\rho}_{\alpha\beta}^\dagger(-q)e^{i\omega t}) \), where \( \hat{\rho}_{\alpha\beta}^\dagger = \sum_k \hat{a}_k^\alpha a_k^\beta \). The scattering rate is given by
\[
\frac{2\pi}{\hbar} \sum_i |\langle f|V_{\alpha\beta}\hat{a}_i^\dagger g\rangle|^2 \delta(\hbar\omega - E_f + E_g).
\]

If the resonance state is far detuned from the excited states, then \( V_{\alpha\beta} \) has the form \( V \delta_{\alpha\beta} \), and couples only to the total number of particles in each well and does not feel internal spin structure. Low-lying excitations in insulating phases do not change the number of particles on individual sites, so the \( V \delta_{\alpha\beta} \) interaction will not produce any Bragg peaks for low-lying excitations. Therefore, it is necessary for detection that \( V_{\alpha\beta} \) deviate from \( V \delta_{\alpha\beta} \), which can be achieved by making detuning comparable to level spacing of fine and hyperfine components. From Sec. IV E we know that for \( N = 2 \), nematic spin-wave excitations correspond to \( S_z = \pm 1 \), longitudinal excitation corresponds to \( S_z = 0 \), and there are also gapped excitations with \( S_z \neq 0 \). Since the nematic state has \( S_z = 0 \), it is necessary to have nonzero \( V_{0,\pm 1} \), \( V_{0,0} \), and \( V_{\pm 1,\pm 1} \) to observe each kind of these excitations. In Fig. 17 we show dependence of \( N = 2 \) peak positions on \( t \) for fixed \( q \).

Finally, we consider the effect of inhomogeneous trapping potential. When this local trapping potential \( \varphi_i \) varies smoothly from site to site, it is not the chemical potential \( \mu_i \) which is fixed across the trap, but the sum \( \varphi_i + \mu_i \). There-

\section{VIII. Conclusions}

In summary, we have considered Mott insulating phases of spin-1 atoms with antiferromagnetic interactions in optical lattices. In the experimentally interesting limit \( U_2 \ll U_0 \), and deep inside the Mott phases \( Nt \ll U_0 \) \( (N \) is the filling factor), we performed detailed calculations for the following cases: (i) odd number of particles per site and \((Nt)^2/U_0 \ll U_2 \), (ii) two particles per site and an arbitrary ratio of \( t^2/U_0 \) and \( U_2 \), and (iii) large number of particles per site \( N \gg 1 \) with an arbitrary ratio of \( (Nt)^2/U_0 \) and \( U_2 \). Based on this analysis we argued that in two- and three-dimensional lattices insulating phases with an odd number of particles per site are always nematic. For an even number of particles per site, there is either a spin singlet phase or a first-order phase transition between spin singlet and nematic phases controlled by the depth of the optical lattice. The resulting global phase diagrams are shown in Figs. 15 and 14. We have considered excitations for singlet and nematic phases and have reviewed the effects of small magnetic field. For one-dimensional lattices we have found dimerized singlet phases for insulating states with odd fillings. We also discussed different experimental techniques to identify the proposed phases.
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APPENDIX A: DERIVATION OF THE EFFECTIVE MAGNETIC HAMILTONIAN FOR AN INSULATING STATE WITH ODD NUMBER OF ATOMS

To be able to derive the \( J_0, J_1, J_2 \) dependence on \( n \), we should know how to write down explicitly, in terms of creation and annihilation operators, all of the states that we are interested in. To do this we introduce the singlet pair creation operator (summation over repeated indices is presumed over \( \{x, y, z\} \))

\[
\theta^\dagger = a_1^\dagger a_{p}^\dagger = (a_0^\dagger)^2 - 2a_1^\dagger a_p^\dagger,
\]

which has the following commutation relations:

\[
[a_p^\dagger, \theta^\dagger] = 2a_p^\dagger, \quad [a_0^\dagger, \theta^\dagger] = 2a_0^\dagger, \quad [a_z^\dagger, \theta^\dagger] = -2a_z^\dagger, \quad [a_{x, y, z}^\dagger, \theta^\dagger] = 0, \quad [S_z^\dagger, \theta^\dagger] = 0, \quad [\vec{S}^2, \theta^\dagger] = 0. \tag{A1}
\]

Since \( \theta^\dagger \) commutes with spin operators, it does not change total spin and spin components but just adds two electrons. Therefore, we can construct unnormalized spin states for arbitrary \( n \) in the following way: first, write down a state with necessary spin for a small number of particles; second, apply \( \theta^\dagger \) as many times as needed to get the desired number of particles.

Using this procedure we obtain that states

\[
a_{x}^\dagger(\theta^\dagger)^n|0\rangle, \quad a_{y}^\dagger(\theta^\dagger)^n|0\rangle, \quad a_{z}^\dagger(\theta^\dagger)^n|0\rangle
\]

belong to \( S=1 \) low-energy subspace and are orthogonal since they are different eigenvectors of \( S_z \). Making an orthogonal transformation that leads to the \( \{a_{x}, a_{y}, a_{z}\} \) basis, we can write three orthonormal states with necessary spin for a small number of particles; second, apply \( \theta^\dagger \) as many times as needed to get the desired number of particles.

[Normalization]

We observe that this state is a linear combination of Fock states, with the coefficients being polynomials in \( \{x_1, x_2, x_3\} \).

To extract the weight of the state \( |a, b, n\rangle \), we need to calculate the quantity

\[
|a, b, n\rangle = |T_{a,b}^n(x) e^{a_{x}^\dagger x_1 + a_{y}^\dagger x_2 + a_{z}^\dagger x_3}|0\rangle |_{\theta=0},
\]

where

\[
T_{a,b}^n(x) = \nabla_x \nabla_y \Delta_x^n.
\]

We use the normalization condition for coherent states (see, e.g., Ref. [49])

\[
\langle 0| e^{a_{x}^\dagger x_1 + a_{y}^\dagger y_1 + a_{z}^\dagger z_1} e^{a_{x}^\dagger x_2 + a_{y}^\dagger y_2 + a_{z}^\dagger z_2}|0\rangle = e^{x_1 y_1 + x_2 y_2 + x_3 y_3}
\]

to calculate

\[
|T_{a,b}^n(x) T_{p,q}^n(y) e^{x_1 y_1 + x_2 y_2 + x_3 y_3}|_{\theta=0, \gamma=0} = T_{a,b}^n(x) T_{p,q}^n(y) \frac{(x_1 y_1 + x_2 y_2 + x_3 y_3)^{2n+2}}{(2n+2)!}.
\]

We can expand \( T_{a,b}^n(x) T_{p,q}^n(y) \) using the extended Newton binomial formula

\[
T_{a,b}^n(x) T_{p,q}^n(y) = \sum_{m_1 + m_2 + m_3 = n} \frac{n!}{m_1! m_2! m_3!} \nabla_{x_1}^{2m_1} \nabla_{x_2}^{2m_2} \nabla_{x_3}^{2m_3} \nabla_{y_1}^{2m_1} \nabla_{y_2}^{2m_2} \nabla_{y_3}^{2m_3} \Delta_x^n \Delta_y^n.
\]

Let us first consider the case when sets \( \{a, b\} \) and \( \{p, q\} \) coincide. We have two essentially different cases: \( a=b \) and \( a \neq b \). Without loss of generality, suppose for the first case \( a=b=p=q=x \).

[Normalization]

\[
\langle a, a, n | a, a, n \rangle = \sum_{n_1 + n_2 + n_3 = n} \frac{n!}{n_1! n_2! n_3!} \left( \frac{n_1! n_2! n_3!}{l_1! l_2! l_3!} \right)^2 \frac{1}{l_1! l_2! l_3!}
\]

\[
\times (x_1 y_1)^{2n_1+2} (x_2 y_2)^{2n_2} (x_3 y_3)^{2n_3} (x_1 y_1)^i
\]

\[
\times (x_2 y_2)^{2} (x_3 y_3)^{2} = \sum_{n_1 + n_2 + n_3 = n} \left( \frac{n!}{n_1! n_2! n_3!} \right)^2 (2n_1 + 2)(2n_2)(2n_3).\]

This double sum can be calculated; the answer is

\[
f(x, x, x, x) = \frac{2}{15} (3 + 2n)(5 + 3n)(2n + 1)!
\]

For the case of different indices, the normalization is
SPIN-EXCHANGE INTERACTIONS OF SPIN-ONE . . .

\[ f(x, y, x, y, n) = \sum_{n_1+n_2+n_3=n, l_1+l_2+l_3=2n+2} \left( \frac{n!}{n_1!n_2!n_3!} \right)^2 \]
\[ \times \frac{1}{l_1!l_2!l_3!} (\nabla_{x_1}\nabla_{y_1})^{2n_1+1}(\nabla_{x_2}\nabla_{y_2})^{2n_2+1} \]
\[ \times (\nabla_{x_3}\nabla_{y_3})^{2n_3}(x_1y_1)^{l_1}(x_2y_2)^{l_2}(x_3y_3)^{l_3} \]
\[ \times \sum_{n_1+n_2+n_3=n} \left( \frac{n!}{n_1!n_2!n_3!} \right)^2 \]
\[ \times (2n_1+1)(2n_2+1)(2n_3)! \]
\[ = \frac{1}{15}(3+2n)(5+2n)(2n+1)!. \]

Now let us consider the case when \( \{a, b\} \) and \( \{p, q\} \) do not coincide. There are four essentially different cases

\( (x, y, x, z), \ (x, x, y), \ (x, x, x), \ (x, y, y). \)

All other normalizations can be obtained from these by proper permutation of indices. In the first three cases, overlap is zero since (say, for the first case) a nonzero value comes from the term that satisfies the conditions

\[ 2n_1+1=2m_1+1, \ 2n_2+1=2m_2, \ 2n_3=2m_3+1, \]

which does not have integer solutions. However, in the fourth case, overlap of the states is not zero: it comes from the terms obeying

\[ n_1+1=m_1, \ n_2=m_2+1, \ n_3=m_3. \]

We can calculate this quantity analogously to the previous calculation, but we can use another trick:

\[ \langle 0| (\theta_0)^{n+1} (\theta_0)^{n+1}|0 \rangle = 3 \langle 0| (\theta_0)^{n} a_x a_x a_y^\dagger a_y^\dagger (\theta_0)^n|0 \rangle \]
\[ + 6 \langle 0| (\theta_0)^{n} a_x a_x a_y a_y^\dagger (\theta_0)^n|0 \rangle. \]

Therefore,

\[ f(x, y, x, y, n) = \frac{1}{6} \left( (2n+3)! - 3 \frac{2}{15}(3+2n)(5+3n)(2n+1)! \right) \]
\[ = \frac{2}{15}(3+2n)(5+2n)(2n+1)!. \]

Since sometimes it will be more convenient for us to work in the \( \{+, - , 0\} \) basis, let us also write down all nonzero overlaps in this basis (up to trivial permutations):

\[ f(\pm, \pm, \pm, \pm, n) = \langle 0| (\theta_0)^{n} a_x a_x a_y a_y^\dagger (\theta_0)^n|0 \rangle \]
\[ = \frac{2}{15}(5+2n)(3+2n)(2n+1)!. \]

2. Calculation of \( \epsilon_0 \)

So, first let us calculate the energy for total spin 0 state. From known Clebsch-Gordon coefficients, this state is

\[ |S=0, S_z=0\rangle = \frac{1}{\sqrt{3}}(|1, 1\rangle, |1, -1\rangle, |0, 0\rangle, |0, 0\rangle \]
\[ + |1, -1\rangle, |1, 1\rangle). \]

Rewriting it via creation operators, we get the normalized state

\[ |S_i+S_j=0\rangle = \frac{1}{\sqrt{3f(n,1)}} a_{i,p} a_{j,p} (\theta_{i,j}^\dagger)^n (\theta_j^\dagger)^n|0\rangle. \]

In the second order of perturbation theory, the energy expectation value is

\[ \sum_m \frac{\langle S_i+S_j| H |m \rangle \langle m| S_i+S_j \rangle}{E_m - E_0} = \frac{1}{\sqrt{3f(n,1)}} (|m\rangle \langle a_{i,p} a_{j,p} + a_{j,p} a_{i,p}| S_i+S_j \rangle)^2. \]

The intermediate state \( |m\rangle \) cannot correspond to \( S_i=2, S_j=0 \) since in this case two spins cannot add to form a singlet. There are always at least two possible states:

\[ S_i=0, \ n_i=2n+2, \ S_j=0, \ n_j=2n, \ S_i+S_j=0 \]

and \( i\leftrightarrow j \). The matrix element for each of these states is

\[ \frac{1}{\sqrt{3f(n,1)}} \langle 0| (\theta_0)^{n} a_{i,p} a_{j,p} (\theta_0)^n|0 \rangle \langle 0| (\theta_0)^{n} a_{j,p} a_{i,p} (\theta_0)^n|0 \rangle \]
\[ \times \frac{1}{\sqrt{f(n+1,0)f(n,0)}} \]
\[ = \frac{1}{\sqrt{3f(n,1)}} \langle 0| (\theta_0)^{n} a_{i,p} a_{j,p} (\theta_0)^n|0 \rangle \delta_{p,ql} f(n,1) \]
\[ \frac{1}{\sqrt{[f(n+1,0)f(n,0)]}} \]

\[ \sqrt{\frac{f(n+1,0)}{3f(n,0)}}. \]

Finally, this term gives

\[ -\frac{2t^2}{3(U_0-2U_2)} \frac{f(n+1,0)}{f(n,0)} = -\frac{4t^2(n+1)(2n+3)}{3(U_0-2U_2)}. \]

In the general case \( n \neq 0 \) there can also be intermediate states

\[ S_i=2, \quad n_i=2n+2, \quad S_j=2, \quad n_j=2n, \quad S_i+S_j=0 \]

and \( i \leftrightarrow j \) because \( S_i=2 \) and \( S_j=2 \) can form a singlet. However, in the case of \( n=0 \), such a term does not exist but can appear if \( a_{jp} \) acting on \( a_i^\dagger (\theta^\dagger)^n|0\rangle \), breaks a singlet part and the result has a mixture of \( S=2 \). But for \( n=0 \) there is no singlet part, so these intermediate states are absent. One should also note that even for big \( n \) we will not have terms with higher spins, i.e., \( S_i=4 \), because our perturbation in the Hilbert space of \( i \) site is a vector and can have matrix elements only for the states with spins differing by \( \pm 1 \).

From general considerations we know that for \( S_i+S_j=0 \) energy has the form

\[ -2t^2 \left( \frac{f_1(n)}{U_0-2U_2} + \frac{f_2(n)}{U_0+4U_2} \right), \]

where the term with \( U_0-2U_2 \) in the denominator comes from the processes of the first kind, and the term with \( U_0+4U_2 \) in the denominator comes from the processes of the second kind. We calculated \( f_1(n) \) earlier to be \( 2(n+1)(2n+3)/3 \). Now, to find \( f_2(n) \), we take the limit \( U_2 \to 0 \). In this case we do not need to know the exact form of states with \( S_i=S_j=0 \) and \( S_i=S_j=2 \) since their energy is the same. We can take the intermediate state \( |m\rangle \) to be

\[ |m\rangle = \frac{1}{\sqrt{M}} (a_{i,p}^\dagger a_{j,p}^\dagger + a_{j,p} a_{i,p}) a_{i,q}^\dagger a_{j,q}^\dagger (\theta^\dagger)^n(\theta)^n|0\rangle, \]

where \( M \) is normalization of the intermediate state. Then, the second-order energy is

\[ -t^2 \left| \frac{\langle m|m\rangle}{\sqrt{f(n,1)}} \right|^2 \frac{\sqrt{M}}{U_0} = -\frac{t^2 M}{U_0 3f(n,1)^2}. \] (A2)

Using formulas from the previous subsection, we can calculate \( M \). Then, we can write an equation

\[ 2[f_1(n)+f_2(n)] = \frac{M}{3f(n,1)^2} = 2 + \frac{6}{5} n(5+2n) \]

and finally obtain

\[ \epsilon_0 = -\frac{4t^2(n+1)(2n+3)}{3(U_0-2U_2)} - \frac{16t^2n(5+2n)}{15(U_0+4U_2)}. \]

3. Calculation of \( \epsilon_1 \)

Let us consider the case \( S_i+S_j=1 \). There are no intermediate states \( S_i=0,S_j=2 \) or \( S_i=2,S_j=0 \) since these states can only form \( S_i+S_j=2 \) and \( S_i+S_j=0 \), respectively. \( S_i=2,S_j=2 \) can be added up to form \( S_i+S_j=1 \), and this is the only contribution. \( S_i+S_j=1 \) subspace is three dimensional, and from rotational invariance we can choose any state we want to calculate the energy. Let us choose our initial state to be \( S_i=1,S_j=0 \) or \( S_i=0,S_j=1 \). From known Clebsch-Gordon coefficients, we can write this state using creation and annihilation operators as

\[ |S_i+S_j=1\rangle = \frac{a_{i,+}^\dagger a_{j,+}^\dagger - a_{i,-}^\dagger a_{j,-}^\dagger}{\sqrt{2} f(n,1)} (\theta^\dagger)^n(\theta)^n|0\rangle. \]

Normalization of

\[ (a_{i,+}^\dagger a_{j,+}^\dagger + a_{i,+} a_{j,0} + a_{i,-} a_{j,-}) \times (a_{j,+}^\dagger a_{j,-} - a_{i,-} a_{j,+})|S_i+S_j=1\rangle \]

equals

\[ 2[f(+,0,n)(-2n)^2 f(+,0,n-1) + f(+,+n)(2n)^2 f(+,+n-1)] = \frac{4}{45} n(1+2n)(3+2n)^2(5+2n)(2n+1)!^2. \]

Hence, the energy for this case is

\[ \epsilon_1 = -\frac{4t^2n(5+2n)}{5(U_0+4U_2)}. \]

4. Calculation of \( \epsilon_2 \)

Let us choose the normalized state for which we will calculate the second-order energy to be the state with total \( S_{iz} \) and \( S_{jz}=2 \):

\[ \frac{1}{\sqrt{M}} a_{i,+}^\dagger a_{j,+}^\dagger (\theta^\dagger)^n(\theta)^n|0\rangle. \]

The intermediate state should also have \( S_i+S_j=2 \) or \( S_i=0,S_j=2 \) subspace since this pair of spins cannot add up to form \( S_i+S_j=2 \). There are four possible intermediate states with

\[ S_i=2, \quad n_i=2n+2, \quad S_j=0, \quad n_j=2n, \]

\[ S_i=0, \quad n_i=2n+2, \quad S_j=2, \quad n_j=2n, \]

and \( i \leftrightarrow j \). In the first case, matrix element equals
This quantity equals
\[
\frac{1}{f(n,1)}(0|\theta^a a_+ a_+ a_+ (\theta^o)^n|0)_i \langle 0|\theta^a a_+ a_+ (\theta^o)^n|0\rangle_j
\]
\times \frac{1}{\sqrt{f(n,2)f(n,0)}}
= \frac{1}{f(n,1)} \cdot \frac{f(n,2)f(n,1)}{\sqrt{f(n,2)f(n,0)}} \frac{1}{f(n,0)}
= \sqrt{\frac{f(n,2)}{f(n,0)}}.
\]
Finally, this term contributes to the energy
\[
-\frac{2t^2}{(U_0+U_2)} \frac{f(n,2)}{f(n,0)} - \frac{4t^2(2n+3)(2n+5)}{15(U_0+U_2)}.
\]
The second process contributes with the same energy denominator but with a different dependence on n:
\[
-\frac{16t^2 n(n+1)}{15(U_0+U_2)}.
\]
Now, let us consider the contribution from the \( S_z = 2 S_i = 2 \), \( S_z = 2 S_j = 2 \) intermediate state. Using the same trick as at the end of the calculation of \( \epsilon_0 \), we only need to calculate norm of
\[
(a_+^{i+} a_{j+} + a_+^{i+} a_{j0} + a_+^{i+} a_{j-}) a_+^{i+} a_+^{i+} (\theta^o)^n (\theta^o)^n|0\rangle.
\]
This quantity equals
\[
f(+,+,n)|(0,0,n-1) - 2(2n+2)f(+,+,-,0,n-1)
+ (2n+2)^2 f(+,+,-,n-1) + f(+,+,-,0)n(2n)
\times^2 f(+,+,n-1) + f(+,+,-,n)(-2n)^2 f(+,+,-,n-1)
\]
\[
= \frac{2}{225} (3+2n)^2 (3+2n)(5+2n)(2n+1)^2.
\]
Then, taking a limit \( U_2 \to 0 \), we obtain the contribution from this process to be
\[
- \frac{28t^2 n(5+2n)}{75(U_0+4U_2)}.
\]
Finally,
\[
\epsilon_2 = - \frac{28t^2 n(5+2n)}{75(U_0+4U_2)} - \frac{4(15+20n+8n^2)}{15(U_0+U_2)}.
\]

**APPENDIX B: DERIVATION OF THE EFFECTIVE MAGNETIC HAMILTONIAN FOR THE INSULATING STATE WITH TWO ATOMS**

To derive the effective Hamiltonian, we should be able to calculate matrix elements in Eq. (31). Since energy and matrix elements in each subspace do not depend on \( z \) projection of total spin, we can choose \( S_z \) components at our convenience. We can express any state \( |E_1\rangle, \ldots, |E_6\rangle \) using known Clebsch-Gordon coefficients. For the state from \( |E_8\rangle \) with \( S_z = 0 \), we have
\[
|E_8, S_z\rangle = \sum_{m=-2, \ldots, 2} C_{2m,2,-m}^{0} |N_1 = 2, S_1 = 2, S_2 = m\rangle
\]
\times |N_2 = 2, S_2 = 2, S_2 = -m\rangle.
\]
Now we can write any one of the states \( |N_1, S_1, S_2\rangle \) via creation and annihilation operators since we know how to express spin operators via creation and annihilation operators (11). Evaluation of \( e_8 - e_5 \) is quite simple since total spin conservation of the tunneling term does not allow mixing of this subspaces with any other. Therefore, as in Eq. (A2), we just need to calculate the normalization of the state into which we hop. Using this procedure, we obtain energies (30).

Now let us consider energy in the \( |E_1\rangle, |E_2\rangle \) subspace. From \( |E_1\rangle \) we can hop only into high-energy states
\[
|N_1 = 3, N_2 = 1, S_1 = S_2 = 1, S_1 + S_2 = 0\rangle,
\]
\[
|N_1 = 1, N_2 = 3, S_1 = S_2 = 1, S_1 + S_2 = 0\rangle, \quad (B1)
\]
since in the Hilbert space of each well spin can change only by \( \pm 1 \). For \( N=2 \) from \( |E_2\rangle \), we can also tunnel only to these states since 3 and 1 cannot add to form total spin 0, and there is no state \( S_1 = S_2 = 3 \) which can also add up to total spin 0. Therefore, our exact Hamiltonian in the basis of \( |E_1\rangle, |E_2\rangle \) and high-energy states (B1) has the form
\[
\begin{bmatrix}
0 & 0 & V_1 & V_1 \\
0 & 6U_2 & V_2 & V_2 \\
V_1 & V_2 & 0 & 0 \\
V_1 & V_2 & 0 & 0
\end{bmatrix}.
\]
We can diagonalize this Hamiltonian in the low-energy \( |E_1\rangle, |E_2\rangle \) subspace in the limit
\[
V_1, V_2 \ll U_0, U_2 \ll U_0.
\]
First, we integrate out high energy levels—this is done as described in Ref. [1]. We use the following matrix identity:
\[
\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)^{-1} = \left(\begin{array}{cc}
(A-BC^{-1})^{-1}
\end{array}\right),
\]
where \( 1 \leq i, j \leq 2 \).

In our case, \( D \) has the form \( U_0 I_2 \), so it is easy to calculate inverse matrix. Finally, our effective Hamiltonian has the form
\[
\begin{bmatrix}
0 & 0 & V_1 & V_1 \\
0 & 6U_2 & V_2 & V_2 \\
V_1 & V_2 & 0 & 0 \\
V_1 & V_2 & 0 & 0
\end{bmatrix}.
\]
Now we can diagonalize this \( 2 \times 2 \) matrix; its energy levels are
\[
3U_2 \frac{V_1^2 + V_2^2}{U_0} \pm \sqrt{\frac{3U_2}{U_0}} \left(\frac{V_1^2 + V_2^2}{U_0}\right)^{1/2} + 12 \frac{U_2V_1^2}{U_0}.
\]
Using expressions for all states of interest in Fock basis, we can calculate

\[ V_1 = -t \sqrt{\frac{10}{3}}, \quad V_2 = -t \sqrt{\frac{8}{3}}. \]

which leads to Eqs. (20), (21).

Now, let us calculate energy for the \( S_1 + S_2 = 2 \) subspace. In this case we canhop to four states

\[
\begin{aligned}
|N_1 = 3, N_2 = 1, S_1 = S_2 = 1, S_1 + S_2 = 2),
|N_1 = 1, N_2 = 3, S_1 = S_2 = 1, S_1 + S_2 = 2),
|N_1 = 1, N_2 = 3, S_1 = 1, S_2 = 3, S_1 + S_2 = 2),
|N_1 = 3, N_2 = 1, S_1 = 3, S_2 = 1, S_1 + S_2 = 2).
\end{aligned}
\]

Matrix \( A \) has the form (in \( E_3, E_4, E_5 \) basis)

\[
\begin{bmatrix}
3U_2 & 0 & 0 \\
0 & 3U_2 & 0 \\
0 & 0 & 6U_2
\end{bmatrix}
\]

and matrix \( B \) has the form

\[
\begin{bmatrix}
V_1 & V_2 & V_3 & 0 \\
V_2 & V_1 & 0 & V_3 \\
V_4 & V_5 & V_5 & V_5
\end{bmatrix}
\]

and \( C = B^T \). The effective Hamiltonian is

\[
\begin{bmatrix}
V_1^2 + V_2^2 + V_3^2 & 2V_1V_2 & (V_1 + V_2)V_4 + V_3V_5 \\
2V_1V_2 & V_1^2 + V_2^2 + V_3^2 & (V_1 + V_2)V_4 + V_3V_5 \\
(V_1 + V_2)V_4 + V_3V_5 & (V_1 + V_2)V_4 + V_3V_5 & 2(V_1^2 + V_2^2)
\end{bmatrix}
\]

From the symmetry of this matrix, one eigenvalue is easy to determine—it corresponds to eigenvector \((1, -1, 0)^T\) and equals

\[
3U_2 - \frac{V_1^2 + V_2^2 + V_3^2 - 2V_1V_2}{U_0}.
\]

Two other eigenvalues are also easy to obtain—they are the solutions of some quadratic equation. Calculating \( V_i \) gives

\[
\begin{aligned}
V_1 &= 2 \sqrt{\frac{2}{15}}t, \quad V_2 = \sqrt{\frac{10}{3}}t, \quad V_3 = -\sqrt{\frac{14}{5}}t, \\
V_4 &= -\sqrt{\frac{14}{15}}t, \quad V_5 = \sqrt{\frac{2}{5}}t.
\end{aligned}
\]

The energy levels are

\[
\begin{aligned}
3U_2 - 4 \frac{t^2}{U_0}, \\
\frac{1}{2} \left( 9U_2 - 12t^2 \pm \sqrt{144U_2^2 + 40t^2U_2^2 + 9U_2^2} \right).
\end{aligned}
\]

APPENDIX C: MEAN-FIELD SOLUTION FOR THE CASE OF TWO BOSONS PER SITE

Our mean-field state depends on 12 variables—6 complex numbers, subject to normalization (40). However, energy is clearly the same for all states that can be transformed into each other by global SU(2) rotations, so that gives us three conditions we can choose. We also have an overall U(1) phase freedom, so the number of independent parameters reduces to \( 12 - 3 - 1 - 1 = 7 \). We can parametrize

\[
a_m = b_m e^{i\varphi_m}.
\]

It is convenient to choose three constraints to be

\[
b_0 = 0, \quad \varphi_0 = \varphi_1.
\]

We can always find an axis of quantization for which the first condition is satisfied and then we can satisfy the last condition on phases by rotating along chosen axis of quantization. We have seven degrees of freedom: eight variables \( b_{\pm 2}, b_{\pm 1}, \varphi_{\pm 2}, \varphi_1, \theta \) with the normalization constraint

\[
b_{\pm 2}^2 + b_{\pm 1}^2 + b_{\pm 1}^2 + b_{\pm 1}^2 = 1.
\]

We can express mean-field energy via these degrees of freedom, and it will be some polynomial up to the fourth order in \( b_m \) (we will not explicitly write down this polynomial). First, let us make a transformation that diagonalizes the part quadratic in \( b_{\pm 2}, b_{\pm 1} \). That orthogonal transformation is

\[
b_{\pm 2} = \frac{-u_2 + u_1}{2}, \quad b_{\pm 1} = \frac{u_1 - u_1}{2},
\]

\[
b_1 = \frac{u_1 + u_1}{2}, \quad b_2 = \frac{u_2 + u_2}{2}.
\]

Now we solve the normalization constraint by

\[
v_1 = \sin \psi \sin \psi_1, \quad v_2 = \cos \psi \sin \psi_2,
\]

\[
u_1 = \sin \psi \cos \psi_1, \quad u_2 = \cos \psi \cos \psi_2.
\]
The numerical procedure now consists of fixing the values of \( t \) and \( \theta \) and minimizing the expression for energy over six angles using steepest descents method. Using this procedure we can numerically find energy as a function of \( \theta \) for fixed \( t \). If the minimum is attained at \( \theta = 0 \), then the mean-field wave function is a trivial singlet. Result of this minimization leads to the state

\[
b_m = \left( \frac{1}{\sqrt{6}}, \pm \frac{1}{\sqrt{3}}, 0, \pm \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{6}} \right)^T
\]

that can be rewritten as Eq. (42) after rotation. Though this result was obtained numerically, we can check analytically that at this point all first derivatives of the energy over angles \( \phi \), \( \psi_1 \), and \( \psi_2 \) vanish.

**APPENDIX D: LARGE \( N \) EXPANSION**

In this Appendix we prove some properties of wave functions \( |\psi_N \rangle \) (59). The normalization factor \( N \) in Eq. (59) may be found by considering the overlap of two states. It is sufficient to consider wave functions constructed of only two single particle states since rotation in the spinor state can always bring our “pure condensate” wave functions to this case:

\[
|N, n_1 \rangle = \frac{1}{N} (\cos \phi_1 a_+^\dagger + \sin \phi_1 a_+^\dagger)^N |0\rangle,
\]

\[
|N, n_2 \rangle = \frac{1}{N} (\cos \phi_2 a_+^\dagger + \sin \phi_2 a_+^\dagger)^N |0\rangle. \tag{D1}
\]

We have

\[
\langle N, n_1 | N, n_2 \rangle = \frac{1}{N^2} \langle 0 | (\cos \phi_1 a_+ + \sin \phi_1 a_+)(\cos \phi_2 a_+^\dagger + \sin \phi_2 a_+^\dagger)^N |0 \rangle
\]

\[
+ \sin \phi_2 a_+^\dagger)^N |0 \rangle
\]

\[
= \frac{1}{N^2} \sum_{k=0}^N C_N^k (\cos \phi_1 \cos \phi_2)^k
\]

Orthogonality and normalization for large \( N \) now become obvious after noting that for \( (n_1 \cdot n_2) = \cos \theta \) and \( \theta = \pi/2 \) we have \( \cos^N \theta = e^{-N\phi/2} \).

To prove Eq. (65) we consider wave functions

\[
|N, n \rangle = \frac{1}{N} (n_x a_+^\dagger + n_y a_+^\dagger)^N |0 \rangle,
\]

\[
|N+1, n' \rangle = \frac{1}{N+1} (n_x' a_+^\dagger + n_y' a_+^\dagger)^N |0 \rangle. \tag{D2}
\]

Simple calculation gives

\[
\langle N+1, n' | a_+^\dagger | N, n \rangle = \frac{(N+1)!}{N!N_{N+1}} n_x' (n \cdot n')^N
\]

\[
= (N+1)^{1/2} n_x \delta_N (n-n'). \tag{D3}
\]

[42] Expression (42) describes an eigenstate of $\hat{S}^z$ with eigenvalue zero. After an SU(2) rotation we will have $[a_n]$ that is an eigenstate of $\hat{d} \cdot \hat{S}$ with zero eigenvalue. Vector $\hat{d}$ corresponds to the direction of uniaxial nematic.
[45] The operator $b$ applied directly to $|\psi\rangle_n$ takes us outside of the physical Hilbert space since it does not change the symmetry of the $\psi(n)$ wave function simultaneously with changing the number of particles by one. The physical Hamiltonian, however, will always have this operator $b$ in combination with some odd function of $n$ and will preserve the physical Hilbert space.