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Experimental test of morphological stability theory for a planar interface
during rapid solidification
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Michael J. AziZ
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(Received 2 October 1997

We report a parameter-free test of the theory predicting the critical solute concentration that destabilizes a
planar solid-liquid interface in the high-velocity regime where nonequilibrium interface kinetics are important.
Rapid solidification following pulsed laser melting was used to make metastable solid solutions of silicon-tin.
Rutherford backscattering spectrometry and transmission electron microscopy were used to measure the break-
down concentration. Samples remained microsegregation free with near perfect crystallinity at tin concentra-
tions up to 10 times the maximum equilibrium solubility and 100 times that predicted by linear stability theory
with local interfacial equilibrium. These measurements, covering velocities from 1 to 10 m/s, agree with the
predictions of linear stability theory when the latter incorporates a velocity-dependent partition coefficient and
a thermodynamically consistent kinetic liquidus, and contains no adjustable parameters. We also report a
systematic increase of the breakdown concentration with increasing deviation from steady-state conditions,
which is not addressed by current stability theories, parametrized by the concentration gradient just prior to
breakdown[S0163-182808)07117-3

I. INTRODUCTION undercooled with respect to the composition-dependent li-
quidus temperature, despite being at a higher absolute tem-
The supersaturation of substitutionally sited elements irperature than the interface.
silicon following pulsed laser melting and rapid solidification ~ Mullins and Sekerkd included the effect of capillarity in
has been studied extensivéli? The attainable degree of su- a linear perturbation analysis of interface stability. They
persaturation is strongly dependent on the interface velocitgtarted their analysis with an unperturbed planar interface in
because deviations from equilibrium become more signifilocal equilibrium moving at a constant velocity. Then they
cant as the solidification velocity increases. A variety ofcalculated the time dependence of the amplitude of an infini-
mechanisms limiting solubility has been identified, but thetesimal sinusoidal-shaped perturbation imposed on the inter-
most common is a morphological instability of the planarface. Because the perturbation curves the interface, capillar-
solid-liquid interface during solidification. This mechanism ity has a stabilizing effect, especially at high solidification
was identified for Sn in Si by Whitet al.® who observed a  velocities. The higher the velocity, the less time there is for
cellular solidification microstructure at high concentrations.lateral diffusion of solute; long-wavelength perturbations no
It has been observed not only for many other low-solubilitylonger have sufficient time to form. Short-wavelength pertur-
elements in S%;*° but also for high-solubility elements such bations do have time to form, but the smaller the wavelength,
as Getl'1812 the higher the curvature and the more strongly capillarity
During steady-state solidification of a single-componentresists instabilities. Thus, for a melt with a given bulk solute
melt in local interfacial equilibrium, a planar solid-liquid in- concentration, there is a velocity above which a planar inter-
terface will remain stable as long as heat is removed througface is always stable. This is the absolute stability fimit
the solid. The solid stays below the melting temperature, the
interface at the melting temperature, and the liquid above the _ k*Tyl'v
melting temperature. " (k=1)mD’
For a two-component melt in local interfacial equilibrium,
Tiller et al1® analyzed the “constitutional supercooling” ef- whereC., is the critical bulk concentration in the liquid,
fect of solute preferentially partitioning into the liquid. They the partition coefficientratio of the solute concentration in
showed that for any straight-line liquidus and any given in-the growing solid to that in the liquid at the interfac@y,
terface velocity, there exists a critical concentration of solutd¢he melting point of pure solvent; the capillarity constant
in the bulk liquid such that the interface is unstable. Solute(interfacial tension divided by the latent heat of fugion
rejected by the interface creates a concentration gradient ithe interface velocitym the slope of the equilibrium liquidus
the liquid layer next to the interface. The concentration gra{assumed to be a straight lin@ndD the diffusivity of sol-
dient causes a region in the liquid ahead of the interface to bate in the bulk liquid.

@
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) A pe of the equilibrium liquidus. Substitut
Velocity (m/s) ing the partition coefficient of Eq2) and the liquidus slope
of Eq. (3) into the Mullins-Sekerka resu[not just Eq.(1),
gut rather the full solutiohyields a thermodynamically con-
sistent formulation of nonequilibrium linear stability theory.
For any point in concentration-velocity space, one can cal-
culate whether or not a planar interface is stable. Because
The Mullins-Sekerka analysis assumes local equilibriumeach of the key parameters in the theory has been measured
at the interface. This assumption is most likely to breakindependently, the calculation has no free parameters. Typi-
down at velocities where Eq1) is most likely to be valid. cally, one calculates a neutral stability curve: the line in
The interface stability limit is strongly influenced by non- concentration-velocity space that separates the region of
equilibrium effects, particularly the suppression of partition-stable interface growth from unstable interface growth. The
ing (“solute trapping”) (Ref. 19 during nonequilibrium so- interface is stable below and unstable above the neutral sta-
lidification. Solute trapping is expected to stabilize thebility curves presented in this paper, e.g., Fig. 1.
interface, and early tests of interface stability under nonequi- A fuller formulation of linear stability theory by Davis
librium condition$>1® did indeed show such stabilization. and co-worker§"?® allows for oscillatory solutions to the
The degree of stabilization was unclear, however. The auPerturbation growth equation. This family of solutions,
thors of these studies compared their data to the absolufffiven by a mechanism called the “solute pump,” was iden-
stability limit, Eq. (1), except that they substituted the non- tified by Coriell and Sekerk&. As shown in Fig. 1, Huntley

equilibrium partition coefficient for the equilibrium one. This @1d Davis's calculations for the silicon-tin systénshow

modification to the Mullins-Sekerka theory ignores the ther-that the region of instability against oscillatory perturbations
lies completely within the region of instability against

modynamic constraifhf requiring a change in the effective . ;
quuigus slope with noneqquilibri%m trapp?d'gee Eq(3) be- nor?osmllatory(st_e_ady pgrturbatlons_. Thus the_s_,teady brar_wch

o . ; . : defines the stability limit, and the simple stability calculation
low]. Additionally, as these studies did not involve direct . . .
measurements of velocity, the resulting valuesvoénd k [Eqs._(2) gnd © §upst|tut(_ad mpo the full MulIms-Seker_k:a

; ' . i . equation is quantitatively identical to Huntley and Davis's
were only estimates based on heat-flow simulations using 8alculation.
value of the thermal condu_ct|V|ty of amorph_ou_s silicon that  Another formulation of linear stability theory by Brunto
was poorly known at that timé. As the predictions of Ed. 4jiows nondilute solutions and offers a novel treatment of
(1) are very sensitive to uncertaintieskrand the value ok \yhat Brunco terms “nonequilibrium capillarity.” Brunco’s
inferred from solute trapping experiments is very sensitive tazajculation for silicon-tint* also shown in Fig. 1, is quanti-
uncertainties i, any agreement of theory with experiment tatively similar to Huntley and Davis'’s calculation. Break-
must be considered fortuitous. These early results, howevetiown in the silicon-tin system does not happen at a high
can be considered as qualitative evidence that nonequilitenough concentration or at a small enough length scale to
rium effects stabilize the interface. Now that the kinetic un-readily distinguish the theories.
dercooling function in puré-?'and alloyed silicoff and the Cahr® extended the linear stability formalism to take into
solute trapping function for various dopants in siliéd17>%’  account the first and second derivatives with respect to inter-
have been measured, it is possible to incorporate nonequiliface orientation of the solute trapping function and of the
rium effects accurately and systematically into stabilityinterface mobility. Whereas the solute trapping function is
theory. known for many orientation&:2 the interface mobility is
Experiments support the so-called “continuous growthknown only for(001) (Ref. 30 and(111) (Refs. 21 and 3R

model without solute drag? for nonequilibrium interface Because certain terms in Cahn’s analysis vanish for highly
kinetics during rapid solidification. For solute trapping in the symmetric orientations such &801) and (111 studied here
dilute solution regime, the model gives and because Cahn concludes that other terms are expected to

FIG. 1. Predicted neutral stability curves for Si-8901). A
planar interface is unstable above the neutral stability curve. Th
absolute stability limit was calculated using E¢g), (2), and(3).
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be important only for high concentrations, we do not expecsumed that the interface broke down at the depth where the
anisotropy effects to be significant in the present study.  concentration of nonsubstitutional tin became appreciable.
We reported® a quantitative test of stability theory using For several samples, we examined the microstructure di-
tin-implanted silicon-on-sapphir6SOS samples. However, rectly using cross-sectional TEM. In addition to verifying the
the large number of extended defects in these samples ndepth of breakdown, the microscopy allowed us to verify
only made identification of the cell walls difficult, but also that the breakdown morphology was cellular.
might have influenced the breakdown of the planar interface. Microscopy also yielded information about the maximum
Here we report similar measurements performed on bullpenetration of the melt front for any particular sample. Fol-
single-crystal silicon in th€001) and(111) orientations. By lowing the example of Narayast al.** we used a boron
melting completely through the region damaged by the tinmplant to create a marker layer visible in TEM. According
implant, we ensure a high-quality seed for subsequent solidio Narayaret al., the boron implant creates point defects that
fication of the melt. condense to form dislocation loops deep in the sample. Dur-
ing laser melting, loops that melt disappear forever; loops
that do not melt coarsen to a size large enough to be ob-
IIl. EXPERIMENTAL TECHNIQUE served in TEM(several hundred angstrojndhe maximum

Wafers of (001 silicon were implanted with 165 or 120 Melt depth is therefore the depth at which the sample
keV 1205t at doses of X10%-2x10%cm=2 Most changes from having no loops to having many loops. Be-

samples were also lightly implanted with a pair of boroncause the maximum melt depth is sharply defined and be-
implants, typically 100 keVA!B* at 3x 10" cm 2 and 200 ~Ccause dislocations cannot have free ends inside the crystal,

keV 1Bt at 5x10' cm 2 to aid in ascertaining melt loops that partially melt seed dislocations that terminate on

depths in cross-sectional transmission electron microscopiy® surface. Narayaet al. occasionally saw such disloca-

(TEM). The wafers of111) silicon were implanted to higher ONS, providing strong confirmation that dislocation loops

doses of tin(1, 2, and 4< 10'6 cm~?), but did not receive the exist in the u_nmelted solid rlght up to. th.e.maX|mum melt

additional boron implant. depth. We did not attempt to image individual loops and
Most samples were melted with a 30 ns full width at half relied on the Work of Narayaat al. fqr the interpretation. in

maximum(FWHM) XeCl (308 nm) excimer laser pulse. In- terms of dislocation loops. In our micrographs, the region of

tense radiation absorbed at the sample surface causes mdfit¢ boron implant appears mottled, as opposed to the even

ing. When the laser pulse ends, the sample solidifies quicki§ray of the region that melted and of the Si beyond the boron

as the heat flows from the surface into the bulk. The velocityMPlant range.

depends on pulse energy, but only indirectly. The direct fac-

tor is the thermal gradient between the melt and the bulk of ll. DATA ANALYSIS

the sampldstill at room temperature at the end of the laser

ulse. To attain lower velociies, we preheated samples In this experiment, we measured the solidification veloc-
Iforom fhe back side using a contin’uous-\?vave Qaver jus'? ity and breakdown concentration at the onset of interface

before firing the excimer. As the Gweated the sample, a instability, and then compared the values to the calculated

: . neutral stability curve. Values for the parameters required for
reduced thermal gradient was established between the molt v A q

) - &he interface stability calculatidh®3*®-*Lare given in Table
region and the bulk substrate; additionally, the thermal con; Y 9

ducti\(ifty of the bulk is reduced at high. T_o attain higher S'ir:jgf[i)sngfgge,ggiz—a?gfemgeit/eeri i:\e_th_gg:aeds |f|0 ;ntg e]“.heat flow
velocities, we melted some samples using pulses from a
Nd:YAG laser(1064 nm with a 3 nsFWHM. In situ reflec-
tivity measurements with a low-powered Amprobe laser
(488 nm exploited the difference in reflectivity between For these samples, the melt duration as a function of laser
solid and liquid to measure melt durations. fluence was very close to that of pure silicon. Consequently,
The spatial homogeneity of the melting pulse is crucial towe used well-calibrated heat-flow simulations of pulsed laser
the success of the experiment. We tuned the excimer lasenelting of pure silicof® to determine melt depths and solidi-
using a beam profiling camera until the camera measured fication velocities. The effect of an amorphous surface layer
3% rms deviation in intensity over the area of the samplecreated during ion implantation has been studied in experi-
We quantified the effect of this variation on our measure-ments on self-implanted silicon, and the optical and thermo-
ments by doing statistics on a large number of split-probephysical properties of amorphous silicon are well teéfed.
reflectivity measurements. Comparing melt durations mealon channeling measurements show that the top 160 nm is
sured simultaneously at two different points on the sampleamorphous for a 165 keV implant, although the exact thick-
surface, we observed a variation 65 ns, in melt duration ness is not crucial. Plots of velocity as a function of melt
at typical laser fluences, which correspondsttd% in flu-  duration for simulations with various thickness amorphous
ence. The C@Qbeam was expanded so that any inhomogenelayers, as in Fig. 2, are essentially identical for all thick-
ities caused no larger melt duration variability than for thenesses of the amorphous Si layer.
XeCl laser alone. Assessing the effects of alloying due to implantation is
After solidification, tin concentration-depth profiles were more complicated. Alloying can affect the applicability of
measured using Rutherford backscattering spectrometry. Béseat-flow simulation in two ways. The first is by changing
cause the presence of normally substitutional dopants off lathe optical properties. Jelliset al*” have measured the op-
tice sites has been correlated with interface breakdbwre tical properties of heavily doped silicdd.6 at. % in the near
also performed an ion channeling analysis. We initially as-surface region for samples implanted with boron, around

A. Solidification velocity
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TABLE I. Parameters for interface stability calculation. Note that the extrapolations were made in the

original papers.

Symbol Value Parameter
D 2.5x10° % cnfls Diffusivity of tin in liquid silicon?
Up 17 m/s Diffusive velocit§
G, 2Xx10* K/m Thermal gradient in the liquid (heat-flow
simulation$
Gs Thermal gradient in the solid
Gs=V Ly /Ks=1.9x10 K/m (at 1 m/3
K. 140 WAK m) Thermal conductivity of the liquid at melting pofht
Ksg 22 W/K m) Thermal conductivity of the solid at melting pofint
Twm 1685 K Melting temperature of pure silicon
Ke 0.016 Equilibrium partition coefficiefit
me —460 K mMe=(1—K)RTZ/Ly
Ly 4.19x10° J/nt Latent heat of fusion at melting temperature
Crystal-melt interfacial tension
Symbol Measurement Undercooling Extrapolatedtp Reference
y 0.36 J/m 285 K Not extrapolated Crystal nucleatfon
¥ 0.38 J/m 350 K 0.45 J/Im Crystal nucleatioh
¥ 0.438 J/r 420 K 0.61 J/rf Crystal nucleatioh

3Reference 30.
bReference 32.
‘Reference 33.
dReference 34.

®Reference 35.
Reference 36.
9Reference 37.
PReference 38.

PRB 58

1.0% for samples implanted with arsenand find that dop- samples, which have up t82% Sn. We have no data on the
ing has a small effect for 308 nm radiation. This bounds theeffect of alloying on the thermal conductivity. However, the
effect for our samples. Given the high absorption coefficieneffectiveness of the substrate as a heat sink is dominated by
for the 308 nm excimer laser, the optical properties of thehe reduced thermal conductivity of the crystal at high tem-
sample are determined by only the top 20 nm of the sampleperature. We believe it highly unlikely that alloying induces
Because our implants were rather deep, the concentratiomsrge changes in thermal conductivity at high temperatures
near the surface are low: about 1% for tin and 0.01% fomwhere phonon scattering determines thermal conduction. We
boron. Therefore, we do not expect large changes in opticalonclude that the optical and thermophysical properties of
properties. The second possible effect of alloying on the reeur samples are not likely to be changed substantially by
sults of the heat-flow simulations is by changing the thermo-alloying.

physical propertieglatent heat or thermal conductivjtyof The combined result of these effects was small, but ob-
the sample. Measurements on Si-As by Ketlal*® show no  servable in our measurements. For a given implant, the melt
difference in latent heat for 0%, 4%, and 9% As and thereduration as a function of incident laser fluefiteas repro-
fore we should not expect a significant change for ourducible with minimal noise. However, for different implants,

TABLE Il. Parameters for heat-flow simulation.

Thermophysical property Units Liquid Amorphous Crystal
Melting temperature K 1430 1685
Latent heat of fusion Jicin 2986 4206
Kinetic undercooling (m/9)/K 0.267 0.066¢
Optical reflectivity at 308 nm 0.784 0.56Z 0.587F
Optical reflectivity at 1064 nm 0.777 0.4 0.372
Optical absorption at 308 nm §em? 1.5F 1.3¢ 1.48
Optical absorption at 1064 nm dem? 86d 100 2f
Thermal conductivity WK cm) 1.4 0.02€¢'

®Reference 40.
‘Reference 41.
9Reference 32.
"Reference 42.

%Reference 39.
bReference 33.
‘Reference 35.
dreference 28.
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TABLE Ill. Temperature-dependent parameters for heat-flow 7 — T T T T T
simulation. The data for specific heat were converted fronfg&l) C —ho amorphous layer ]
using 2.33 g/crhand 4.184 J/cal. s < X 130 nm amorphous layer ]
i X + 160 nm amorphous layer ]
- 48 200 hous | .
Therma| 5 s >4A nm amorpnous layer E
Specific heat conductivity Q i ]
Temperature  (all phase¥' Temperature (crysta)® £ 4L ]
(K) [J(K cm?)] (K) [W/(K cm)] T F ]
273 1.609 273 1.68 g 3F .
300 1.48 ot 3
350 1.19 2F E
373 1.794 400 0.989 C ]
473 1.920 500 0.762 ' E
573 1.974 600 0.619 O:‘ .l....l....l...|l....:
673 2.013 700 0.508 0 50 100 150 200 250
773 2.052 800 0.422 melt duration (ns)
873 2.091 900 0.359
973 2.125 1000 0.312
1073 2.159 1100 0.279 FIG. 2. Solidification velocity at 50 nm depth vs melt duration
1173 2193 1200 0.257 calculated by heat-flow simulation for 0-, 130-, 160-, and 200-nm-
' ' thick surface amorphous layers. When there is no surface amor-
1273 2.232 1300 0.244 . .
1400 0.235 phous layer, a melt duration of 35 ns corresponds to a maximum
) melt depth of 50 nm; hence, the velocity for this melt duration is
1500 2.367 1500 0.227 identically zero.
1600 2.392 1600 0.221
1238 g'jéj 1685 0.220 These quantities are all measurable. The pulse duration is
1900 2.482 measurable and, for the XeCl laser, repeatable. Melt dura-

tions were measureid situ for each sample. The maximum
aReference 35. melt depth was measured using cross-sectional transmission
electron microscopy.

Figure 4 shows the results obtained by applying the ap-
the curves shifted within a band of width5 ns. Because we Proximation of Eq.(4) to five bulk silicon samples. The
shall use a single calibration curfer each laserto convert —agreement is good, and so we use the simulation results to
melt duration to velocity, this implant-to-implant variation convert measured melt duration into velocity. For the
translates into an uncertainty in our reported velocitiesNd:YAG laser we proceeded similarly, but have only one
which is included in our reported error bars. In fact, theexperimental point to compare to the simulation. As shown
actual error may be smaller. The calculation of error bars idn Fig. 4 (the left-hand sidg the agreement is still good. The
based on using fluence as the independent variable. In act@ror bars are wider because the pulse spatial profile is
ality, we use melt duration to calculate solidification veloc- Gaussian instead of a flat top. Therefore, even when the laser
ity. Melt duration is a more robust independent variable tharis well tuned, there is a distribution of fluences and a corre-
incident laser fluence. For example, melt duration and velocsponding distribution of velocities.
ity both depend on absorbed fluence and not reflected flu- Simulation does not work adequately for samples pre-
ence; therefore, both will respond similarly to variations in heated using the CQaser. The CQpulse is too briefabout
surface reflectivity. As with the data of Fig. 2, melt duration 1 9 for us to readily measure the sample temperature, and it
is more robust with respect to some bulk properties too. is not reproducible enough for us to develop a calibration.

After collecting simulation data for solidification velocity Therefore, each of these samples was examined in TEM to
as a function of melt duration, we tested our calibrationdetermine the maximum melt depth and £4). was used to
curve experimentally. Consider the simulation of melt depthcalculate the velocity. Equatiot) should be accurate for
vs time shown in Fig. 3 as a solid line. The dashed line is théhese samples because preheating causes a longer melt dura-
measured temporal profile of the laser pulse used in th&on and hence makes the calculated velocity less sensitive to
simulation. As seen in the figure and confirmed by directthe exact timing of melt initiation.
measurements on SOS samples, melting begins just after the We now calculate error bars. Because velocity is deter-
laser pulse begins; solidification begins near the end of th&ined from melt durations, the relative error in velocity
laser pulse(35 n9 and proceeds at near constant velocity.scales with the relative error in melt duration. As discussed
These observations suggest the approximation shown in Fi@_bove, the contribution of spatial nonuniformity in the laser
3 as a dotted line. The approximation is rough for melting,oeam corresponds ta 5 ns for a typical melt, and the con-
but very good for solidification. As an equation, the approxi-tribution of variations in optical coupling from implant to

bReference 32.

mation for solidification is implant was*=5 ns as well. Based on repeated melting of
) clean bulk silicon, the instrumental error for the measure-
. maximum depth ment system is negligible. The total uncertainty in melt du-

velocity= (4)

melt duration-pulse duration ration is therefore-10 ns. For a melt duration of typical
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300 1 — T T 12 I AL S S e B S B B L
[ —lsimulqtifn q{ 1(.5 !;J/cmi) i - ——heat—flow simulation b
[ \  — -—laser intensity (arb. units) A - x TEM and eq. (4 E
250 [ N\ approximation of eq. (4) 10 |- and eq. (4) -1
E/ 200 | _ ~ sl 1
[ ] >~ [ XeCl laser ]
< [ ] &
a 150 | . ~ 6L 7
o ] 2 i ]
+ [ ] 14 B T
© 100 3 o~ -
£ — o 4 / ]
. Nd:YAG laser ]
50 = - E
2+ _
Y 7 T A S R B N i 1
0 20 40 60 30 100 120 ol vy
time (ns) 0 50 100 150 200

melt duration (ns)
FIG. 3. Simulated melt depth vs time during XeCl pulsed laser
melting of pure silicon with 100 nm amorphous silicon layer. The  FIG. 4. Calibration curves for solidification velocity vs melt
solid line is a heat-flow calculation based on the laser pulse profilgluration. The curve and point on the left are for the 5 ns Nd:YAG
shown as a dashed curve. The dotted line is the approximatiol@ser pulse; the curve and points on the right are for the 30 ns XeCl
implicit in Eq. (4). laser pulse.

incident ion beam. The effect is strong near fA81] chan-
nel of silicon. The yield data are analyzed by calculating the
ratio of normalized yields,

length, the curve of velocity as a function of melt duration
(Fig. 4 shows that an uncertainty af 10 ns translates to an
uncertainty in solidification velocity of- 10% for the XeCl
laser and=20% for the Nd:YAG laser. This is a fair and yield when aligned with channel
accurate representation of the relative velocities reported X yield at random orientation near chanhel 5)

here for the S001) samples. An additional factor contribut- ) ) )
ing to uncertainty in the absolute velocities is the thermo-2S & function of depth. To achieve a representative random

physical parameters that go into the heat-flow simulationsorientation, the sample is rotated during data collection. If
This uncertainty adds roughly: 10% potential systematic @S @ function of depth is similar for the tin signal and the
error in the reported velocities. Thus we calculate that arilicon signal, then the tin must be substitutional on the sili-
error of =20% in absolute velocity is a very conservative CON lattice. Fory<1, a first-order estimatéfor the fraction
estimate for XeCl samples. Nd:YAG samples have a greatep Of solute that is substitutional on the solvent lattice is
uncertainty due to the Gaussian spatial distribution of the

solute

. L 1-x
laser pulse. Measurements of the intensity distribution show S= T soait (6)
a variation equivalent to a variation in velocity df1 m/s X

between the center and the edges. This error is additive tppe equation is an estimate because it assumes a uniform

those discussed above. spatial distribution of the channeled beam and a uniform
distribution of the nonsubstitutional tin in the sample. These
assumptions are adequate in this experiment because the tin
in cell walls exists as randomly oriented precipitates uncor-
In steady-state stability theor,, in Eq. (1) is the con- related with the Si lattice. To present this information as a
centration solute in the liquid very far from the interface. In concentration-depth profile, we plot substitutional concentra-
steady state, this concentration is equal to the solute concetion (substitutional fraction times total concentratigmstead
tration in the solid adjacent to the interface. Because there igf substitutional fraction. Because tin is a substitutional im-
negligible diffusion in the solid after solidification, this con- purity in silicon, interface breakdown is indicated by a diver-
centration can be measured as a function of depth using Rgence of the total tin concentration vs depth and the substi-
therford backscattering spectromefi®BS). For the break- tutional tin concentration vs depth curves.
down concentration, we used the RBS concentration-depth If TEM and ion channeling were equally sensitive to
profile to determine the tin concentration at the depth wherdreakdown, they would both indicate breakdown at the same
breakdown occurred. The first method for determining thedepth. This is rarely the case, however. The substitutional tin
depth at which breakdown occurred was to examine theoncentration falls below the total tin concentration at as
sample in TEM. The cellular microstructure is easy to iden-much as a few tens of nm deeper than the point at which
tify in cross-sectional samples. We did this for severalcells become visible in TEM, as is seen in Figs. 5 and 6. This
samples and then correlated our observations with ion chanrdicates that there may be a time lag between when the
neling to obtain a second method of determining breakdowinterface first becomes unstable and when it is sufficiently
depths. deformed to give rise to visible cells. In practice, this is only
lon channeling techniques compare the dependence @f minor problem. For our samples, the concentration of sub-
backscattering yield on the crystallographic orientation of thestitutional tin changes little in the region between where ion

B. Breakdown concentration
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FIG. 5. Cross-sectional transmission electron micrograph of the

sample having the tin concentration-depth profile of Fig).6The ) ST
melt depth(320 nm and breakdown dept#0 nm) marked here are b) depth (nm)
the average of measurements on several micrographs of the same

sample.

FIG. 6. Sn concentration-depth profiles before and after melting

channeling indicates breakdown and where cells appear iﬂnd solidification of a typicala) high-implant-dose sample held at
room temperature ang) low-implant-dose sample preheated with

TEM. The feature in the ion channeling spectra that corre;, CO, laser prior to melting. Table IV gives the experimental pa-

lates beSt with the appearance of cells IS a d_rop in the Conr-ameters. The thin line shows the implanted profile measured on a
centration of substitutional tifconcentration is the same

d dd . hall blv b companion samplébecause laser melting after RBS may damage
eeper and decreasing shalloyygresumably because pre- the samplg scaled vertically to give the same area as the total tin

cipitates in thg cell walls act as, sinks for rele(?ted SO_IUte' profile. The thick line is the total concentration of tin as calculated
When reading a concentration-depth profile to find thesom the random spectrum. The shaded region is the concentration
breakdown concentration, we use the averagélpthe flat  of supstitutional tin calculated using E€).
or peak in substitutional concentration vs distance approach-
ing the surface just before the substitutional concentration )
begins to drop and2) the substitutional tin concentration thatis an even colored band extending to a depth of 320 nm.
where it diverges from the total concentration by more than! hiS is @ silicon-tin solution that has few defects and is epi-
10%. The ends of the error bars are the two different valuefgxial to the silicon underneath. The cloudy region near the
used to Compute the average. We prefer using the Substit@ottom of the micrograph is the unmelted silicon substrate.
tional concentration instead of the total concentration beThe cloudiness is due to vacancy loops left over from the
cause of RBS depth resolution effects. Samples with higporon implant.
implant doses have large surface peaks that are smeared overThe concentration-depth profile obtained by RBS and ion
30-40 nm. The surface peak is entirely nonsubstitutionalchanneling for the sample of Fig. 5 is shown in Fi¢g)6All
and so there is little smearing in the substitutional concentradisplayed depth profiles appear artificially broadened by a
tion profile. Gaussian detector resolution function of roughly 30—-40 nm
Pileup, counting statistics, and other errors inherent irFWHM; “true” depth profiles, when necessary, can be ob-
spectrometry place a lower limit on the detectable breaktained by deconvoluting this Gaussian from the displayed
down concentration. The comparison between SUbStitUtionquof“es as in Ref. 11. For our purposes this is not necessary
and total concentration is dominated by noise when the tilhecause the only features that are affected significantly are
concentration is less than 0.05 at.% in the randomgpatig) variations in the depth profile that are large over dis-
orientation spectrum and less than 0.1 at. % in the aligneghnces comparable to the detector resolution; the features that
spectrum. Consequently, ion channeling is not guaranteed {@terest us vary more slowly with depth. We determine the
see breakdown at concentrations lower than about 0.2%reakdown concentration two ways. First, having observed
Therefore, according to the theoretical neutral stability curvei,e appearance of cell walls at 40 nm depth using TEM, we
at solidification_velocities below 2 m/s, we can only rely on note that this corresponds to the boundary of a flat region
TEM to detect interface breakdown. (100—40 nm of the profile. The substitutional concentration
here is about 1%. Second, we observe that the substitutional
and total concentrations differ by 10% at 90 nm depth where
the tin concentration is 1.1%. These two values define the
Figure 5 is a cross-sectional transmission electron microerror bar for concentration, and the average is used to plot
graph of a typical sample. Next to the surface and extendinghe data poin{note that for this sample, the symbol drawn in
to 40 nm depth is a band with high contrast caused by celFig. 7 is larger than the error haiThe data are summarized
walls, strain around the cell walls, and other defects. Beyonih Table IV. We determine the velocity to be 3.1 m/s, using

IV. RESULTS
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TABLE IV. Selected experimental results.

Sample of Sample of
Quantity Units Method Fig. 6(a) Fig. 6(b)
Tin implant:  dose ions/ci RBS 3.5¢10' 3x10'°
Energy keV - 120 165
Melt duration ns Surface reflectivity 139 143
Solidification velocity m/s Simulation 3.1 3.2
Maximum melt depth nm TEM 320 350
Breakdown depth nm TEM 40 27
Breakdown depth nm lon channeling 70 50
Breakdown concentration at. % RBS 1.05 0.3
Excimer laser fluence J/iém 1.25 1.77 after 2 s
CO, laser

the measured melt duration and the calibration curve of Figpreviously® give v [needed for Eq(2)] and D, thereby
4, providing the rest om(v). Given these parameters, Ed)
Table IV also summarizes the data for the sample with theeduces to concentration as a function of velocity. The full
concentration-depth profile shown in Fighg Whereas Fig. Mullins-Sekerka analysis required thermal parameters too.
6(a) was typical of a high implant dose of tin, Fig(t is  While good values for these parameters are also available,
typical of a low-implant-dose sample. For this sample, TEMthe predictions become independent of the thermal param-
shows cells at 27 nm where the substitutional tin concentraeters as the system approaches the absolute stability limit.
tion is about 0.3%. As in Fig. (@), the substitutional tin Values for all the parameters are given in Table I.
concentration has been steady at this value for several tens of Of the parameters that go into the calculated neutral sta-
nm and declines as depth decreases. The substitutional abdity curve, the interfacial tension is the most uncertain.
total concentrations diverge by 10% in the middle of theThree different values are tabulated in Table I. The calcula-
plateau. For both samples, cells appear in the electron micraions of Huntley and Davf§ and Bruncd! presented in Fig.1
graph at shallower depths than where the total tin concentraise a value of interfacial tensidhthat is now out of date.
tion diverges from the substitutional tin concentration. PlanRecent results by Shao and Spaéfemd Li and HerlacH
view TEM on a sample similar to thedenplanted with 1  indicate that the value for interfacial tensidat Ty,) is
X 16 cmi 2 tin at 165 keV, melted by a XeCl laser without higher. Because interfacial tension is measured in nucleation
CO, laser heating, velocity of 4.3 my/sndicates that the experiments, reported values are, strictly speaking, only
typical cell diameter is 60 nif?. lower bounds on the interfacial tension: the value could still
In Fig. 7 we plot of data for all samples and several cal-be revised upwards. Such improvements are not helpful if
culations of the neutral stability curve. Two calculations ofthe interfacial tension is sufficiently anisotropic. The theory
the cellular branch of the neutral stability cur¢iall non-  for interface stability requires the interfecial tension of a par-
equilibrium and local equilibriumnshown in Fig. 7 use the
highest and lowest literature values of interfacial tension. DA G B

. A 30 ns (XeCl N~ N

Both values produce curves that pass through the data. 10'E = 3ne ((Nd-Yi)\G) \)“\\e\\;fgﬂ %‘\)oggs\\\“‘\ 3
- N S

- —— y=0.61 J/cm /:‘,\/050\\ © , / -]

— —y=0.36 J/cm
V. DISCUSSION

For the velocity range of our experiments, the important
experimental parameters are those in the nonequilibrium
form of the absolute stability limit, Eq(l). Solidification
velocity and breakdown concentration are measured, and all
other parameters are obtained from the literature. Because
we compare our data to a theory that has no adjustable pa-
rameters, the usefulness of the comparison depends on the
accuracy of the input parameters. Some parameters are well :
established, such as the melting point of pure solvegt,®

102

T T T 1T

C.. (atomic fraction)

FMxecr 11 Nd:YAG |

(\0“ : ’
N Estimated velocity error bars

o)

and the latent heat, which are needed for the capillarity con- 10 L loca! eq“‘“‘imjj‘ ,,,,,, |
stantI".*® For the interfacial tension, which is also needed to F— Lttt & s s o]
calculatel’, we used the valﬂe found from t4hle interpretation 1 2 3 4 5678 10 15
of nucleation experiment¥*! extrapolatet*! to zero un- Velocity (m/s)

dercooling. Parameters for the dilute solution, equilibrium

partition coefficient, and equilibrium liquidus slope were ob-  FIG. 7. Comparison of data to theoretical neutral stability curves
tained from the equilibrium phase diagrdfmlLaser melting  for Si-Sn (001). The solid symbols mark those samples that were
and solute trapping experiments that we have reportednalyzed by TEM.
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10° et T T T T data points lie well above the neutral stability curve calcu-
- 1 lated under an assumption of local equilibriinearly flat at
[ Mullins-Sekerka with k = k(v) and m = m(v) p C..~10%). Nonequilibrium effects strongly stabilize the
B v=0.61J/m i TR i .
— — — ¥=0.36 Jm’ solid-liquid interface; the steady-state nonequilibrium theory
i i has some merit because it correctly predicts the large in-
g 10" |- Sn gradient below breakdown depth - crease in breakdown concentration.
‘g F 4 ;gfg at%/100 nm ] The third observation is that most data points lie above
= N * 06-09 B the theoretical neutral stability curve. There are two potential
‘g’ - " 8;3:82 ] reasons why we might expect to observe such a trend in our
S i Rl experiments. First, our experiment is not, strictly speaking,
% 102 __ steady state. The diffusion of rejected solute in the boundary
&) - ] layer away from the interface is superposed on a background
:— ] of long-range diffusion away from the implant peak. At
- . depths greater than the implant peak, the superposition re-
- A 1 duces the magnitude of the solute gradient in the liquid at the
100l e e i interface relative to its true steady-state value with the same

1 2 3 4 5 6 7 8910 interface velocity, partition coefficient, and solute concentra-
tion in the solid. The result is a relative reduction in the
amount of constitutional supercooling. This effect matters
FIG. 8. Breakdown concentration vs velocity for XeCl-melted Most at the lower velocities where the constitutional super-
(001)-oriented samples grouped by gradient in total tin concentrac00ling mechanism plays a significant role: as velocity in-
tion in the solid below the breakdown depth. Lower gradients arecreases, the neutral stability criterion approaches the absolute
better approximations of steady-state conditions. stability asymptote where solute redistribution is limited by
the time available instead of the steepness of the gradient.
ticular orientation{001} in the case of Fig. 7. This orienta- Second, we cannot observe infinitesimal perturbations. There
tion is expected to have among the highest interfacial tenis a delay between the time when the interface first becomes
sions. Nucleation experiments measure an average interfaciahstable and when it becomes sufficiently deformed to alter
tension. The average should be lower than the value fothe microstructure observably. Substantial precipitation may
{001}; it may even be dominated by the minimum value ex-only occur in the presence of a highly deformed interface.
pected fo{111}. Also, there is no measure of the effect of tin ~ The data have been analyzed to examine the importance
and boron on interfacial tension. Preferential solute segrega®f deviations from steady state. The flat region in the
tion to the interface will reduce the interfacial tension. concentration-depth profile of Fig(l§) indicates a good ap-
The data of Fig. 7 show scatter, but there are some paproximation of steady state prior to breakdown. Not all
terns. First, for all samples, the amount of tin in solutionconcentration-depth profiles show a flat region, however.
exceeds the maximum equilibrium solubility of tin in silicon The data of Fig. 8 are grouped according to the gradient of
[an atomic fraction of 10° at 1339 K(Ref. 51)]. Second, all  the total tin concentration in the solid in the 100 nm leading
up to breakdown. This should scale with the far-field gradi-
ent in the liquid(upon which is superposed the diffusional

Velocity (m/s)

10" T T
2 ' . T g e boundary layex, but the gradient in the liquid cannot be mea-
N i}:gzggjﬁmz . sured. The results fof111) silicon, shown in Fig. 9, are
- - T similar. The trend is clear: as the gradient increases, more Sn
] can be incorporated before breakdown is observed and the
T 102k O . data points appear further up on the plot. We conclude that
-% : ) ] transient effects play a significant role in interfacial break-
© n g o ] down in rapid solidification and, possibly, in slow solidifica-
o I Sn ggﬁ;’;igg;"v:g'g;gf'°w - tion as well. Theories incorporating the transient effects dis-
g 2 *  2-4 (at%/100 nm) ] cussed above in a quantitative manner are needed to describe
B 10°L 13 4 interface breakdown in realistic scenarios. Initial steps ad-
8 - ] dressing some of these issues have been taken by Btlinco,
© - . Coriell et al.® Ludwig et al,>® and Warren and Langéf.
10 tocal oM — — | VI. SUMMARY
1 I ;;;;é;é;w (1) Nonequilibrium solidification effects substantially sta-

bilize the planar solid-liquid interface against cellular break-
down. Supersaturations of up to 10 times the maximum equi-

FIG. 9. Breakdown concentration vs velocity for XeCl-melted librium solubility were obtained by rapid solidification. The
(111)-oriented samples grouped by gradient in total tin concentracritical solute concentration to induce breakdown is roughly
tion in the solid below the breakdown depth. Lower gradients areLlOO times that predicted by linear stability theory with local
better approximations of steady-state conditions. interfacial equilibrium.

Velocity (m/s)
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