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ABSTRACT

A brief review is given of transition-state theory, both for the case of unimolecular reactions in the gas phase, and for reactions in condensed phases. An argument is made that, within the context of this theory, heterogeneous freezing in Si is limited to rates much lower than collision rates by the difference between the entropies of the solid and the liquid.

INTRODUCTION

Since its formulation in the 1930's [1], transition-state and its variants have been successful in accounting for a large body of experimental reaction-rate data. For example, for unimolecular reactions in the gas phase, the theory is known to chemical kineticians as the highly successful RRKM theory [2]. For condensed-phase reactions and transformations transition-state theory has also yielded useful results [3], although in these cases it is difficult to deduce from first principles the exact nature of the transition state.

Recently, we compared the predictions of transition-state theory with constraints, both experimentally measured as well as derived from first principles, on the kinetics of heterogeneous melting and freezing of Si [4]. Our conclusion was that if transition-state theory were valid, and if a single mechanism were operative at all temperatures, then the constraints enumerated were only consistent with an "entropy-limited" freezing model, in which the transition state has an enthalpy greater than or equal to that of the liquid, and an entropy less than or equal to that of the solid. In effect, not all collisions of liquid atoms onto the solid/liquid interface result in freezing, but only those which bring the liquid atom into special configurations closely approximating the solid.

More recently, measurements indicate that there may be multiple mechanisms for melting and freezing, each of which may be dominant in a different temperature regime [5-7]. A single theory for the kinetics of melting and freezing across the entire temperature range may therefore be inappropriate. Nevertheless, if the mechanisms are independent, it may be possible (and it seems reasonable to attempt) to describe the rates of each mechanism individually using some form of transition-state theory [8].

In the first part of this paper, we review briefly the structure and assumptions of transition-state theory. We begin with the simpler case of unimolecular reactions in the gas phase, and then turn to reactions in condensed phases. In the second part, we argue that for reversible transitions between states having very different enthalpies and entropies, e.g., the solid-liquid transformation in Si, transition-state theory is naturally asymmetric, i.e., successful forward and backward "hopping" rates are very different [9].
REACTIONS IN THE GAS PHASE

It is instructive to consider (thermal) unimolecular reactions in the gas phase, since in these cases the processes of energization and reaction are clearly separable. The generally accepted overall mechanism [10] involves, first, energization of reactant R by collisions with heat-bath molecules M [11],

\[ R + M \xrightarrow{k_1} R^* + M, \]

and, second, unimolecular reaction of energized molecules \( R^* \),

\[ R^* \xrightarrow{k_{uni}} \text{Product}, \]

mediated by transition states \( R^* \). Assuming the reactant to at least be metastable, the configuration space associated with reactant and product can only be joined across a critical surface having a higher energy than that of the ground-state reactant. Constant-energy trajectories passing through this critical surface react and represent transition states. Of the energized molecules, the transition state population is considered to be statistical: the system is represented equally by all points in phase space consistent with a specified energy. Hence, only the gross, statistical properties of the transition states are important in calculating their occupation probabilities.

The forward reaction rate is calculated solely on the basis of the properties of the transition states, without knowledge of the properties of the product. This rate is determined by the energization rate (Eq. 1), in series with the decay rate (Eq. 2), and will naturally depend on the relative rates for the two processes.

In the "high pressure" limit, collisional energization/de-energization is so fast that the distribution of reactant states is always thermal. The reaction rate is then given by the decay rates of the transition states, weighted by their thermal occupation probabilities.

In the "low pressure" limit, unimolecular decay is so fast that the distribution of reactant states is truncated at the critical energy associated with the transition states. The reaction rate is then given by the energization rate into the transition states. This is equivalent to a collision rate weighted by the thermal occupation probabilities of the transition states calculated in the absence of reaction [12]. In a sense, reactions occurring in the low-pressure limit may be considered "ballistic", in that after each collision molecules either react completely or not at all according to a predetermined phase-space trajectory.
REACTIONS IN THE CONDENSED PHASE

In the condensed phase, reactions are conceptually more complex, since many more bodies are involved, and since it is difficult to arrive at a microscopic picture on which to base the thermodynamic properties of the transition state. Consider the reversible reaction \( s \rightleftharpoons l \), depicted schematically in Fig. 1. The relevant partition functions can be written as quantum-mechanical sums over states,

\[
Z_s = \sum \text{"s" states } e^{-E/kT},
\]

\[
Z_l = \sum \text{"l" states } e^{-E/kT},
\]

\[
Z_{s^+} = \sum \text{"s+" states } e^{-E/kT},
\]

\[
Z_{l^+} = \sum \text{"l+" states } e^{-E/kT},
\]

from which the thermodynamic quantities \( \tilde{H} - \tilde{E} = kT^2[d\ln Z/dT] \) and \( S = \tilde{H}/T + k\ln Z \) can be calculated [13]. Here, \( s^+ \) and \( l^+ \) are transition states, and are considered, as illustrated in Fig. 1, to represent special configurations within the starting \( s \) and \( l \) manifolds from which reaction may occur. We suppose, then, that \( Z_{s^+} \) and \( Z_{l^+} \) are subsets of \( Z_s \) and \( Z_l \), respectively. Furthermore, within the context of transition-state theory, direct transitions between \( s \) and \( l \) states which are not part of \( s^+ \) or \( l^+ \) are not allowed [14].

In a manner analogous to the case of reactions in the gas-phase, two limits can be considered, depending on the relative rates for thermal "intrasystem" equilibration within the \( s \) (including \( s^+ \)) and \( l \) (including \( l^+ \)) systems, and for the "inter-system" crossing rates between \( s^+ \) and \( l^+ \). In the fast intrasystem equilibration limit, the population of each set of transition states is given by the thermal distribution appropriate to the overall \( s \) and \( l \) manifolds. The two reaction rates are then given by the intersystem crossing rates \( k_{l^+} \) and \( k_{s^+} \) between the two sets of transition states, weighted by their populations. The net \( l^+ \rightarrow s \) rate is the difference between these two rates:

\[
k_{l^+ \rightarrow s} = \left[ k_{l^+}(Z_{l^+}/Z_l) \right] - \left[ k_{s^+}(Z_{s^+}/Z_s) \right]
\]

\[
= \left[ k_{l^+}(e^{-\tilde{G}_{l^+/kT} + \Delta S_{l^+}/k}) \right] - \left[ k_{s^+}(e^{-\tilde{G}_{s^+/kT} + \Delta S_{s^+}/k}) \right]
\]

\[
= \left[ k_{l^+}(e^{-\Delta G_{l^+}/kT}) \right] - \left[ k_{s^+}(e^{-\Delta G_{s^+}/kT}) \right]
\]

Here, \( \Delta G_{s^+} = \Delta H_{s^+} - \Delta S_{s^+}, \Delta H_{s^+} = \tilde{H}_s - \tilde{E}, \) and \( \Delta S_{s^+} = S_s - S_s \) are Gibbs' free energy, enthalpy, and entropy differences, respectively, between states \( a \) and \( b \).
Fig. 1. Schematic of quantum mechanical energy states associated with the initial s and l configurations. The energized s* and l* states are subsets of the s and l states; the critical s* and l* transition states which react are in turn subsets of s* and l*.

LIQUID/SOLID TRANSFORMATIONS (ENTROPY-LIMITED FREEZING)

Let us now apply this formalism to heterogeneous liquid/solid transformations. The velocity of the liquid/solid interface may be expressed as [15]

\[ v(T) = f \Delta H \Delta s \]  \( \text{(10)} \)

where \( f \) is the fraction of interfacial sites at which atomic rearrangement may occur, \( \lambda \) is the displacement per rearrangement (the approximate interatomic distance), and \( \Delta H \Delta s \) is the net liquid to solid rearrangement frequency at active sites, identified with Eqs. (7)-(9) above.

We consider, in particular, the case for which there are large enthalpies and entropies of transformation, e.g., the liquid/solid transformation in silicon. In this case we identify the s and l states with solid and liquid, respectively, and suppose that, as drawn in Fig. 1, the s system has both a lower average enthalpy and a lower entropy (density of states) than the l system. Then, it is evident that (a) the average enthalpies of the two transition state manifolds s* and l* are approximately the same, (b) the entropies of the s* and l* manifolds are lower than those of the s and l manifolds, respectively (since the s* and l* manifolds are subsets of the s and l manifolds, respectively), and (c) the entropy of the s* manifold is much less than that of the l* manifold.

Now, by microscopic reversibility, the intersystem crossing rates between each pair of states within s* and l* must be equal. Therefore the thermally averaged intermixing rates \( k_{s+} \) and \( k_{l+} \) must be related by the ratio between the partition functions of s* and l* [16]:

\[ k_{s+} = k_{l+}(Z_{l+}/Z_{s+}) = e^{-\Delta H_{s+}/kT}. \]  \( \text{(11)} \)

Rewriting Eq. (8) in terms of the larger of the two intersystem crossing rates, \( k_{s+} \), then gives

\[ k_{l->s} = k_{s+}[(e^{\Delta H_{l+}/kT} + e^{\Delta H_{s+}/kT}) - (e^{\Delta H_{s+}/kT} + e^{\Delta H_{l+}/kT})] \]  \( \text{(12)} \)

\[ k_{l->s} = k_{s+}e^{\Delta H_{l+}/kT}[(e^{\Delta H_{s+}/kT} + e^{\Delta H_{l+}/kT}) - (e^{\Delta H_{s+}/kT} + e^{\Delta H_{l+}/kT})]. \]  \( \text{(13)} \)

The intersystem crossing rate \( k_{s+} \) can be expected to be limited to vibration frequencies. Note that Eqs. (12) and (13) are essentially the same as expressions previously derived by K.A. Jackson [17].
Note that if the collisional equilibration rates $k_\alpha$ and $k_\beta$ are much faster than the intersystem crossing rate $k_{\alpha\beta}$, a similar expression can be derived, differing slightly in that the prefactor $k_{\alpha\beta}$ must be changed to

$$\frac{\Delta G_{\alpha\beta}/k}{k_\alpha e^{\Delta G_{\alpha\beta}/k} \cdot \frac{1}{k_\beta e^{\Delta G_{\alpha\beta}/k} + k_\beta e^{\Delta G_{\alpha\beta}/k}}} \quad (14)$$

where $k_\alpha$ and $k_\beta$ are collisional equilibration rates within the $s$ and $l$ systems, respectively. The main difference will be in the magnitudes of $k_\alpha$ and $k_{\alpha\beta}$: the "correlation" factor multiplying $k_\alpha$ in Eq. (14) is less than (but very near) unity, since $S_{\alpha\beta} >> S_\alpha$ and hence $G_{\alpha\beta} >> G_\alpha$.

The product of the Boltzmann prefactors appearing in Eq. (13) may be expected to be less than (and perhaps near) unity in magnitude. The remaining expression in brackets represents the difference between two terms having only to do with the thermodynamics of bulk solid and bulk liquid. The first term corresponds to freezing, and is decreased from unity by an entropy factor. The second term corresponds to melting, and is decreased from unity by an enthalpic factor.

Because of the entropy factor that enters into the freezing rate, we have previously interpreted Eqs. (10) and (13) as an entropy-limited freezing model: even at very large undercoolings, independent of any additional limitation due to a non-zero activation enthalpy, freezing is limited to rates much lower than collision rates by the difference between the entropies of the solid and the liquid. Physically, such an entropy limitation comes about in the following ways. In the fast intrasystem equilibration limit, the freezing rate is determined by the $s\rightarrow s^*$ transition rate. Since the $l^*$ state density is much greater than the $s^*$ state density, microcanonical equilibrium demands that the freezing rate be decreased by a large entropy factor. In the fast intersystem crossing limit, the freezing rate is determined by the $s^*\rightarrow s$ transition rate. Since the $s^*$ and $l^*$ states are in microcanonical equilibrium, the population of $s^*$ states is low, and, again, the freezing rate will be decreased by an entropy factor.
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