Identification of neural circuits underlying P300 abnormalities in schizophrenia
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Abstract

Event-related potentials (ERPs) provide a noninvasive method to evaluate neural activation and cognitive processes in schizophrenia. The pathophysiological significance of these findings would be greatly enhanced if scalp-recorded ERP abnormalities could be related to specific neural circuits and/or regions of the brain. Using quantitative approaches in which scalp-recorded ERP components are correlated with underlying neuroanatomy in schizophrenia, we focused on biophysical and statistical procedures (partial least squares) to relate the auditory P300 component to anatomic measures obtained from quantitative magnetic resonance imaging. These findings are consistent with other evidence that temporal lobe structures contribute to the generation of the scalp-recorded P300 component and that P300 amplitude asymmetry over temporal recording sites on the scalp may reflect anatomic asymmetries in the volume of the superior temporal gyrus in schizophrenia.
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Event-related potential (ERP) techniques have been used in the study of schizophrenia for several decades, but determining the relationship of ERP abnormalities to specific anatomic abnormalities has only recently been undertaken. Here, we survey methods for establishing the relationship of scalp-recorded ERPs and neuroanatomy, focusing on the auditory P300 component. We first review P300 amplitude and topography disturbances in schizophrenia and evidence from a variety of techniques which have indicated an association of the P300 component with temporal lobe structures. We next review biophysical source analysis...
approaches, with a demonstration of bioelectric modeling of the P300 component on an individual head and brain. We conclude with an application of a recently developed multivariate statistical technique, partial least squares analysis. This technique can be applied to define the relationships among large numbers of structural and electrophysiological measures in the relatively small sample size typical in brain imaging studies. In the example presented here, partial least squares analysis was used to relate volumetric measures of temporal lobe gray matter structures to the P300 and N200 components recorded over a 10–20 montage.

**P300 Component in Schizophrenia**

Schizophrenia is a severe behavioral disorder, often associated with hallucinations, delusions, and alterations in emotional response. Onset is often abrupt, usually occurring in early adulthood. The course of the illness is heterogeneous, ranging from complete recovery to a lifelong incapacity and inability to engage in normal social or occupational activity. At the end of the 19th century, investigators speculated that damage or destruction of cells in the cerebral cortex must be associated with the devastating behavioral abnormalities and cognitive deficits of schizophrenia (Kraepelin, 1919/1971). Evidence of structural damage to the brain, however, proved to be elusive, with persuasive findings only emerging in the 1980s (Benes & Bird, 1987; Kovelman & Scheibel, 1984; McCarley, Hsiao, Freedman, Pfefferbaum, & Donchin, 1996; McCarley et al., in press; Shenton, Wible, & McCarley, 1997; Wible, Shenton, & McCarley, 1997).

Some recent models of the pathophysiology of schizophrenia posit a disturbance of neuromodulation and synaptic connectivity, partially manifesting in brain development and partially later in time (Benes, 1995; McCarley et al., 1996; Olney & Farber, 1995). If schizophrenia entails a component with a disorder of neural circuits, then the measurement of electrical currents produced by activity in these circuits should provide an important method to investigate the disorder. In particular, electrical activity reflecting attention, working memory, and categorization, faculties frequently disrupted in the illness, would be expected to be abnormal (Bleuler, 1911/1950; Chapman & Chapman, 1973; Neale & Oltmanns, 1980; Nestor & O’Donnell, 1997).

Application of ERP paradigms to schizophrenia has revealed marked abnormalities (Levit, Sutton, & Zubin, 1973; Roth, Pfefferbaum, Horvath, Berger, & Kopell, 1980). In the initial period of investigation, the P300 component of the ERP recorded at midline electrode sites was most intensively studied (Figure 1). Here, we use P300 to refer to the P3b component elicited by target stimuli typically in an oddball paradigm. The P3a to novel nontarget task stimuli has been investigated in cases of schizophrenia but appears to index different neural systems (Grillon, Ameli, & Glazer, 1991; Grillon, Courchesne, Ameli, Geyer, & Braff, 1990; O’Donnell et al., 1996). Reduction of P300 amplitude to target stimuli has been found across laboratories (reviewed by Bruder et al., 1996; McCarley, Faux, Shenton, Nestor, & Adams, 1991), although more reliably for auditory than visual stimuli (Ford et al., 1994a). Although auditory P300 latency prolongation sometimes has been reported in schizophrenia, P300 amplitude reduction is not due to increased latency variability in the patients (Ford, White, Lim, & Pfefferbaum, 1994b; Roth et al., 1980). Auditory P300 amplitude reduction has been shown in patients receiving medication (Faux et al., 1990; Pfefferbaum, Ford, White, & Roth, 1989), patients withdrawn from medication (Faux et al., 1993; Ford et al., 1994a; Pfefferbaum et al., 1989), and patients in the first episode of the illness (Salisbury et al., 1998) and in never-medicated patients (Hirayasu et al., 1998). Consequently, auditory P300 amplitude reduction may represent an enduring biological feature of schizophrenia that is relatively insensitive to clinical status or medication after the onset of the illness. However, midline P300 amplitude reduction has been found in other psychiatric disorders, such as depression and alcoholism (Blackwood et al., 1987; Bruder et al., 1996; Patterson, Williams, McLean, Smith, & Scafeffer,
1987; Pfefferbaum, Ford, White, & Mathalon, 1991; Pfefferbaum, Wenegrat, Ford, Roth, & Kopell, 1984; Roth, Duncan, Pfefferbaum, & Timsit-Berthier, 1986), indicating that midline amplitude reduction alone is not specific to schizophrenia.

Although auditory P300 amplitude reduction is not specific to schizophrenia with respect to other psychotic disorders, it is possible that the topographic distribution of the P300 reduction might be specific to schizophrenia. Our initial use of topographic analysis demonstrated that schizophrenic patients show a greater P300 amplitude reduction over the left than over the right temporal lobe regions (Morstyn, Duffy, & McCarley, 1983; Figure 2). Subsequent studies (McCarley et al., 1997) have shown that the lateralized P300 deficit appears in off-medication schizophrenic patients (Faux et al., 1993), in first-episode schizophrenic patients (Salisbury et al., 1998), and in never-medicated schizotypal subjects (Salisbury, Voglmaier, Seidman, & McCarley, 1996), when a nose reference (Faux et al., 1990) and a 64-channel recording (Potts, Hirayasu, O’Donnell, Shenton, & McCarley, 1998) is used. The left < right P300 asymmetry has been replicated by many investigators using similar paradigms (e.g., Bolsche, Mac-Crimmon, & Kropf, 1996; Bruder et al., 1996; Ford and Sidman, 1988; Gerez and Tello, 1995; Kraft, Schwartzkopf, Torello, Olsen, & Nasrallah, 1991; Muir, St. Clair, & Blackwood, 1991; Scherg & Berg, 1996; Sieg, Willie, Preston, & Gaffney, 1991; Souza et al., 1995; Strik, Diersk, Franzek, Stober, & Maurer, 1994a, 1994b; Turetsky, Colbath, Erwin, & Gur, 1998; Weisbrod et al., 1997). Bruder et al. (1996) noted that in most studies in which the asymmetry was not replicated, the design incorporated a button-press response (e.g., Ford et al., 1994a; Pfefferbaum et al., 1989). Increased task difficulty may also reduce P300 asymmetry (Salisbury et al., 1994; Weisbrod et al., 1997).

In a study comparing first-episode schizophrenic patients, first-episode affective psychotic patients, and age matched controls, Salisbury et al. (1998) found that first-episode schizophrenic patients displayed smaller P300 amplitude over the left temporal region (T3) than did either first-episode affective patients or normal control subjects. The first psychotic episode affective disorder patients, although showing an overall P300 amplitude reduction, did not show a left < right asymmetry (see Figure 2). These data suggest that P300 left temporal region abnormalities reported in chronic schizophrenia are present at the onset of the illness and may be specific to schizophrenic psychosis relative to affective psychosis.

The pathophysiological significance of these ERP findings would be greatly increased if they could be associated with specific neural structures or circuits in humans. Several approaches have been used to attack this problem. We first review studies using depth recordings and lesions to identify regions that might contribute to the scalp-recorded P300 component. We then report ongoing work using two different approaches that integrate information derived from topographic recording of electrical activity with information obtained from quantitative structural magnetic resonance imaging (MRI). The first approach incorporates biophysical techniques to estimate the relationship of electrical activity recorded on the surface of the scalp to the underlying cortical surface. The second approach involves use of statistical methods to correlate abnormalities of surface-recorded ERPs with abnormalities in specific cortical structures.

**Depth Recording and Lesion Studies of P300 Sources**

Both depth recordings and lesion studies in humans have been used to identify the neural regions involved in the generation of the scalp-recorded P300 component. Depth electrode studies in humans and monkeys have shown in the posterior hippocampus electrical activity that resembles the surface-recorded P300 in its relationship to task demands and stimulus probability (Halgren et al., 1980; McCarthy, Wood, Williamson, Williams, & Spencer, 1989; Paller, McCarthy, Roessler, Allison, & Wood, 1992). However, a large scalp-recorded P300...
component may persist after extensive damage to the medial temporal lobes (Johnson, 1988; Knight, 1996; Polich & Squire, 1993; Stapleton & Halgren, 1987), suggesting that the hippocampus is not the primary scalp P300 generator. Findings of reduced P300 amplitude after medial temporal lobe damage are usually confined to lateral electrode sites in the temporal regions, particularly when the posterior hippocampus is involved (McCarthy, Darcey, Wood, Williamson, & Spencer, 1987; O’Donnell et al., 1993a; Onofrj et al., 1992). Depth recordings have also shown P300-like activity in the frontal lobe, inferior temporal lobe, superior temporal gyrus, inferior parietal lobe (Halgren et al., 1992; Smith et al., 1990), and the surface of the mid-temporal lobe (Neshige & Luders, 1992). Strokes confined to the superior parietal lobe or frontal lobe in humans have little effect on the scalp-recorded P300 component. Strokes to the superior temporal lobe and adjacent parietal tissue, however, dramatically reduce P300 amplitude on scalp recordings (Knight, Scabini, Woods, & Clayworth, 1989; Knight, 1990).

In summary, depth recording and lesion studies have most consistently implicated the temporal lobe and inferior parietal lobe structures in the generation of the auditory P300. Recent functional MRI studies using auditory oddball paradigms have also implicated the temporal–parietal cortex. Turetsky, Raz, and Alsop (1998) reported activation in the superior temporal gyrus, and Menon, Ford, Lim, Glover, & Pfefferbaum (1997) reported activation in the supramarginal gyrus of the parietal lobe.

**Bioelectric Modeling of the ERP Using High-Density Recordings and MRI-Derived Finite Element Head Models**

Depth recordings and lesion effects in humans can only be studied in patient populations. Over the past decade, the rapid evolution of quantitative MRI and high-density electroencephalogram (EEG) methods has spurred the development of biophysical techniques that permit noninvasive mapping of scalp-recorded electrical fields to anatomic structures. These techniques are often referred to as electrical source analysis and can be used with healthy subjects of any age. In this section, the biophysical basis of electrical source analysis is reviewed, and an example of an approach using a realistic head model is described.

Synchronized inhibitory and excitatory postsynaptic potentials of large numbers of pyramidal neurons in laminar cortex results in current flows of sufficient magnitude to be conducted through the relative insulator of the skull and measured at the scalp surface (Fender, 1987; Mitzdorf, 1991; Wood & Allison, 1981). Source analysis attempts to determine the number, strength, orientation, and location of the generating sources in the brain responsible for the EEG data recorded at the scalp surface. Determination of the relationship between recorded EEG and underlying sources is an inverse problem and as such has no unique solution (Scherg, 1990; Vaughan, Ritter, & Simpson, 1983; Williamson & Kaufman, 1990). Although source analysis techniques begin with a topographic description of voltage across the scalp, this information is inadequate to make inferences regarding activity at the cortical surface and underlying cortex without precise mapping of the electrode locations on the surface of the head.

The distribution of the electrical field through a volume conductor is described by Poisson’s equation (see Johnson, 1994, for a full discussion). If Poisson’s equation is replaced by the general Laplacian, in which the electrical field distribution at one surface (e.g., the cortex) is calculated from the distribution at another (e.g., the scalp), then the electrical inverse does have an unique solution, although the problem is still ill-posed in the Hadamard sense, that is, small errors in the input can lead to unbounded errors in the solution (see Johnson, 1994). Accurate description of the scalp field from high-density recordings and accurate modeling using anatomically realistic head models is needed to minimize this input error.
If an ERP recording system has only a few electrodes, then there will be large gaps between the electrodes, and some high spatial frequency characteristics of the ERP may be missed (Srinivasan, Tucker, & Muijas, 1998; Tucker, Liotti, Potts, Russell, & Posner, 1994; Wikswo, Gevins, & Williamson, 1993). If the recording electrodes are clustered over a restricted area of the head then an incomplete and spatially biased representation of the electrical field may result (Tucker et al., 1994). Estimates of the interelectrode distance necessary to fully characterize the scalp ERP range from 1 cm to 2.5 cm (Gevins, Brickett, Costales, & Le, 1990; Spitzer, Cohen, Fabrikant, & Hallett, 1989; Srebro, 1990). A 64-channel array provides an interelectrode distance of approximately 3.8 cm (Tucker, 1993), lower than the estimated spatial Nyquist of high spatial frequency ERP components but superior to the 6-cm interelectrode difference of the standard 10/20 system. A 64-channel system may be sufficient to characterize a component with a broad spatial distribution, such as the P300.

Most approaches to the EEG inverse solution include a spherical representation of the head, which does not capture individual differences in head shape, skull thickness, and cortical morphology (Buchner et al., 1995; Roth, Balish, Gorbach, & Sato, 1993). Several groups have used anatomically accurate head models in inverse solutions (e.g., Buchner et al., 1995; Gevins, Brickett, Reutter, & Desmond, 1991; Gevins et al., 1994; Lütkenhöner et al., 1995; Roth et al., 1993; Srebro, 1990), but most of these models are limited in the number of tissues represented (e.g., Lütkenhöner et al., 1995, used two: brain and not brain). In collaboration with the Scientific Computing and Imaging group at the University of Utah, we have implemented a scalp surface–cortical surface EEG inverse solver using subject-specific MRI-derived finite element head models with five tissue types: skin, bone, gray matter, white matter, and cerebrospinal fluid (CSF) (SCIrun; Johnson & Parker, 1995; Weinstein, Johnsen, & Schmidt, 1995).

In this solver, a subject’s grayscale MRI was segmented into the five tissue types using a manually assisted expectation maximization segmenter (Wells, Grimson, Kikinis, & Jolesz, 1994). A finite element structural head model was created from the segmented MRI. Each element in the model was assigned a conductivity value based upon its tissue type (skin: 1.000; skull: 0.050; CSF: 4.620; gray matter: 1.000; white matter: 0.430; after Peters & DeMunck, 1991) to create a volume conductor model of the subject’s head. For this example, the EEG was acquired using a 64-channel recording system (Electrical Geodesics, Eugene, OR). At the EEG collection stage a magnetic digitization system (Polhemus, Colchester, VT) was used to create a digital representation of the subject’s head surface and the location of the recording electrodes relative to that head surface. The MRI data were used to create a three-dimensional representation of the head surface from the skin tissue type. The digitized head surface was then aligned with the MRI-reconstructed head surface, coregistering the digitization space with the MRI space and allowing the localization of the ERP recording electrodes relative to the MRI-defined head structure. The distribution of the cortical electrical field was then computed in the volume conductor head model from the 64-channel scalp surface recordings.

Figure 3 shows an interpolation of the auditory P300 on a general head model compared to a scalp surface–cortical surface inverse solution in a subject-specific MRI-derived head model. The P300 component was recorded using an auditory oddball paradigm with silent counting, as described by Potts et al. (1998). The current maxima are broadly mapped over gyri on the superior surface of the brain. Thus, other source analysis techniques such as dipole modeling can be applied on current measures that have been associated with specific cortical surfaces. The P300 component shows a left > right hemispheric asymmetry in the current distribution in a normal adult male subject. The cortical field contours are parallel to the posterior portion of the superior temporal gyrus (STG) and show a steep voltage gradient along this region, consistent with a contribution of the posterior STG to the auditory P300 response in this subject. These findings are consistent with a report by Turetsky et al. (1998) on functional MRI
activation during an auditory target task, which showed prominent STG activation and greater activation in the left than in the right side.

**Anatomic Correlates of Auditory Oddball Changes in Schizophrenia**

Although the biophysical technique described above provides a method for describing the electrical field over an individual’s cortical surface and is consistent with an STG electrical source, more direct evidence is needed to determine whether P300 amplitude reduction and topographic asymmetries are correlated with structural changes in the temporal lobe in schizophrenia. The STG, the medial temporal lobe, and the inferior parietal lobe have been implicated in the generation of the P300 component. Which of these regions, if any, are associated with P300 amplitude and topographic abnormalities in schizophrenia? Here we describe a series of studies in which the relationship between gray matter volume in specific temporal lobe structures and the scalp-recorded P300 component in schizophrenia was directly examined.

The foundation for our first set of correlational studies consisted of a sample of chronic patients with schizophrenia and severe psychotic symptoms (hallucinations, delusions, or thought disorder) who also were evaluated using quantitative MRI techniques. The use of image processing workstations in conjunction with the MRI data has allowed in vivo studies of neuroanatomy, with precise measurement of the volume and position of neuroanatomic structures. As Vaughan et al. (1983) pointed out, neuroanatomic structures differ markedly between individuals, and this variation necessitates individual measurement as a foundation of correlational studies. These MRI anatomic techniques, like postmortem quantitative neuropathology, require painstaking effort. Once characterized, this structural information can then be used for correlational studies or realistic biophysical modeling of source characteristics.

As reviewed previously, studies of the topography of P300 in schizophrenia have frequently shown that P300 amplitude reduction in schizophrenia is greater at left than at right temporal scalp electrode sites (Bruder et al., 1996; McCarley et al., 1997). Such findings led McCarley et al. (1991) to suggest that left temporal lobe abnormalities may play a major role in schizophrenia, especially in the genesis of positive symptoms. Quantitative MRI analysis by Shenton et al. (1992) showed that a group of schizophrenic patients had reduction of the gray matter volume of the STG and medial temporal lobe structures that was more severe on the left side. By recording auditory ERPs in these same patients, we were able to determine whether P300 amplitude on surface recordings was correlated with volume reductions of neural structures in the temporal lobe, including the STG, posterior hippocampus, anterior hippocampus–amygdala, and parahippocampal gyrus. Of these structures, only the volume of the STG correlated with P300 amplitude. Moreover, when correlation coefficients were evaluated along a coronal electrode chain (T3, C3, Cz, C4, and T4), the correlations were largest proximal to T3 on the left and smallest on the right side of the head, consistent with left STG modulation of the P300 component recorded in that region (McCarley et al., 1993). This relationship was also consistent with reports by Knight et al. (1989) that strokes involving the temporal–parietal region, particularly on the left side, produced widespread reduction of the auditory P300 component. One way of displaying these data is to generate an interpolated map of the correlations between left posterior STG and P300 amplitude, as shown in Figure 4 (O’Donnell et al., 1993b). This topographic map displays the correlation gradient in two dimensions, with the larger coefficients at left as compared with right temporal sites and larger coefficients at posterior as compared with anterior sites. These data support the idea that the physiological abnormality of P300 amplitude reduction and topographic asymmetry is anatomically associated with left posterior STG volume reduction.
One issue raised by these studies in patients affected by chronic schizophrenia is whether factors such as chronic morbidity, long-term neuroleptic treatment, or other effects associated with chronic mental illness may contribute to the relationship between left-lateralized P300 and STG abnormalities. To determine if temporal lobe P300 and MRI abnormalities are present at the onset of the illness, we evaluated the auditory P300 component and STG volumes in first-episode patients with schizophrenia or affective psychosis and in age-matched controls (Hirayasu et al., 1997; Salisbury et al., 1998). Quantitative MRI evaluation revealed that schizophrenic patients showed significantly reduced gray matter in the left STG compared to first-episode affective psychotic patients or control subjects. Correlational analysis showed that the total gray matter volume of the STG in schizophrenic patients was correlated with P300 amplitude at T3. These data suggest that the relationship between the left STG and P300 abnormalities reported in chronic schizophrenia are present at the onset of the illness.

### Partial Least Squares Analysis of Associations Between ERPs and Structural MRI

#### Partial least squares analysis

Inspection of the topography of correlation coefficients between a neuroanatomic abnormality and ERP voltages over the scalp may provide support for a source model (Figure 4). The above results, although providing evidence of a link between the left posterior STG volume and P300 amplitude in schizophrenia, suffer from the shortcomings of univariate correlational analyses: multiple univariate statistical tests on intercorrelated variables. Relating high-density scalp recordings of ERPs with the results of other brain imaging modalities involves testing the relationship between large numbers of intercorrelated measures from two domains. Because brain imaging studies typically involve small numbers of subjects, traditional methods of identifying relationships among many data measures such as factor analysis and canonical correlation often cannot be applied. In the example used below, for example, the number of variables exceeds the number of subjects, and therefore neither factor analysis nor canonical correlation can be used.

Bookstein and colleagues (Bookstein, Sampson, Streissguth, & Barr, 1996; McIntosh, Nyberg, Bookstein, & Tulving, 1997; Streissguth, Bookstein, Sampson, & Barr, 1993) have developed new statistical methods, collectively referred to as partial least squares (PLS), which can be used to characterize the relationship between two sets of measures. These methods can be applied to large, multicollinear sets of measures in relatively small subject samples. For example, McIntosh, Bookstein, Haxby, and Grady (1996) tested the relationship between a set of measures obtained from brain images (e.g., patterns of activation) and measures indexing experimental demands (e.g., face encoding). In this section, we apply PLS to relate a large block of ERP measures (N200 and P300 amplitude measured across multiple electrode sites) to a block of measures of anatomic regions.

Computationally, PLS carries out a singular value decomposition of a cross-correlation matrix between two blocks of measures. Unlike canonical correlation, which maximizes the correlation between blocks of measures, PLS maximizes the covariance between blocks. The singular value decomposition produces a series of paired singular vectors or latent variables (LV). The number of LVs produced is equal to the number of measures in the block with the fewest dimensions (measures). PLS computes the covariance between pairs of LVs using the statistic \( d \), the first singular value of the correlation matrix. The sum of the squared singular values is equal to the sum of the squared elements of the original cross-correlation matrix. Successive pairs of LVs have the maximum covariance under the constraint that each of the pair is geometrically orthogonal to all LVs extracted previously for its own block. Hence successive pairs of LVs will have smaller covariances (decreasing values of \( d \)). Each LV is...
paired, so that one member of the pair is composed of saliences (or weights) corresponding to each measure in Block 1 and the other is composed of saliences for each measure in Block 2. Each vector of saliences is exactly proportional to the profile of correlations of the variables of its block, with the LV score corresponding to the other block. Permutation tests, which are based on a distribution generated by randomized groupings of the rows of the original data, are then used to assess statistical significance.

A computational example

O’Donnell et al. (1993b) correlated N200 and P300 amplitude with a set of temporal lobe anatomic structures. Using univariate correlations, they found that P300 amplitude was correlated significantly with gray matter volume of the left posterior STG but not with medial temporal lobe structures in patients with schizophrenia (Figure 4). N200 amplitude, however, was correlated with measures of medial temporal lobe structures as well as the STG, suggesting that the circuits affecting N200 amplitude differed from those affecting P300 amplitude in schizophrenia. PLS thus appears to be a good statistical method to determine how N200 and P300 amplitude measured at multiple electrode sites relate to a set of left and right temporal lobe structures. We therefore carried out PLS analysis on this data set (see O’Donnell et al., 1993b, for the methodology for measuring ERP and MRI variables). The first block for the PLS analysis included N200 and P300 voltages measured at all the electrode sites in the 10–20 system and at Oz. The second block included measures of gray matter volumes obtained for the anterior and posterior temporal gyrus, the parahippocampal gyrus, the amygdala and anterior hippocampus, and the posterior hippocampus. Absolute rather than relative volumes were used in measuring the MRI regions of interest because there is a biophysical relationship between neural tissue volume and the magnitude of the current flow it generates. There were 40 variables in the ERP block and 10 variables in the MRI block.

From the cross-correlation matrix obtained from the P300 and MRI measures, PLS extracted 10 LVs, LV1–LV10. Each LV consisted of two pairs, designated LV<sub>erp</sub> and LV<sub>mri</sub>. Each pair of LVs was associated with a singular value, \( d \). The percentage of the summed squared cross-block correlation accounted for by a particular LV is calculated by dividing the squared singular value of that LV by the sum of the squared singular values produced by the analysis. LV<sub>erp</sub> has a salience or weight for each electrode channel for N200 and P300, and LV<sub>mri</sub> has a salience for each MRI measure. The saliences for LV1 and LV2 are listed in Table 1. The magnitude of the salience indicates the contribution of that measure to the LV pair with which it is associated. ERP saliences are listed from anterior to posterior sites to assist in topographic interpretation.

In interpreting the relationship between the block of ERP measures and the block of MRI measures, we first examine the magnitude of \( d \) and then the saliences for each variable on LV1. For LV1, \( d = 5.47 \) and \( d^2 = 29.92 \). Because the sum of the squared singular values for the 10 LVs in the solution was 42.53, the percentage of the summed squared cross-block correlation accounted for by LV1 is 29.92/42.53 \( \times 100 \), or 70.4%. Permutation tests revealed a significant relationship between the two blocks of measures for LV1 (\( p < .03 \)). We therefore conclude that there is a significant relationship between ERP amplitude recorded at these sites and the block of temporal lobe measures. By inspecting the magnitude of the saliences for each pair of LV1, the contribution of each measure to this relationship can be evaluated (Table 1). For LV1<sub>erp</sub>, all but four of the saliences for N200 amplitude exceeded .20, whereas none of the saliences for P300 measures exceeded an absolute value of .20. LV1<sub>erp</sub>, then, appeared to be strongly related to N200 amplitude. For LV1<sub>mri</sub>, the saliences on left anterior STG, left and right posterior STG, left and right parahippocampal gyrus, left amygdala, and right posterior hippocampus are less than –.20. Only one structure, right amygdala–anterior hippocampus has a positive weight greater than .20. These findings suggest that N200 amplitude is related to the
gray matter volumes of a large set of temporal lobe structures, particularly to left STG, the parahippocampal gyri, and the left and right amygdala. The relationship of LV\textsubscript{1\textsubscript{erp}} and LV\textsubscript{1\textsubscript{mri}} can be graphically displayed by plotting individual scores for each subject on LV\textsubscript{1\textsubscript{erp}} and LV\textsubscript{1\textsubscript{mri}}. The score of a subject on one of the LV pairs is calculated by multiplying each raw score by its corresponding salience and then summing the products. For example, to obtain the score of the first subject for LV\textsubscript{1\textsubscript{erp}}, the values of N200 and P300 for each channel would be multiplied by their saliences, and the sum of these products would yield the LV\textsubscript{1\textsubscript{erp}} score. Figure 5 shows the scattergram for LV\textsubscript{1\textsubscript{erp}} and LV\textsubscript{1\textsubscript{mri}} for the 15 subjects. The Pearson correlation coefficient for these values was .79 (\(p < .01\)). In general, larger temporal lobe MRI volumes yielded a more negative LV\textsubscript{1\textsubscript{mri}} score, and more negative LV\textsubscript{1\textsubscript{mri}} scores are associated with more negative LV\textsubscript{1\textsubscript{erp}} scores.

LV\textsubscript{1}, then, related N200 amplitude to the block of MRI structures. LV\textsubscript{2}, in contrast, related P300 amplitude to the MRI measures. LV\textsubscript{2\textsubscript{erp}} shows a pattern of saliences that is complementary to LV\textsubscript{1\textsubscript{erp}}. In this case, none of the saliences derived from N200 measures has an absolute value greater than .20. P300 had saliences more negative than −.20 on sites T3, T5, T6, P3, P4, Pz, O1, Oz, and O2. LV\textsubscript{2\textsubscript{erp}}, then, appeared to be highly influenced by P300 voltages at posterior sites, with T3 showing a greater salience than T4 as in the original correlational analysis (McCarley et al., 1993). Because the saliences for P300 voltage were negative, positive P300 voltages produced a more negative score on LV\textsubscript{2\textsubscript{erp}}. The saliences for the LV\textsubscript{2\textsubscript{mri}} present a more complex picture. Larger values for the left and right posterior STG move LV\textsubscript{2\textsubscript{mri}} in a negative direction because the saliences for these measures were negative. The saliences for left anterior STG, left parahippocampus, and left and right amygdala were positive, and larger MRI raw scores on these measures move LV\textsubscript{2\textsubscript{mri}} in a positive direction. The scattergram of individual scores on LV\textsubscript{2\textsubscript{erp}} and LV\textsubscript{2\textsubscript{mri}} is shown in Figure 5. The correlation between LV\textsubscript{2\textsubscript{erp}} and LV\textsubscript{2\textsubscript{mri}} was .66 (\(p < .05\)). Given the relationship of saliences to raw scores described previously, larger positive values for the posterior STG, particularly on the left side, were associated with larger P300 voltage values. In contrast, larger values on left anterior STG and several medial temporal lobe structures are associated with smaller raw P300 voltage values.

LV\textsubscript{2} has a \(d^2\) value of 6.55 and accounted for 15.4\% of the summed squared cross-block correlation for the analysis. We have not yet completed a satisfactory approach to testing the significance of LV\textsubscript{2}, although a separate PLS using only P300 amplitude measures showed a significant relationship between P300 and left posterior STG (\(p < .05\)). In combination, LV\textsubscript{1} and LV\textsubscript{2} account for 85\% of the summed squared cross-block correlation. Because LV\textsubscript{1} and LV\textsubscript{2} have zero covariance, these results also indicate that N200 and P300 amplitude, although affected by many of the same experimental factors such as stimulus probability and target value, can be statistically distinguished on the basis of their anatomic correlates. We will not attempt an interpretation of the remaining eight LVs, which account for the remaining 15\% of the summed squared cross-block correlation.

**Discussion**

Interpretation of the pathophysiological significance of ERP abnormalities hinges on identifying which neural circuits are involved in the generation of a specific component. A variety of approaches have been applied to answering the structural question of the relationship of scalp-recorded ERPs and specific regions of the brain. No single approach can unambiguously specify this relationship. Depth-recorded activity in a region, for example, may not be conducted to the scalp. Lesions may disrupt any of a number of steps in the neural generation of a component without necessarily affecting the critical cognitive apparatus. In a radio receiver analogy, lesions may affect the power supply or the speaker without affecting the tuner; thus, it is useful to have multiple sites with lesions so that, if possible, a double...
dissociation may be produced. Dipole methods may produce simple models that correlate well with scalp topography but are implausibly situated in the brain. Other modalities of brain imaging, such as regional cerebral blood flow, may be sensitive to slow changes in the brain and insensitive to the highly transient activity indexed by ERPs. Consequently, a multimethod strategy is required to approximate an answer to this question, particularly for components that index cognitive processes.

As an example of a multimethod strategy, we examined the auditory P300 component and its relationship to temporal lobe structures in schizophrenia. Several lines of evidence are consistent with a major role of the STG and adjacent inferior parietal lobe tissue as a source of the scalp-recorded P300 component, including depth recordings (Halgren et al., 1995a, 1995b), neurologic lesion evidence (Knight, 1996; Knight et al., 1989), and functional MRI activation (Menon et al., 1997; Turetsky et al., 1998). We focused on temporal lobe structures because of consistent anatomic evidence of abnormalities in these structures in schizophrenia (McCarley et al., in press; Shenton et al., 1997). Bioelectric modeling and a new multivariate technique, PLS analysis, were used to examine the relationship of the P300 component to underlying cortical structures measured by quantitative MRI. In conjunction, these findings suggest that temporal lobe structures, especially the STG, contribute to the scalp-recorded ERP component. In the multivariate PLS analysis, left temporal P300 amplitude reduction was associated with volume reduction in posterior STG, especially on the left side, but was not associated with MRI volume reduction in medial temporal lobe structures. Although N200 was also reduced in schizophrenia, it was much more strongly associated with abnormalities of medial temporal lobe structures than was the P300. Although other brain regions undoubtedly contribute to the P300 component (Halgren et al., 1995a, 1995b), these findings provide a foundation for the understanding of pathophysiological changes in schizophrenia (McCarley et al., 1997), a disorder frequently associated with structural abnormalities of the temporal lobe and functional abnormalities of auditory and language processing (Hirayasu et al., 1997; McCarley et al., 1996; Shenton et al., 1997). Our analyses have not included all brain regions potentially involved in P300 production, but the methodology outlined here may be used to incorporate such data as they become available. We expect that the combination of surface-recorded ERP data with data from structural MRI, depth recordings, and other functional brain image modalities will greatly accelerate progress in the identification of neural circuits underlying other ERP components in both normal and clinical populations.
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Figure 1.
Grand average ERPs from normal subjects and age-, gender-, and handedness-matched patients with schizophrenia, showing marked P300 amplitude reduction to target tones at midline sites.
Figure 2.
The voltage topography of the P300 component to target tones in normal subjects, first-episode patients with affective disorders and psychotic features, and first-episode patients with schizophrenia. Only patients with schizophrenia show a right-shifted P300 topography. Note the use of different microvolt scales for the different groups.
Figure 3.
Spline interpolated P300 topography registered with a three-dimensional head using the SCIrun finite element modeling system. The top figures show the interpolated P300 distribution on the simulated head, the middle figures show the bioelectric model at the scalp using the subject’s own MRI data, and the bottom figure shows the cortical surface model. The field distribution at the cortex more clearly shows the lateralized distribution of the P300 when the smearing effect of the higher resistance skull is removed (bottom). Dorsal positivity appears larger on the left, and ventral negativity appears larger on the right, suggestive of a transverse orientation of at least one of the P300 generators. Over both cortical hemispheres the contour
of the field, as shown by color transitions, is parallel to the plane of the posterior superior temporal gyrus, with a sharp voltage gradient near that structure.
Figure 4.
Map of correlation coefficients of P300 voltage recorded at 28 scalp sites with gray matter volume of the left posterior superior temporal gyrus. Note the region of significant correlations in the left posterior temporal region of the scalp.
Figure 5.
Scattergrams showing the relationship of ERP and MRI measures used in the partial least squares analysis for the latent variables, LV1 and LV2. For each latent variable, a subject had a score computed from the sum of the products of saliences and raw values on the ERP or MRI variable set. Plots of these scores show the nature and strength of the relationship for the N200 component (left scattergram) and the P300 component (right scattergram).
### Table 1

Saliences for Latent Variable Pairs 1 and 2

<table>
<thead>
<tr>
<th>ERP Amplitude Measures</th>
<th>LV1&lt;sub&gt;erp&lt;/sub&gt;</th>
<th>LV2&lt;sub&gt;erp&lt;/sub&gt;</th>
<th>MRI Volume Measures</th>
<th>LV1&lt;sub&gt;mri&lt;/sub&gt;</th>
<th>LV2&lt;sub&gt;mri&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>P300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fp1</td>
<td>.007</td>
<td>−.20</td>
<td>Left posterior STG</td>
<td>−.368</td>
<td>−.664</td>
</tr>
<tr>
<td>Fp2</td>
<td>.112</td>
<td>.018</td>
<td>Left anterior STG</td>
<td>−.374</td>
<td>.227</td>
</tr>
<tr>
<td>Fz</td>
<td>.050</td>
<td>−.104</td>
<td>Right posterior STG</td>
<td>−.223</td>
<td>−.278</td>
</tr>
<tr>
<td>F3</td>
<td>.033</td>
<td>−.108</td>
<td>Right anterior STG</td>
<td>−.018</td>
<td>.019</td>
</tr>
<tr>
<td>F4</td>
<td>.138</td>
<td>−.076</td>
<td>Left parahippocampus</td>
<td>−.339</td>
<td>.319</td>
</tr>
<tr>
<td>F7</td>
<td>.048</td>
<td>.022</td>
<td>Right parahippocampus</td>
<td>−.470</td>
<td>.068</td>
</tr>
<tr>
<td>F8</td>
<td>.005</td>
<td>.050</td>
<td>Left amygdala/ant hippocampus</td>
<td>−.372</td>
<td>.466</td>
</tr>
<tr>
<td>Cz</td>
<td>−.039</td>
<td>−.188</td>
<td>Right amygdala/ant hippocampus</td>
<td>.226</td>
<td>.286</td>
</tr>
<tr>
<td>C3</td>
<td>−.058</td>
<td>−.198</td>
<td>Left post hippocampus</td>
<td>.132</td>
<td>.154</td>
</tr>
<tr>
<td>C4</td>
<td>.000</td>
<td>−.168</td>
<td>Right post hippocampus</td>
<td>−.364</td>
<td>−.019</td>
</tr>
<tr>
<td>T3</td>
<td>−.083</td>
<td>−.213</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T4</td>
<td>−.078</td>
<td>−.098</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pz</td>
<td>−.031</td>
<td>−.279</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>−.058</td>
<td>−.293</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>−.049</td>
<td>−.284</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>−.055</td>
<td>−.303</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>−.042</td>
<td>−.269</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O1</td>
<td>−.041</td>
<td>−.321</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O2</td>
<td>−.019</td>
<td>−.331</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oz</td>
<td>−.040</td>
<td>−.326</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fp1</td>
<td>.047</td>
<td>−.041</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fp2</td>
<td>.052</td>
<td>−.045</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fz</td>
<td>.245</td>
<td>.035</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F3</td>
<td>.222</td>
<td>.052</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F4</td>
<td>.237</td>
<td>.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F7</td>
<td>.091</td>
<td>.059</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERP Amplitude Measures</td>
<td>LV1_{erp}</td>
<td>LV2_{erp}</td>
<td>MRI Volume Measures</td>
<td>LV1_{mri}</td>
<td>LV2_{mri}</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------</td>
<td>----------</td>
<td>---------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>F8</td>
<td>-.069</td>
<td>.057</td>
<td>Cz</td>
<td>.229</td>
<td>-.019</td>
</tr>
<tr>
<td>Cz</td>
<td>.236</td>
<td>.016</td>
<td>C4</td>
<td>.241</td>
<td>.028</td>
</tr>
<tr>
<td>T3</td>
<td>.239</td>
<td>.030</td>
<td>T4</td>
<td>.202</td>
<td>-.014</td>
</tr>
<tr>
<td>P3</td>
<td>.244</td>
<td>-.110</td>
<td>P4</td>
<td>.248</td>
<td>-.056</td>
</tr>
<tr>
<td>P4</td>
<td>.259</td>
<td>-.055</td>
<td>T5</td>
<td>.276</td>
<td>-.047</td>
</tr>
<tr>
<td>T6</td>
<td>.244</td>
<td>-.043</td>
<td>O1</td>
<td>.245</td>
<td>-.123</td>
</tr>
<tr>
<td>O1</td>
<td>.228</td>
<td>-.104</td>
<td>Oz</td>
<td>.213</td>
<td>-.129</td>
</tr>
</tbody>
</table>

Note: STG = superior temporal gyrus; ant = anterior; hipp = hippocampus.