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Abstract

We developed a computer model to simulate associative memory recall of patients with chronic schizophrenia. Model inputs consisted of words derived from normative data that differed in terms of connectivity and network size, with the former quantitatively represented by parametric weights and the latter by the specific number of word associates that formed a particular network. Previous behavioral studies of normal subjects indicated better recall for words of high connectivity-small network (HCSN), followed by low connectivity-small network (LCSN), high connectivity-large network (HCLN), and low connectivity-large network (LCLN). This pattern of recall differed from that observed in behavioral studies of schizophrenic patients, which showed better recall for high connectivity words, regardless of network size. Holding constant network size while manipulating connection weights effectively simulated this schizophrenic pattern of recall. That is, manipulation of parametric weights coupled with a slight increase in noise significantly and reliably elicited the response pattern of abnormal connectivity demonstrated in the prior behavioral study of patients with chronic schizophrenia. An increase in noise was a necessary, but insufficient step in modeling the response pattern of abnormal connectivity. These findings provide support for the use of computational models to investigate dynamics of associative word recall in patients with chronic schizophrenia.
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1. Introduction

A hallmark of the neuropsychology of schizophrenic thought disturbance is a breakdown in the associative threads that serve to interweave words, thoughts, and ideas into coherent discourse (Nestor et al., 1998). Bleuler (1911/1950) first observed the intrusion of dominant but contextually inappropriate associations in schizophrenic thought as illustrated by his now classic example of his patient describing her family members as “father, son, and Holy Ghost”. More direct experimental evidence comes from the rigorous work of Chapman and Chapman (1973), who demonstrated a pronounced schizophrenic bias for dominant meanings of
homonyms (e.g., “pen” as a writing instrument) even when preceding sentential context called for secondary meanings (e.g., “pen” as an enclosed fence). The locus and mechanisms that underlie schizophrenic associative disturbance have, however, remained elusive. It is unclear, for example, whether the schizophrenic associative disturbance reflects aberrant spread of activation within a presumed lexicon that is widely distributed across frontal and temporal lobes (Nestor et al., 1997, 1998; Caramazza, 1996). Nor has it been established as to whether the disease-related associative disturbance reflects neuronal loss or faulty modulation of pre-existing synapses or connections (Nestor and O’Donnell, 1998).

Connectionist modeling provides a conceptual and empirical vehicle to examine and simulate the dynamics of schizophrenic associative memory, and by extension, associative disturbance. A special, intrinsically parallel architecture lends conceptual definition and neurological plausibility to these models. In their generic and simplest forms, these massively parallel models consist of a number of interconnected units or nodes, each characterized by an activation value. The connections between the units are weighted quantitatively and serve to govern the flow of activation from one unit to the other. These idealized neural elements help to form very “broad abstractions of brain models” of a relatively simple scale that are intended to simulate a very small set of functional characteristics and properties of biological networks (Protopapas, 1999). In reality, however, these generic connectionist or network models are best viewed not even as abstractions of brain models, but as mathematical descriptions of selected sets of dynamic cognitive processes with no clearly established link to underlying neural events and properties.

Such generic models can hypothetically simulate the spread of activation within associative memory, typically using nodes or sets of nodes to represent words and parametric connection weights to represent associative links among nodes. Words and their corresponding nodes are assumed to be organized into networks, which may differ in size, as in number of associates, and in the strength of connections linking these associates. Activation spreads as a function of both size and associative strength of a network, with maximum activation and, hence, better recall for words of small, highly connected networks (Nelson et al., 1993). Connectionist models thus allow for the novel examination of how size and connectivity of word networks govern activation spread in associative memory of schizophrenia. Moreover, these models can address the extent to which schizophrenic recall might be simulated by altering connection weights or by “lesioning” units. By the same token, these models all make provisions for the effect of “noise”, typically defined by adding random error to the implementation program (Hoffman, 1987; Cohen and Servan-Schreiber, 1992; Cohen et al., 1990).

We now present a neural network simulation of a word recall experiment that compared patients with chronic schizophrenia and normal control subjects. In this experiment, subjects studied a list of 32 words, each rated on the dimensions of connectivity (associative strength) and network size (number of associates). The list contained equal proportions of four types of words: high connectivity-small network (HCSN); low connectivity-small network (LCSN); high connectivity-large network (HCLN); and low connectivity-large network (LCLN). Consistent with prior studies, healthy subjects showed a pattern of cued recall of HCSN>LCSN>HCLN>LCLN (Nelson et al., 1993). However, patients with schizophrenia showed a different pattern of recall of HCSN>HCLN>LCSN>LCLN (Nestor et al., 1998). The schizophrenic pattern suggested an abnormal connectivity effect as reflected by the significant statistical interaction of diagnosis and word connectivity, but not word network size. This pattern of word recall occurred against a backdrop of overall reduced recall in patients with schizophrenia as reflected by a statistically significant group effect.

These behavioral data therefore underscored two aspects of performance of associative memory in patients with schizophrenia. First is the overall reduction in word recall, which is
hardly surprising and analogous to the near ubiquitous, disease-related generalized impairment seen across a variety of behavioral tasks. To address this robust but general feature of schizophrenic performance, the proposed model incorporates random noise to account for the overall reduced rate of word recall, regardless of connectivity and network size, demonstrated in our prior behavioral study of patients with schizophrenia. In other words, random noise represents a general feature of the proposed schizophrenic model of associative memory, designed to capture the robust empirical finding that patients with schizophrenia generally perform worse than control subjects on virtually all tasks. Second is the more theoretically driven component of the proposed model, which involves the direct manipulation of connection weights that govern or bind activation among network units. Here, the manipulation of connection weights is hypothesized to produce a specific effect that is the schizophrenic pattern of word recall (HCSN>HCLN>LCSN>LCLN) evident in the prior behavioral studies (Nestor et al., 1998). We hypothesize that this pattern of recall is related specifically to the systematic manipulation of connection weights, whereas the expected overall reduced level of performance is related to a general increased level of random noise in the proposed model.

2. Methods

2.1. Control association network

We developed a connectionist computational model of the associative memory cued recall task to provide a controlled, simulated associative memory environment in which to test alternative hypotheses for the schizophrenic associative disturbance. The network architecture was derived by the extensive database developed by Nelson et al. (1998), who have developed a compendium of word association normative data, including factors such as set size and connectivity. As an example, the associative network for the word THREAD taken from the database is illustrated in Fig. 1. Each associative network for each target word included in the list of 32 target-cue word pairs used for the behavioral paradigm was entered into the simulated computational model and comprised the total associative memory network. The total network thus consisted of over 250 nodes, corresponding to words, and over 550 directional weights, corresponding to association strengths or connections.

The behavioral study of the target words was represented by input activations entered into the nodes representing the target words. The activation values then dispersed throughout the network according to the association weighted connections until a steady state was reached, corresponding to the activation of the implicit representations. The cue phase was similarly represented by input activations into the nodes representing cue words. Again, the cue activation values dispersed throughout the network until a steady state was reached. The output of the computational model was the node of highest activation level after the cue steady state was established. A number of other conventional connectionist modeling implementations, such as noise, were also indicative of our model. A more formal description of these is found in Appendix A. Twenty iterations were run corresponding to 20 simulated subjects. The overall rate of recall (approximately 49.5%) observed by Nelson et al. (1993) was achieved by parametrically increasing noise within the system.

2.2. Schizophrenic association network

The schizophrenic manipulation was preplanned according to two considerations: (1) a number of researchers have corroborated the notion of an over-activation of more dominant associations and an underactivation of weaker associations using behavioral paradigms (Chapman and Chapman, 1973; Chapman et al., 1964; Nestor et al., 1998), and (2) many researchers have corroborated the notion of aberrant activation and network instability across a variety of converging methodologies, ranging from event-related potentials to behavioral experiments (Lang and Buss, 1965; McGhie and Chapman, 1961; Nestor et al., 1993, 1997;...
Shenton et al., 1992; Niznikiewicz et al., 1997). In order to employ the most conservative application of this proposed model, each association was individually decremented by the weakest pre-existing association weight within the network (namely 0.01). The manipulation was not selective for pre-existing associations, but rather assumed every node was associated to every other node within the association network. Consequently, pre-existing associations were decremented by 0.01 in strength, and nodes previously unassociated with each other became associated with each other in a weak, negative association (− 0.01). The resulting network is illustrated by the before and after depictions of the THREAD module in Fig. 2.

The manipulation removed the weakest associations in accordance with the first consideration. The manipulation also established competitive “distracting” relationships between nodes previously unassociated with each other in accordance with the second consideration. These new associations were of particular significance in that they served to disrupt the activation flow between them by drawing activation away from one node in proportion to the activation of the other node. In other words, if there was a distracting association from node A to node B, then the resulting effect on activation is outlined in the following algorithm:

\[ B_{a} = B_{b} - 0.01A \]

Where

- \( B_{a} \) = the activation of \( B \) after the competitive effect;
- \( B_{b} \) = the activation of \( B \) before the competitive effect; and
- \( A \) = the activation of \( A \).

The disruption in activation flow caused by the manipulation can be seen in Fig. 3.

Twenty iterations corresponding to 20 subjects were conducted. All other parameters were held constant from the control association network. The overall rate of recall (approximately 37%) observed by Nestor et al. (1998) was achieved by parametrically increasing noise within the system.

3. Results

Results of the control simulation revealed the same pattern of recall as observed for human subjects, namely HCSN>ILCSN>HCLN>LCLN. Repeated-measures ANOVA with word type as within-subject factor again supported the observed pattern as indicated by a significant effect for within-subject factor of word type (\( F = 8.756; df = 3; p < 0.000 \)). A linear test of within-subject factor of word type again also revealed a significant effect (\( F = 33.250; df = 1; p < 0.000 \)). Planned categorical comparisons revealed significant differences between HCSN and HCLN (\( p < 0.000 \)), HCSN and LCSN (\( p < 0.000 \)), LCSN and HCLN (\( p < 0.015 \)), and LCSN and LCLN (\( p < 0.010 \)). To check for model reliability, another 20 simulation iterations were also conducted as a separate experiment, replicating the observed pattern of cued recall.

The schizophrenic simulation involved two manipulations. First, to simulate the overall reduced rate of schizophrenic recall, random noise was subsequently increased (approximately 75%). This resulted in an overall reduced word recall rate, regardless of connectivity and network size similar to that demonstrated in the prior behavioral studies. Though the manipulation reduced overall levels of recall, noise alone failed to produce the hypothesized schizophrenic pattern of recall. Second, as outlined in the foregoing method, to simulate the expected schizophrenic pattern of recall (i.e., HCSN>HCLN>LCSN>LCLN), each association was individually decremented by the weakest existing association weight within the network (namely 0.01). Repeated-measures ANOVA with word type as within-subject factor (HCSN,
HCLN, LCSN, LCLN) confirmed the observed pattern as reflected by a highly significant effect for within-subject factor of word type ($F = 67.325; df = 3; p < 0.000$). Linear ($F = 233.266; df = 1; p < 0.000$) and cubic ($F = 8.274; df = 1; p < 0.010$) tests of within-subject factor of word type also revealed highly significant effects. Planned categorical comparisons revealed significant differences between HCSN and LCSN ($p < 0.000$), HCSN and LCSN ($p < 0.000$), HCSN and LCLN ($p < 0.000$), and LCSN and LCLN ($p < 0.000$). To check for model reliability, another 20 simulation iterations were conducted as a separate experiment, again replicating the observed pattern of cued recall.

Finally, to examine further if the effect of increased noise alone would produce the schizophrenic response, we potentiated the effect of noise within the associative network while disabling the predesigned schizophrenic manipulation. Increased noise alone did not produce the schizophrenic pattern. In fact, we then statistically compared patterns of cued recall produced by the noise potentiation with that produced by the schizophrenic manipulation. A mixed model repeated-measures ANOVA with manipulation as a between factor and word type as a within-subject factor revealed a significant interaction effect ($F = 10.188; df = 6; p < 0.000$). The pattern of recall produced by the noise manipulation differed significantly from that demonstrated by the schizophrenic manipulation. These tests indicated that the simulated schizophrenic recall pattern could not be attributable to random noise.

4. Discussion

The findings provided support for using computer-generated, connectionist computational models to simulate associative memory performance of control subjects and patients with chronic schizophrenia. The cognitive model implemented here reproduced the recall performance that schizophrenic patients displayed in a prior experiment of associative memory (Nestor et al., 1998). In both the current simulation and previous experiment, words to be studied were specifically selected from a connectionist model because they had been quantitatively rated on two distinct dimensions: connectivity and network set size (Nelson et al., 1993). These two dimensions had considerable appeal and relevance, providing an empirical means to elucidate the dynamics of associative memory and, by extension, associative disturbance in schizophrenia. The connectionist computational model incorporated each of these dimensions in order to provide a direct test of the pattern of findings discussed by Nelson et al. (1992) and the abnormal associative connectivity effect seen in the prior behavioral studies of associative memory in patients with chronic schizophrenia. In addition, the computer-generated model also tested directly the extent, if any, to which random “neural” noise might account for the abnormal schizophrenic pattern of recall observed in the prior behavioral study.

By implementing a conservative algorithmic manipulation designed to alter quantitatively derived parametric weights, while holding constant network size, the simulation provided evidence that converged with prior behavioral findings of an abnormal connectivity effect in the associative memory of schizophrenia. Indeed, the rationale for the manipulation came from prior behavioral studies of patients with chronic schizophrenia that have pointed to a disease-related disturbance in information processing characterized by over-responding of dominant associates, regardless of context, at the expense of weaker associates. The simulation results thus concurred with prior theoretical interpretations that have suggested overactivation of dominant associates and underactivation of weak associations in the schizophrenic lexicon (Chapman et al., 1964; Nestor et al., 2001), as well as aberrant activation and network instability across a variety of methodologies (Nestor et al., 1993, 1997; Shenton et al., 1992; Niznikiewicz et al., 1997).
Moreover, the schizophrenic manipulation, which selectively affected weighted connections, resulted in a less cohesive spread of activation within and across local networks of word associates. The once steep gradient of activation that had been characteristic of the normal simulation became decidedly less sharp and focal, and more flat and diffuse, with the implementation of the pivotal manipulation that was designed to not so much “lesion” or “create” connection weights, but to alter or degrade their modulation. This is exemplified by the THREAD network end state illustrated in Fig. 4. The algorithmic manipulation that produced the schizophrenic pattern of associative recall exerted a more pronounced effect on words of low connectivity as opposed to words of high connectivity, with the former proving to be much more vulnerable to the manipulation than the latter. The current simulation extended these findings by suggesting the faulty association modulation might be intimately related to aberrant activation within networks of weakly connected associates.

The simulation of the schizophrenic response pattern thus led to a reduced signal to noise ratio especially evident for words of low connectivity. A similar schizophrenic response pattern could not be simulated by solely manipulating levels of noise, while holding constant all other parameters. Indeed, the noise simulation did not exert a similarly selective effect for words of low connectivity, and thus failed to represent the pattern of associative memory demonstrated in the prior behavioral study of schizophrenic patients. Although other manipulations and certainly other models are likely to be developed to simulate associative memory in schizophrenia, the current findings pointed to the relative specificity of the simulation that targeted association weight modulation in modeling schizophrenic associative memory performance. These findings may very well be viewed as additional evidence of the importance of associative links that bind words within a lexicon widely distributed across frontal and temporal lobes to the neuropsychological disturbance of schizophrenia (Nestor et al., 2001).

A limitation of the present study is the default coupling of two considerations for the schizophrenic manipulation. It remains unclear whether the schizophrenic pattern may be primarily driven by the dominance of strong associations over weak associations, or the implementation of competitive “distracting” relationships for the dispersing activation. While the network’s performance may be of interest in regards to each of these considerations, the technicalities of our current model prevent us from investigating this important question. It is reasonable to hypothesize that the schizophrenic response pattern may be primarily driven by the relative absence of weak associations given the extensive literature that has demonstrated this phenomenon in associative tasks (e.g., Chapman et al., 1964; Nestor et al., 1998). Thus, an important future research contribution would be to investigate the degree to which this affects the presentation of the schizophrenic behavioral response. However, the notion of a competitive or “distracting” relationship is intriguing given the circular, enmeshed quality it produces within an associative network. This mechanism may be a promising avenue of research with regards to the schizophrenic language eccentricities observed by various authors. Regardless, the primary hypothesis of this study was to determine if the schizophrenic response could be attributed to an aberrant associative connectivity as opposed to a simple increase in randomness (a.k.a. noise), and to this end, the simulation was successful.

To summarize, network-modeling principles have only recently begun to be applied to information processing problems of schizophrenia. Among the most influential of these have been the simulations of schizophrenic performance on familiar neuropsychological measures, such as the Stroop and CPT as well as an experimental task designed to isolate the effects of sentence context on processing dominant associates (Cohen and Servan-Schreiber, 1992). In a related vein, Hoffman and McGlashan (1997) simulated hallucinated voices using a model of synaptic pruning as represented by eliminating connections that linked network units. The current study added to these investigations by incorporating relatively precise normative behavioral data to quantify both connection weights and network sizes that together were used...
to represent key dimensions of associative memory. In so doing, these and related findings underscored the usefulness of network modeling derived from human experimental data and constrained by neurobiology to simulate cardinal features of the neuropsychological disturbance of schizophrenia.
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Appendix A

We provide in this appendix a more thorough and detailed description of the connectionist computational model developed for these sets of experiments. Detailed elements of the model are also described in Nestor et al. (2001), and a full description of the model, including complete syntax and readme file printout, is given in Han (2001).

The model was developed as a simple relaxation network (Ellis and Humphreys, 1999). Each node was considered an idealized representation of a neural population or process that corresponds to a particular word. Activation entered at two points in the association network, at the target node (corresponding to the study phase) and at the cue node (corresponding to the cue phase). Each point of entry allowed for an activation value to enter into the system, and then disperse throughout the network according to the predetermined association weights. Activation dispersed throughout the system in a multidimensional fashion until a steady state was reached. A steady end state was an emergent property of the association network since the association weights were given as a two-digit decimal value below 1. Since only new activation coming into a node would be dispersed to other associated nodes as a function of the weighted connections, the dispersion became less and less until a state of no change was reached.

The output of the model was given in list form with both the correct word response, the model’s output word response, a numerical 0 or 1 corresponding to “incorrect” or “correct”, respectively, and the order in which the words were presented to the model. Algorithms were developed and implemented to ensure a random presentation (activation) of both study and cue words, as well as to constrain activation to the bounds of the system in keeping with the laws of thermodynamics. Recall rates were entered into SPSS for statistical analysis.
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Fig. 1.
Illustration of the associative network for THREAD.
Fig. 2.
Illustration of THREAD associative network pre- and post-schizophrenic manipulation. After the manipulation, the THREAD associative network is marked by the absence of the weakest associations (formerly weighted 0.01) as well as “competitive” associations between nodes previously unassociated with each other.
**Before Manipulation:**

Activate study word 'THREAD':

<table>
<thead>
<tr>
<th>Units</th>
<th>Time01</th>
<th>Time02</th>
<th>Time03</th>
<th>Time04</th>
<th>Time05</th>
<th>→</th>
<th>Time17</th>
</tr>
</thead>
<tbody>
<tr>
<td>THREAD</td>
<td>10.00</td>
<td>10.00</td>
<td>13.39</td>
<td>13.72</td>
<td>14.99</td>
<td>→</td>
<td>16.26</td>
</tr>
<tr>
<td>NEEDLE</td>
<td>0.00</td>
<td>7.60</td>
<td>7.81</td>
<td>10.66</td>
<td>10.98</td>
<td>→</td>
<td>13.16</td>
</tr>
<tr>
<td>SEW</td>
<td>0.00</td>
<td>1.30</td>
<td>2.98</td>
<td>3.47</td>
<td>4.14</td>
<td>→</td>
<td>15.02</td>
</tr>
<tr>
<td>STRING</td>
<td>0.00</td>
<td>0.30</td>
<td>0.31</td>
<td>0.42</td>
<td>0.44</td>
<td>→</td>
<td>0.52</td>
</tr>
<tr>
<td>CLOTH</td>
<td>0.00</td>
<td>0.20</td>
<td>0.24</td>
<td>0.36</td>
<td>0.38</td>
<td>→</td>
<td>0.48</td>
</tr>
<tr>
<td>CLOTHES</td>
<td>0.00</td>
<td>0.10</td>
<td>0.28</td>
<td>0.50</td>
<td>0.58</td>
<td>→</td>
<td>0.80</td>
</tr>
<tr>
<td>ROPE</td>
<td>0.00</td>
<td>0.10</td>
<td>0.17</td>
<td>0.21</td>
<td>0.23</td>
<td>→</td>
<td>0.28</td>
</tr>
</tbody>
</table>

**After Manipulation:**

Activate study word 'THREAD':

<table>
<thead>
<tr>
<th>Units</th>
<th>Time01</th>
<th>Time02</th>
<th>Time03</th>
<th>Time04</th>
<th>Time05</th>
<th>→</th>
<th>Time15</th>
</tr>
</thead>
<tbody>
<tr>
<td>THREAD</td>
<td>10.00</td>
<td>10.00</td>
<td>13.24</td>
<td>13.51</td>
<td>14.66</td>
<td>→</td>
<td>15.67</td>
</tr>
<tr>
<td>NEEDLE</td>
<td>0.00</td>
<td>7.50</td>
<td>7.68</td>
<td>10.35</td>
<td>10.61</td>
<td>→</td>
<td>12.41</td>
</tr>
<tr>
<td>SEW</td>
<td>0.00</td>
<td>1.20</td>
<td>2.78</td>
<td>3.20</td>
<td>3.79</td>
<td>→</td>
<td>4.48</td>
</tr>
<tr>
<td>STRING</td>
<td>0.00</td>
<td>0.20</td>
<td>0.11</td>
<td>0.15</td>
<td>0.12</td>
<td>→</td>
<td>0.12</td>
</tr>
<tr>
<td>CLOTH</td>
<td>0.00</td>
<td>0.10</td>
<td>0.05</td>
<td>0.11</td>
<td>0.09</td>
<td>→</td>
<td>0.12</td>
</tr>
<tr>
<td>CLOTHES</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.21</td>
<td>0.23</td>
<td>→</td>
<td>0.34</td>
</tr>
<tr>
<td>ROPE</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.04</td>
<td>-0.08</td>
<td>-0.10</td>
<td>→</td>
<td>-0.15</td>
</tr>
</tbody>
</table>

Fig. 3. Dispersion of activation throughout the THREAD association network pre- and post-schizophrenic manipulation. After the schizophrenic manipulation, the THREAD associative network is marked by a more erratic dispersion.
Fig. 4.
End state activation levels for the nodes of the THREAD association network pre- and post-schizophrenic manipulation. After the schizophrenic manipulation, the THREAD association network is marked by a more flat, less pronounced end state activation pattern.