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Abstract

In image segmentation, we are often interested in using certain quantities to characterize the

object, and perform the classification based on them: mean intensity, gradient magnitude,

responses to certain predefined filters, etc. Unfortunately, in many cases such quantities are not

adequate to model complex textured objects. Along a different line of research, the sparse

characteristic of natural signals has been recognized and studied in recent years. Therefore, how

such sparsity can be utilized, in a non-parametric way, to model the object texture and assist the

textural image segmentation process is studied in this work, and a segmentation scheme based on

the sparse representation of the texture information is proposed. More explicitly, the texture is

encoded by the dictionaries constructed from the user initialization. Then, an active contour is

evolved to optimize the fidelity of the representation provided by the dictionary of the target. In

doing so, not only a non-parametric texture modeling technique is provided, but also the sparsity

of the representation guarantees the computation efficiency. The experiments are carried out on

the publicly available image data sets which contain a large variety of texture images, to analyze

the user interaction, performance statistics, and to highlight the algorithm’s capability of robustly

extracting textured regions from an image.
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I. Introduction

Contour evolution is a widely used technique in image segmentation community. Indeed, the

evolution incorporates both image and contour features in extracting the target from a given

images. However, the utilizing of proper image feature remains a challenge for various

contour evolution schemes. For instance, the original formulation of the active contour

method uses the image gradient information [27]. Similarly, authors in [28], [6], [61], [23]

chose to use the gradient of the images in various frameworks. Gradient, however, does not

fit in the scenario where no prominent edge exists. To solve this problem, authors in [62],

[9] used the first and second order statistics to distinguish the target and the background.

Furthermore, the entire probability distribution function is also utilized to drive the contour

evolution [43], [1].

More recently, the texture information is incorporated into the segmentation framework.

Along that direction, many researchers model the texture under certain random field

frameworks, among them the distribution based method [51], [32], fractal dimension [36],

and Markov Random Fields (MRF) are widely used [13], [65], [64], [57], [25], [34].

Subsequently, the texture characterization problem is then casted as model parameter

estimation, and such information is used to guide the image decomposition. Some other

literature models the textures by their response with respect to various linear or non-linear

filters [4], [26], [39], [45]. For the linear filtering, in particular, the Gabor filter is a popular

choice to characterize the texture in the image [26], [18], [17], [52], [53]. In addition to the

Gabor filtering, wavelet and wavelet package are also used [10], [31], [48]. Along a similar

direction, the structure tensor is extracted from a nonlinear diffusion process to model the

texture, and guide the segmentation in [50].

A major difference between the gradient/statistics based methods and the texture based

methods lies in the dimension of the feature. For example, in the gradient, mean, and

variance based algorithms, the features are all scalar valued. However, those ones that utilize

the textures have to perform the segmentation in the feature vector or tensor spaces. This

inevitably complicates the mathematics and the implementation. Indeed, there seems to be

an intrinsic dilemma that we need high dimensional models, such as Gabor filter response,

wavelet coefficients, etc., for high capacity to represent the texture, but at the same time we

want the subsequent segmentation to be performed in some low dimensional or even scalar

space, for better efficiency. Toward that goal, authors of [29] utilized the dominant

component analysis and the amplitude modulation/frequency modulation to model the

texture and obtained a balance between capacity and efficient in texture image segmentation.

In recently years, the sparse representation [16], [15] provides a nice framework for the

purpose of combining capacity and efficiency and solving the above dilemma. In the sparse

representation theory, it is observed that the natural (one or more dimensional) signals are

often sparse when represented in certain non-adaptive basis or tight frames. Moreover, given
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a set of training signals, an over-complete dictionary can be constructed so that the signals

can be represented sparsely [2]. As a result, the idea of sparse representation has now drawn

much attention in image restoration [38], denoising [20], deblurring [35], signal processing

[56], face detection [59], texture modeling [37], [47], [12], [22], etc. However, to the best of

our knowledge, there is no published work joining the forces of the two powerful tools,

sparse representation and active contour, to address the image segmentation problems.

A. Our contribution

In this work, we coupled the sparse representation for image texture characteristics,

dictionary construction, with the active contour evolution into a segmentation framework.

Such framework has many nice properties: Firstly, one drops the a priori assumption for the

texture model, such as MRF; Secondly, the capacity of the texture representation is only

depending on the size of the dictionary and is theoretically unbounded. In addition to that,

the segmentation (contour evolution) is actually performed on a scalar field, which

significantly increases the efficiency. The basic idea/process is as follows: based on user’s

initial drawing, two dictionaries for target and background are constructed. Such dictionary

has the property that the representation of the texture of the image “patches” (to be defined

in the next section) is sparse. Furthermore, an active contour is evolving in the image

domain, and the advance or retreat of its front is based on the fitness of the local texture

information with respect to either of the learned dictionaries. As a result, the texture analysis

and the contour evolution are effectively coupled in the proposed Sparse Texture Active

Contour (STAC) method, and a segmentation of the image is achieved. As a preview of the

result, the segmentation result of one image is given in Figure 1. More detail of this case will

be discussed in the Section III.

The remainder of the paper is organized as follows. In Section II-A, we demonstrate the

detail of how to construct the dictionaries for target and background. Then in Section II-B,

the contour evolution is performed according to the learned dictionaries for the task of

image segmentation. The experiments and results are performed in Section III. Finally,

ongoing and future work is discussed in Section IV.

II. Method

In this section we present the details of the STAC algorithm. Specifically, the algorithm

requires some brief user interactions. That is, the user is asked to provide some box region in

both the foreground and the background. The algorithm then learns the texture of both

foreground and background by constructing two over-complete dictionaries, which sparsely

represent the textures in the image. The detail is given in the following section.

A. Texture dictionary

First, we denote the image to be segmented as a vector function I : Ω ⊂ ℝ2 → ℝd, where d

∈ ℕ and usually d = 1 for grayscale images and d = 3 for RGB images. Furthermore, it is

assumed that the user provides some drawings over the image indicating the foreground and

background, which are denoted as a label map L : Ω ⊂ ℝ2 → {0, 1, 2} where 1 indicates

the target, 2 corresponds to regions in the background, and 0 (un-drawn region) means un-
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decided. As a result, such label map provides the information not only on where the target

and nontarget regions are at, more importantly, how they look in this given image. Hence, in

order to optimally exploit the available information, the segmentation algorithm ought to

utilize both pieces of the information. Therefore, we first learn the image texture

characteristics under the labeled pixels.

1) Patch bootstrapping—In order to learn the texture characteristics of the target, we

collect “patches” from the target label regions. A target patch p is a sub-image of I confined

in the target region. Formally, p : Δ ⊂ Ω → ℝd with p(x, y) = I(x, y) is a patch if and only if

Δ ⊂ Ω and L(x, y) = 1 ∀(x, y) ∈ Δ. In this work, we restrict the patch domain, Δ, to a square

containing k×k pixels. Next, N patches are extracted from the target region, as

representatives for the target. Unfortunately, we then face the problem that, with a limited

user-drawn area, many times there is not large enough space to accommodate N non-

overlapping patches.

In this work, such problem is solved by making connection with the situation of performing

statistical inference from limited samples [19]. Indeed, there the same difficulty lies in that

the sample set is not large enough to infer the characteristics of the population with

acceptable variance. In that case, the bootstrapping scheme [19] uses a sample-with-

replacement strategy which successfully “enlarges” the sample set and reduces the

estimation variance. In addition to that, the fact that the enlarged sample set has duplications

inspires that the patches sampled form the user-drawn region in our situation do not have to

be non-overlapping. With those observations, we perform the bootstrapping scheme to re-

generate enough patches for our learning purpose. That is, a pair of random variables (x, y),

is generated uniformly over Ω. If the region satisfies [x, x + k] × [y, y + k] ⊂ {(x, y) ∈ Ω :
L(x, y) = 1}, this new patch p is then added to the patch list. This process is repeated until N

patches are generated, and we denote the patch set as {p1,…, pN}. Finally, in order for the

patches to be used in constructing the over-complete dictionary, each of them is re-written in

a column vector by concatenating all its columns. We denote this process as q = p(:) ∈ ℝk2d

and the patch list is Q = {qi = pi (:) ∈ ℝk2d; i = 1,…, N}.

2) Dictionary construction—Given the N elements in Q, a natural way to “learn” the

information carried by them is to infer the underlying structure of the data. With the

assumption that the underlying structure is a linear space, one constructs the basis from that.

Moreover, if the elements are linear independent, the Gram-Schmidt process is one way to

form the orthogonal basis. Similarly, the Karhunen-Loèeve transformation also constructs

orthogonal basis minimizing the approximation error in l2 sense. However, there are two

unique features in the current situation that make the alternative method more desirable.

First, the N elements in Q are not guaranteed to be linear independent. This is due to the fact

that the patch size, k2, is usually smaller than the total number of patches generated by the

bootstrapping sampling. Secondly, the objective of constructing the basis (or dictionary) is

such that the coefficients under the basis (or dictionary) is sparse in the l0 norm. However,

the aforementioned two schemes seeks minimizing the l2 norm, which almost always gives

non-sparse coefficients. In order to construct such over-complete dictionary, the K-SVD

algorithm proposed by Aharon et al. is employed [2].
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Formally, given the set of vectors {q1,…, qN} =: Q ∈ ℝk2d×N, the K-SVD algorithm seeks to

find a full rank matrix F ∈ ℝk2d×M, called the “dictionary”, and the sparse coefficients γi’s:

(1)

where the columns of the matrix Γ are the sparse coefficients γ1,…, γN and ‖ · ‖F indicates

the matrix Frobenius norm. In order to be self-contained, we briefly reviewed the K-SVD

method in Algorithm 1.

Algorithm 1

K-SVD Dictionary Construction

1: Initialize F

2: repeat

3:   Find sparse coefficients Γ (γi’s) using any pursuit algorithm.

4:   for j = 1,…, M, update fj, the j-th column of F, by the following process do

5:     Find the group of vectors that use this atom: ζj := {i : 1 ≤ i ≤ M, γi(j) ≠ 0}

6:

    Compute Ej := Q − ∑i≠j fi  where  is the i-th row of Γ

7:

    Extract the i-th columns in Ej, where i ∈ ζj, to form 

8:

    Apply SVD to get  = UΔV

9:     fj is updated with the first column of U

10:

    The non-zeros elements in  is updated with the first column of V × Δ(1, 1)

11:   end for

12: until Convergence criteria is met

By minimizing the 0-norm of the coefficient we achieve the sparsity, which will benefit the

computational burden of the subsequent contour evolution. After the convergence of the K-

SVD algorithm, we denote the over-complete dictionary for the target patches as F := {f1,…,

fM} where fi ∈ ℝk2d and M is the number of atoms in the dictionary. Similarly, by applying

the patch bootstrapping and dictionary construction for the background regions drawn by the

user, we obtain the dictionary B ∈ ℝk2d×M for the background. The two dictionaries contain

the image characteristics for the target and the background, and will be utilized in the

subsequent contour evolution framework to extract the target from the image.

As an example, in Figure 2, we show the dictionary learned from the zebra region, and that

from the background region, respectively.

B. Sparse Representation Driven Contour Evolution

After the foreground and background dictionaries having being constructed, we perform

contour evolution to utilize the dictionary information and extract the target regions from the

image. Intuitively, a dictionary is such that in it one can find an accurate enough
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approximation to a relevant item; and an erroneous approximation to an irrelevant item.

With such intuition, we first compute the reconstruction error for the dictionary and a new

image patch, to indicate how well the dictionary can represent the new patch under the

sparsity requirement.

Formally, given a new image patch g : ℝk×k → ℝd, by slightly abuse of notation, we also

consider g as a k × k × d dimensional array. Then, we compute the sparse coefficient η of g̃,
defined as g̃ := g(:) ∈ ℝk2d×1, with respect to the dictionary F ∈ ℝk2d×M.

(2)

and the reconstruction error is denoted as

(3)

This problem is solved by the Orthogonal Matching Pursuit (OMP) method [46]. Similarly,

the sparse coefficient ξ of g̃ under the dictionary B is also computed as:

(4)

and the reconstruction error is denoted as

(5)

Moreover, we define e := eB − eF. It is noted that the errors eF and eB indicate how well (or

how bad) the new image patch can be reconstructed from information learned from the

target and background region. Hence, the higher the e is, the more this patch is considered as

the target region and vice versa. Furthermore, for each pixel (x, y) ∈ Ω, a patch p(x, y) is

extracted as the sub-region of I defined on [x, x+k]×[y, y+ k]. Following the procedure

above, we compute the eF (x, y), eB (x, y) and e(x, y) accordingly.

At the first sight, it might seem that this e(x, y) function, the error-difference image, would

be enough for the classification. Indeed, we can just threshold the error-difference image by

zero to obtain the classification. However, as shown in Figure 3, the error-difference image

is very noisy and it is evident that the regularizer is necessary in drawing the final

classification conclusion.

In this work, the active contour is used to group the information provided in the error-

difference image in order to extract the target in the image. To this end, for a closed contour

C : [0, 1] → Ω with C(0) = C(1), we define its energy E(C, I) as

(6)

where λ is the weight for the curvature regularizer. In order to evolve the contour to

minimize the E(C, I), the artificial time variable is augmented such that C : [0, 1]×[0, +∞]

→ Ω, with C(0, t) = C(1, t), ∀t. Moreover, denote the user specified target region as ΩT :=
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{(x, y) ∈ Ω, L(x, y) = 1}. The initial position of the contour is assigned as ∂ΩT. Furthermore,

the first variation of the energy is computed and the flow of the contour can be written as:

(7)

where N(q) is the unit normal of C(q). The contour evolves according to the flow defined in

equation (7) and its position at convergence indicates the final segmentation.

Looking back to our discussion on how to maximally utilize the user provided initial

information in Section II-A, we see that many of the previous active contour based method

only utilizes the user seeds as the initial contour position, but did not take advantage of the

image information under the seeds to characterize the target. Instead, various pre-defined

models are used to define the target. Similarly, many graph based segmentation methods

better utilize the position of the background seeds, and effectively reject the final target

contour intruding into those region. Still, the weight assignment on the graph is only related

with the pre-defined edge model, such as high gradient magnitude. Contrastingly, in this

work the STAC makes use of both the foreground and background seed regions, in a manner

that the textures are learned and drives the contour evolution, which is initiated from the

target region. Therefore, from the theoretical point of view, the proposed method maximally

utilizes the user provide information and is expected to give satisfiable results, which we

will present in the following experiment section.

III. Experiments and results

In this section we first show the segmentation of eight specific cases and analyze the

segmentation process, user interaction and result in detail. Then, we perform the

segmentation on the images provided in [24] and present the quantitative statistical analysis.

Finally, we provide cases where the performance is not high, which lead to the possible

future directions.

A. Natural images with user interactivity analysis

In this section we performed the segmentation using the proposed STAC algorithm on

several images from the Berkeley Image Dataset [41], [42]. Each of these images is selected

to represent a certain category of texture and/or target shape. In each experiment, we

compared the STAC with other textural image segmentation schemes such as: active contour

using Gabor filtering [53], regional statistics (CV) [8], [9], the weighted curve evolution

using modulation features [29]. Moreover, some interactive segmentation methods which

are not necessarily using texture information are also included in the comparison, such as the

Lazysnap [33] and [49]. As usual, an user driven algorithm depends on the way user

initializes the algorithm. Because of that, in this sub-sections we give some rather explicit

details on the user interaction and thus they have both an experimentation and a tutorial

flavors.

In order to achieve a consistent comparison, when applicable, we used the same

initialization for each of the methods being tested. This, however, may not be the optimal
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initialization for some of the methods compared. Indeed, it is true that with more specific

tuning (which will be discussed for each case), most of the interactive methods will provide

better results which eventually converge to the human ground truth as the input increases.

Therefore, it should be emphasized that the purpose of such comparison is not to claim the

STAC be superior to any existing techniques, but provides a promising new alternative

approach to the texture image segmentation task.

As for the parameters of the proposed method, we fixed M = 300 for the dictionary size

defined in Section II-A1. For the Gabor wavelet based active contour [53], we adopted the

choices suggested by the original paper (with the same parameter names there): θ ∈ {0, π/6,

π/4, π/3, π/2}, F ∈ {60, 90, 120}, and σ ∈ {0.0075, 0.005, 0.0025}. The active contour

always evolves to the convergence. Moreover, for the lazysnap method, the result obtained

by the watershed pre-processing, followed by the graph cut segmentation is considered to be

the final output here; That is, the further intelligent boundary manual editing is not pursued.

Moreover, the contours in the figures of this section are with various colors. Those colors

are chosen so that they have high contrast for both screen viewing and grayscale print.

1) Zebra—Zebra images may be the most frequent choice for the texture image processing

techniques. Therefore, the algorithm is first tested on a Zebra image shown in Figure 4(a).

For human visual perception, the scene of this image is not very complicated to be

decomposed. However, the region based active contour (for scalar image), starting from the

solid box position in Figure 4(a), is not able to extract the correct object from the image.

Instead, it segments the darkest colored regions in the image and gives the results in Figure

4(d). This is because the texture of the target consists of very inhomogeneous texture pattern

(black and white), but the method uses the pre-defined target model that the mean intensity

being different from the background. It is noted that this is the only appearance of directly

applying the vector image region based active contour, and it’s only to confirm the necessity

of using the texture. Indeed, with Gabor wavelet based texture segmentation method in [53],

a nice result can be achieved. However, due to the space constraint, its result is not shown

here but in the other experiments.

As a comparison, using the solid box as the target seeds and the dashed box as the

background seeds, we performed the graph based lazysnap algorithm whose result is shown

in Figure 4(c). In addition, the result of the GrabCut is given in Figure 4(e). Due to the seeds

of the sky being higher than what is preferred by the GrabCut algorithm, the upper region is

not well segmented under such initialization. Finally, the STAC is performed. It first learns

the target (background) texture from the solid (dashed) box, respectively, and then drives the

contour to convergence. The result is shown in Figure 4(f). In this test, this result is not

much different from that of the lazysnap, except the fact that the STAC captures more of the

lower leg. Moreover, it can be observed that since the solid box in the learning stage does

not contain the tail, and the texture of the tail differs from that of the body, the final result

does not contain the tail either.

2) Fish—For the fish data set, with the same initial labels show in Figure 5(a), the proposed

method more accurately captures the target. However, it is also noted that with more
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detailed seed labels in the top part of its fin and head, and more background labels above its

head, the lazysnap is able to capture the fish correctly. The Gabor texture based active

contour [53] result is not very far from the initial position. This may be due to the fact that

the texture contents inside and outside the contour are similar, preventing the contour from

evolving and making it converge too early. The GrabCut gives a good result also, with just

two corners in the top-middle and bottom-left regions missing. This may because the image

brightness of those places are darker and more similar to that of the background. Putting

more target seeds in those regions may solve the problem. On the other hand, the STAC

utilizes the texture information and correctly gives the right segmentation.

3) Snow leopard—Even for human eyes, the snow leopard in Figure6 is rather difficult to

segment. Indeed, here we need to use everything outside the dashed white box to learn the

background texture. However, in the step of contour evolution after texture learning, there is

no explicit constraint preventing the contour from growing out of the dashed box (for

STAC). Nevertheless, with the learned texture information, the STAC correctly extracts the

target, only missing its right leg. On the other hand, in our test, without the initial seeds

being close to the true segmentation, the graph based algorithm was not able to find the

correct boundary. This may partially due to the fact that the graph based algorithm uses the

image gradient to assign the edge weight, but the image gradient is rather low between the

leopard body and the tree branches. In such a situation, the texture framework is the key in

finding the proper edge between the target and the background. In addition, the method in

[29] captures most of the leopard region. However, that method is unsupervised so it is more

difficult to separate the target from the background, some regions of which having very

similar texture to the leopard even for the human eyes. Hence, to mitigate such effect, a post

processing is added which performs an XOR operation between the direct algorithm output

with the manually given background region, and the final result is shown in Figure 6(d).

With more target seeds in the lion’s back and more background seeds in the tree/sky nearby,

the GrabCut would give better results.

4) Three zebras—This zebra image is more difficult than the one in Section III-A1 and

the performances here are not as good as that one. Indeed, here the background is not purely

blue sky and green grass but having similar colors to the target. Given such a situation, the

proposed method gets better results in particular in those concave regions such as the region

between the heads of the two zebras. For the graph based method, it can be seen that the

final contour fails to capture most of the legs. This is because the method is still based on the

image gradient, but being different from the low gradient as in the leopard case, here the

gradient is almost high everywhere. Therefore, a common behavior of the contour is just

stopping at some high gradient position roughly in the middle of the target seeds and the

background seeds. As a comparison, the Gabor wavelet based texture segmentation method

in [53] gives the result of Figure 7(d). It can be seen that except for few regions, the

performance is satisfying. Finally, our STAC method gives the result shown in Figure 7(b).

While most of the target is well captured, it still misses the left leg of the right-most zebra.

5) Lions—The image in this test is chosen because it is of a similar type to the previous

one, but its background and foreground are even more difficult to differentiate, as a
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consequence of that the foreground and the background share very similar color. However,

the grass background has certain texture pattern which is captured by the STAC and a nice

result is obtained. The modulation feature based method in [29] gives the result in Figure

8(c), and the Gabor wavelet based regional active contour gives Figure 8(d), which misses

certain low brightness regions. The GrabCut gives nice segmentation in this case (Figure

8(e)), especially at the front leg of the first little lion.

6) Beans in the bag—This image was chosen in order to demonstrate the “backward

compatibility” of the proposed method. Indeed, this bean image is not difficult for our vision

system, and if one designs an algorithm to extract certain color content from the image, with

certain smoothness constraint, it is very likely to obtain a good results for this particular

image. By trial and error, we find that the Cb component (blue-difference chroma

component) of the YCbCr color space is a suitable choice [5]. Indeed, in the Cb image,

using the scalar region based active contour in [9] gives the result shown in Figure 9(f).

Nevertheless, such choice is not generalizable to handle the other cases.

The method proposed in [29] is also tested and the result, in Figure 9(e), is consistent with

one shown in the original paper. It can be observed that some darker region of the beans are

not included in the output contour. Moreover, a piece of background is considered to be the

target.

7) Sea star—This testing image shares similar property as the previous one in that it seems

to be easy to segment by using the color information. Again by some testing, we found that

the hue component of the HSV color space is suitable for this case [5]. Consequently, using

the scalar Chan Vese active contour, we get the result in Figure 10(e).

For the graph based method, however, the high gradients of the texture stop the propagation

of the foreground region in the middle of its three legs. Indeed, it has already been observed

in Figures 4(c), 6(c), and 7(c), that the graph based method usually performs not so well for

the long narrow structures such as legs, in particular in these textural images. In fact,

theoretically, it many times is less expensive to cut the graph by directly connecting the tips

of the two legs, even if such path has a higher average weight (per edge). On the contrary, if

the cut goes along the leg, although the average weight is smaller, the longer total distance is

more likely to make such choice less probable. In such situations, one often needs fine tune

the method by drawing extra background seeds in the regions between the narrow structures,

and also more foreground seeds roughly following the center line of the narrow structures.

Such work needs to be done with care in the narrow area and is usually more time

consuming than drawing the boxes shown in Figure 11(a). It is noted that such long narrow

structure also posses difficulty for the active contour based algorithms. For example, it has

been studied in [60], and specially treated for tubular structure in [44]. However, in this

work, without those special treatment, the problem is solved quite satisfyingly.

8) Kangaroo—This image is selected for two reasons: First, we would evaluate how the

algorithm performs on more difficult long narrow structures, i.e., the arms and the legs of

the kangaroo. For this purpose, we see that the STAC correctly differentiate the two legs and
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the grass in between. However, especially for the right arm, the algorithm did not perform

very well.

In addition to that, the second purpose is to evaluate the capability of the STAC in handling

the situation where the foreground has larger color/texture/lumination variation than the

background. Indeed, in many segmentation tasks, because the background contains

“everything else”, it thus has larger photometric variation, and the target is usually of

relative smaller change. Such situation is in fact of benefit to the segmentation process

because usually the segmentation is driven by a pre-defined photometric model of the target.

Therefore, the simpler the target is, the easier it is to be modeled. However, the image here

does not fall into such category. Indeed, the background is rather monotonous with green

grass and a few earth whereas the foreground has large intensity ranging from very dark (on

the tail and the ear) to very bright (on the legs). Nevertheless, the proposed method is

symmetric over the foreground and the background, hence it does not rely on the assumption

that the foreground having less richer content than the background. As a result, such

capability is reflected in the successful segmentation in Figure 11(b).

B. Statistically analysis and choices for parameters

For reproducibility, the parameters used for the experiments in Section III-A are

summarized in Table I. Furthermore, the quality of segmentation was further quantitatively

measured by the Dice coefficient [14]. For the two sets,Ω 1 and Ω2 representing two

extracted regions, the Dice coefficient between them is defined as:

(8)

The Dice coefficient is in the range of [0, 1] and the closer it is to 1, the similar the two sets

Ω1 and Ω2 are.

Subsequently, in order to investigate how the parameter T (defined in Equation (2)) affects

the result, different values of it are tested and the results are compared with the human

ground truth provided in [42] by computing the Dice coefficients. The results are shown in

Figure 12. It can be seen that T being too larger or too small both reduce the segmentation

accuracy. Indeed, with a larger T, the representation capability increases for both

dictionaries. As a result, in the case where the textures of the target and the background are

similar, the error of reconstructing the target using the background dictionary would not be

so poor and vice versa. Hence, the strong contrast in the error-difference image is not

evident and the final segmentation accuracy decreases. On the other hand, when T is too

small, neither dictionary is able to get a good enough representation for the texture of its

kind. This also leads to a sub-optimal discriminating ability.

In addition to the sparsity term T, the texture representation capability is also affected by the

size of the patch. A too small patch would not be able to capture the textual information in

the target/background because texture by its nature is some pattern that repeats. However, if

the patch is too large, it may also include non-representative textual information. This is

especially evident at the boundary region. Hence, In order to quantify that effect, we vary
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the patch size and perform the segmentation to measure the corresponding change in the

Dice coefficient, as shown in Figure 13.

Furthermore, the above analysis is applied on all the test images in [42], and the median dice

coefficients are plotted in Figure 14.

The median, instead of the mean, is used in the previous case because there exist some

outlier cases where the algorithm does not perform very well. Those cases will be detailed in

the next section.

C. Quantitative evaluation

In order to further quantitatively evaluate the algorithm on larger variety of images, we

conduct the following experiments. The data set containing a total of 151 images is used

[24]. In order to perform consistent comparisons for the interactive methods which are

designed to take advantage of the flexibility of the user inputs, we utilize the segmentation

ground truth provided in [24]. More explicitly, for each testing image I : Ω ⊂ ℝ2 → ℝd and

its ground truth binary segmentation result T : Ω → {0, 1} where 1 indicates inside the

target and 0 means background, we first compute the areas of the target and background as

At and Ab, respectively. Then, a signed distance image τ : Ω → ℝ is constructed from T as:

(9)

where ∂T ⊂ Ω is the boundary of the target region and ‖ · ‖2 denotes the Euclidean norm.

Then, two levels Vt and Vb are chosen such that:

(10)

(11)

After that, the label image L(x) is defined as:

(12)

This label image, together with the original image I(x), are input to each of the algorithms

for comparison. It is noted that the construction of such input label image is for the purpose

of consistency across the different algorithms being tested. As a result, it may not be optimal

for the segmentation results. The average and standard deviation of the Dice coefficients for

all the 151 images are shown in Table II.

From Table II we can observe that the proposed STAC method has the highest Dice value

among the methods being compared. In addition to that, STAC has a much smaller variance

for all the testing images. In addition, for those testing images with strong texture, the

methods with texture modeling in their design (Gabor Texture, AM-FM, and STAC) in
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general outperform those algorithms that are faster but do not consider texture feature. This

is shown as the differences in the Dice value standard deviations in Table II. Due to the fact

that the input label images are not optimized for any of the methods being compared, the

Dice values are in general not as high as those reported in their respective original papers.

D. Initialization sensitivity evaluation

Good initialization is necessary for achieving good final segmentation. In this section, we

vary the initial input for those cases where good segmentations have been achieved, and

quantitatively measure how much the results changes/degrade with respect to the

degradation of the initial input. Among the 151 images tested, 39 of them achieved a Dice

score above 0.9, which are considered here as good. Then, their initial foreground/

background masks are shrunk. With less learning pattern, the results usually get worse. In

order to measure this process quantitatively, we conduct the following experiments. For

each input label image L(x) defined in Equation (12), two signed distance images τf and τb

are defined, respectively for the initial foreground and background regions, according to

Equation (9). The initial foreground region is shrunk by binarilizing τf at threshold αf < 0.

As αf decreases, the region {x|τf (x) ≤ αf} is also reduced. Until such region is unable to

enclose a single k × k pixel square patch, we denote the corresponding threshold to be .

Similarly for the background region, the critical threshold is denoted as . Then, a series of

label images Li (x) : i = 0,…, 9 are constructed as:

(13)

Note that L0 coincides with L in Equation (12). After that, each of the 10 label images Li is

used to initialize the segmentation and the resulting Dice values are recorded. Such

experiment is repeated for all the 39 images and their results are given in Table III.

In general, shrinking from the “good” initial label masks which result in Dice values greater

than 90%, the resulting Dice values drop slowly for approximately the initial 20% of the

process (i < 3). After that the performances degrade quickly. This test is also performed to

GrabCut, Gabor Texture, and AM-FM methods. For each i, the resulting 39 Dice values of

each of the three methods are compared with those from the proposed STAC algorithm

using a one sided t-test. At a p-value of 0.05, the hypothesis that STAC perform equally or

worse, is reject. Referring to the second row of Table II that STAC gives smaller standard

deviation in Dice values, this experiment demonstrates again that the proposed algorithm is

more robust to the large variation of different image types.

E. Active contour regularized clustering

We further compare the proposed algorithm with different clustering algorithm regularized

by the active contour method. Initially, four clustering algorithms had been considered: K-

means, normalized cut [55], mean shift [11], and affinity-propagation [21]. The idea is to

use the various clustering algorithms to perform an initial classification, and then use active

contour to regularize the resulting boundary between the foreground and background.
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However, one of the features of the mean shift and the affinity-propagation algorithms is

that the number of clusters is not required to be known a priori. Such flexibility, on the other

hand, makes the subsequent active contour regularization a difficult task. Because we are

focusing on the bi-segmentation cases and it is not clear how the multi-region active contour

is to be applied to such cases. As a results, the K-means and the normalized cut (NCUT)

algorithms are picked due to their ability to fix the number of clusters a priori.

For the K-means, two experiments have been conducted. First, the feature vector at each

pixel is simply the d-dimensional image values vector. In order to reduce the local minima

problem in K-mean clustering, multiple (103) trials are performed. In each trial, the initial

class centers are picked at random in their respective label regions. The purpose of such

configuration is to test the algorithm without incorporating the local neighbor textural

information. In the second experiment setup, for each pixel, the feature is a k2d-dimensional

q vector as defined in Section II-A where the image value at the k × k neighboring pixels are

all concatenated as a single vector. After the K-means clustering, similar to the proposed

STAC algorithm, at location (x, y) the error value e(x, y) as in Equation (6) is computed as

the eB − eF where eB is the distance from the feature vector at this location to the centroid of

the background class, and eF is the distance from the current feature vector to the centroid of

the foreground class. Such error image then drives the active contour evolution which gives

the final segmentation.

For the NCUT algorithm, two similar experiments have also been conducted, differed only

by the assignment of graph weights. That is, following [55], the image values is used in the

first experiment. While in the second test, the k2d-dimensional feature vector q as defined in

Section II-A is used to compute the weights on the graph. After the generalized eigen-

decomposition, the active contour regularization is carried out by performing the standard

Chan-Vese segmentation on the image form by the eigen vector corresponding to the

second-largest eigen value.

As shown in Table IV, those experiments utilizing the neighboring texture information result

in higher Dice values. This again demonstrated the necessity of incorporating the textural

information in the segmentation process.

F. Cases not working well

The algorithm starts with the user drawn box regions from which the texture is learned.

However, for certain target whose shape is narrow and curved, the box is not easy to draw.

As a result, the learning of the texture is affected and the subsequent segmentation

performance is impaired. One of such case is given in Figure 15. From that we can see the

curved and narrow shape of the snake makes the initial box difficult to be put, as a result, the

final segmentation is not well.

In such cases, those interactive segmentation schemes where the dots or strokes are used as

user input (or editing tool), for example in [3], [54], [58], [33], [49], may have more

advantage and better performance.
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IV. Conclusion and Future Work

In this work, we present a method to characterize the image texture utilizing the sparse

representation theory, and the usage of texture information in driving the active contour

evolution to perform the image segmentation tasks. In short, the user is asked to draw a few

boxes in the fore/background in the image and the texture dictionaries are constructed to

sparsely represent the characteristics within and out of the target. Then, an active contour is

evolved to optimize the fidelity of the representation provided by the dictionary of the target.

The algorithm is then tested on several representative images and compared with other well

known methods, to demonstrate the capability of the proposed algorithm in handling very

challenging images.

Future work will include extending the algorithm to higher dimension and wider image

types. In particular, most of the medical images are in 3D or even higher dimension, and the

texture provides much information about the health/pathology condition of the subject.

Therefore, the proposed method may provide good tools for the segmentation and

classification in the medical image analysis field.

Moreover, it is noticed that in [37] the dictionaries are learned by not only considering the

textures belonging to the current group but also the other groups. Doing this will improve

the discriminative capability of the dictionary and leading to better segmentation.

Furthermore, our method may be extended to extract multiple objects by employing the

Potts model [7].

Currently, when user input is updated, the entire dictionary is learned again and this is a time

consuming step. It is noted that several incremental dictionary construction researches have

shown a very promising direction for performance improvement [63], [40], [30]. Although

the main objective of this work is to demonstrate that coupling the two powerful tools,

active contour and sparse representation, into a common framework is a promising

technique for texture image analysis, we will further pursue in this incremental learning

direction to improve the time performance of the segmentation algorithm.

In addition to the improvement on the methodology, better user interface can be constructed

so that the initial regions can be drawn by user with better flexibility, instead of boxes as in

the current form. This will lead to the solution for the cases discussed in Section III-F.
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Fig. 1.
A preview for the result of the proposed segmentation method: (a) Original image. (b) Segmentation result.
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Fig. 2.
The learning of texture dictionaries from an image. (a) The zebra image. (b) The dictionary learned from the zebra region. (c)

The dictionary learned from the background, including sky and the grass, of the image.
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Fig. 3.
The image showing the necessity of using regularizer. (a) The initial boxes for target (solid) and background (dashed). (b) The

error-difference image e (c) Binary image by thresholding the error-difference image with 0. We see the noisy nature of e and

the necessity of regularizer in obtaining the final classification.
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Fig. 4.
Zebra image. (a) The initial boxes for target and background (b) Error-difference image (c) Result by Lazysnap (d) Result by

Vector valued CV (e) Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; blue: background) for the

grabCut in order to obtain the result in (h).
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Fig. 5.
Fish image. (a) The initial boxes for target and background (b) Errordifference image (c) Result by Lazysnap (d) Result by [53]

(e) Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; red: target) for the grabCut in order to obtain the

result in (h).
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Fig. 6.
Snow leopard image. (a) The initial boxes for target and background (b) Error-difference image (c) Result by Lazysnap (d)

Result by [29] (e) Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; blue: background; red: target) for the

grabCut in order to obtain the result in (h).
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Fig. 7.
Zebra image. (a) The initial boxes for target and background (b) Error-difference image (c) Result by Lazysnap (d) Result by

[53] (e) Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; blue: background; red: target) for grabCut in

order to get the result in (h).
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Fig. 8.
Lion image. (a) The initial boxes for target and background (b) Error-difference image (c) Result by [29] (d) Result by [53] (e)

Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; blue: background) for grabCut in order to get the result

in (h). It is noted that (b) has been shown in Figure 3 and is shown again for completeness.
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Fig. 9.
Bean image. (a) The initial boxes for target and background (b) Dictionary for the target (c) Dictionary for the background (d)

Error-difference image (e) Result by [29] (f) Result by Scalar valued CV in Cb component image in the YCbCr color space (g)

Result by GrabCut (h) STAC

Gao et al. Page 28

IEEE Trans Image Process. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Fig. 10.
Sea star image. (a) The initial boxes for target and background (b) Dictionary for the target (c) Dictionary for the background (d)

Error-difference image (e) Result by Lazysnap (f) Result by Scalar valued CV in the hue component image in HSV color space

(g) Result by GrabCut (h) STAC
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Fig. 11.
Kangaroo image. (a) The initial boxes for target and background (b) Error-difference image (c) Result by Lazysnap (d) Result

by [53] (e) Result by GrabCut (f) STAC (g) The seeds (green: target bounding box; blue: background; red: target) for the

grabCut in order to obtain the result in (h).
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Fig. 12.
Dice coefficient by varying the sparsity. The horizontal axis shows the sparsity used in the K-SVD and OMP. The vertical axis

is the Dice coefficient.

Gao et al. Page 31

IEEE Trans Image Process. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Fig. 13.
Dice coefficient (vertical axis) by varying the patch size (horizontal axis).
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Fig. 14.
The Median Dice coefficients for all the testing images. (a) Median Dice coefficients with different sparsity. (b) Median Dice

coefficients with different patch size.
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Fig. 15.
Due to the difficulty in giving the initial region for learning the texture, the segmentation performance is not well for this case.

(a) The original image with user initial boxes for target (solid) and background (dashed). (b) The error-difference image. (c)

Segmentation result.
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TABLE IV

Mean and standard deviation of the Dice values of groups the testing images with “clustering + active

contour”.

Dice K-means, 1st K-means, 2nd NCUT, 1st NCUT, 2nd

Mean 62.7% 77.0% 70.9% 79.1%

Std-dev 9.88% 8.54% 8.15% 7.47%
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