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Abstract

Computing the Orientation Distribution Function (ODF) from High Angular Resolution Diffusion Imaging (HARDI) signals makes it possible to determine the orientation of fiber bundles of the brain. The HARDI signals are samples measured from a spherical shell and thus require processing on the sphere. Past work on ODF estimation involved using the spherical harmonics or spherical radial basis functions. In this work, we propose three novel directional functions able to represent the measured signals in a very compact manner, i.e., they require very few parameters to completely describe the measured signal. Analytical expressions are derived for computing the corresponding ODF. The directional functions can represent diffusion in a particular direction and mixture models can be used to represent multi-fiber orientations. We show how to estimate the parameters of this mixture model and elaborate on the differences between these functions. We also compare this general framework with estimation of ODF using spherical harmonics on some real and synthetic data. The proposed method could be particularly useful in applications such as tractography and segmentation.

Details are also given on different ways in which interpolation can be performed using directional functions. In particular, we discuss a complete Euclidean as well as a “hybrid” framework, comprising of the Riemannian as well as Euclidean spaces, to perform interpolation and compute geodesic distances between 2 ODF’s.
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1. Introduction

The need for development of accurate diagnostic tools for predicting and monitoring cerebral and neurological diseases necessitate the invention of novel methods for imaging the structure of brain tissue along with physiological parameters of its parenchyma. Diffusion Tensor magnetic resonance Imaging (DTI) has become an important tool in this analysis. It essentially computes the probability for the displacement of water molecules within the fibers, under a Gaussian distribution assumption (also known as single tensor model). This model has been used quite successfully in quantitative analysis of abnormalities in the brain for diseases like Alzheimer’s and Schizophrenia [21]. Another useful application of DTI is in tractography, where the principal diffusion direction is used to trace fibers to determine the connectivity between different functional structures of the brain. However, the current state-of-the-art MRI machines acquire signals at a very low spatial resolution (order of 1–2 millimeters) so that each voxel in the image contains intricate multi-fiber crossings.
Additionally, the single tensor model is inadequate for resolving neural architecture in regions with complex fiber patterns. Further, in regions of fiber crossings, the interpretation of tensor anisotropy becomes complicated [37]. To capture the fiber crossings, i.e., to capture the multimodal nature of the diffusion process, an alternative technique called Diffusion Spectrum Imaging (DSI) was proposed [35,23,36]. DSI employs the Fourier relation between the diffusion signal and the diffusion function to measure the diffusion function directly by sampling on a 3D Cartesian lattice. This method addresses the problems plaguing DTI, but requires unacceptably long time durations to perform the sampling. It also requires large field gradients to satisfy the Nyquist condition for diffusion in nerve tissue.

To alleviate these problems, a different method has been proposed based on sampling on a spherical shell in diffusion wavevector space. This spherical sampling approach is referred to as HARDI (High Angular Resolution Diffusion Imaging) in the literature [35,2]. In the seminal work by Tuch [37], the author proposed a novel way to compute the orientation distribution function (ODF) by using the Funk-Radon transform (special case of spherical radon transform). The reconstruction of ODF from the measured HARDI signals (defined on the sphere) is referred to as Q-ball imaging. The ODF in a particular direction is computed by integrating the measured signal along the corresponding equator [37].

1.1. Related Work

Most of the current research is now focused on efficient and accurate computation of the ODF (diffusion ODF and fiber ODF) profiles from the measured signal. In [37,36], the author used the theory of radial basis functions (RBF) to interpolate the measured signal on the sphere and obtain a dense sampling on the sphere. For each direction, the ODF is computed by numerically summing the interpolated signal along the corresponding equator. The theoretical basis for this follows from the Funk-Radon transform as described in [37]. This method works quite well in practice, but requires a lot of coefficients (corresponding to an RBF centered at each chosen direction) to represent the ODF. Further, there is no natural way to determine the principal diffusion directions from the coefficients themselves and one would have to use other methods to determine the maxima of the ODF profile.

Apart from Tuch [37], numerous methods have been proposed. Specifically, Jansons et. al. [15] solves the problem in the Fourier domain using a maximum entropy parametrization, although their numerical approximations are sensitive to local minima and are not in general guaranteed to converge to global minima. Peled et. al. [13] use the coordinate frame of a single tensor fit to estimate two tensors residing in the resulting plane. It is not however known if the method can be extended to estimate more than two tensors. Recent work by Bergmann et. al. [7] provides a way to estimate the ODF profile by weighting each signal inversely with the distance from the equator. They further use a binary integer programming approach to estimate the different tensors from the computed ODF. While, the authors have shown nice results for 321 gradient directions, one would have to interpolate the measured signal (similar to work in [37]) if the sampling of the signal is sparse.

Recently, spherical harmonics were used in [11,27,9] to estimate the ADC (apparent diffusion coefficient) and diffusion ODF. This method works by first computing the coefficients of the spherical harmonic (SH) basis of order \( L \) that best fit the measured signal and subsequent modification of the coefficients to obtain the desired ODF. Given any bandlimited signal \( S \) defined on the sphere, one can write it as an expansion in terms of the SH basis as:

\[
S(\theta, \phi) = \sum_{l=0}^{L} \sum_{m=-l}^{l} c_{l,m} Y_{l,m}, \text{ for any direction } (\theta, \phi),
\]

where \( Y_{l,m} \) are the basis functions given by:
where $P_{l,m}$ is the associated Legendre polynomial which can be computed analytically [11]. The above equations can be written as a linear system of equations and $c_{l,m}$ can be computed using the Moore-Penrose pseudo inverse. To make the method robust to noise, the authors in [11] proposed a regularized version by adding a smoothness constraint. This method is very fast and robust to noise and has been used in applications like segmentation [10]. Nevertheless, this technique has a notable drawback in that, for an order $L_{SH}$, it requires $(l+1)(l+2)$ coefficients to represent it. Choosing low-order basis implies more smoothing and hence loss of sharp directional information, while high order basis will require a lot of coefficients to represent the ODF. Also, there is no direct way to relate the principal diffusion directions with the coefficients and one has to rely on finding the maxima to obtain the diffusion directions, which can be quite error prone in cases where a sharp maxima doesn’t exist.

Other approaches reported in the literature for estimating multi-fiber orientations are by [20, 29, 24, 33, 30, 28]. The authors in [24, 27] propose a generalized tensor model to represent fiber crossings (non-Gaussian diffusion) while Parker et al. [29] use a mixture of Gaussians model to represent multiple fibers at each voxel. Tournier et al. [33, 34] uses spherical deconvolution for ODF estimation with non-negativity constraint. Other variants of spherical deconvolution were proposed by [19, 1] to determine fiber orientation density. The authors in [18] assume a mixture of Bingham distributions to model the measured signal and use a Bayesian approach to find the parameters of this model. For clinical scans, a good comparison of many of the state-of-the-art methods can be found in [30]. The authors in [28], estimate a diffusion orientation transform to detect multiple diffusion directions whereas, [16] uses a mixture of Wishart distributions to represent fiber orientation distribution. The authors in [6, 14] propose to use a high-order tensor (HOT) to represent multi-fiber orientations. Recently, Leow et al. [22], proposed a probabilistic method for estimating the tensor distribution function.

Another related work is by McGraw et al. [25], where the authors propose ways to interpolate and compute distances between ODF’s. They, however, do not address the problem of computing the ODF from the measured signals, but assume the ODF’s to be precomputed using any known method. The known ODF is then represented as a mixture of von Mises-Fisher distributions, with the mixture parameters computed using an EM style algorithm [5].

Estimation of orientation distribution functions has been a topic of active research in the field of crystallography [31, 32]. The main objective of crystallographic texture analysis is to analyze patterns of preferred crystallographic orientation of a polycrystalline specimen given in terms of its ODF $f: SO(3) \rightarrow \mathbb{R}_+$. Thus, in crystallography, the function $f$ represents distribution on $SO(3)$, the space of 3x3 rotation matrices with determinant 1. The authors in [31], however, do not directly work in $SO(3)$, but instead use unit quaternions $q \in S^3$ to compactly represent any element in $SO(3)$. The ODF is now computed in terms of functions defined using quaternions.

In this work, we modify certain definitions of the density functions to be able to do processing on HARDI signals which are functions defined on $\mathbb{S}^2 \subset \mathbb{R}^3$. Thus, our goal is to be able to define a function $f: \mathbb{S}^2 \rightarrow \mathbb{R}_+$, which can compactly represent the measured signal. Many parametric distributions describing orientations on the sphere have been proposed [17]. In this work, we propose 3 different directional functions which can represent HARDI signals quite accurately. Further, we show a straight-forward and analytical way to compute the corresponding ODF. The analytical expressions so obtained are the well-known density
functions used in directional statistics, called the de la Vallee Poussin function (dlVP), the Watson density function and the von-Mises Fisher (vMF) function [31]. We will elaborate on each of these functions, and show some important differences between them. Each of these functions can represent orientation in a particular direction using 2 parameters, a concentration parameter $k$, and direction $m$.

To represent multi-modal distributions, we use a mixture model representation. Thus, to represent $l$ fibers one only requires $2l-1$ coefficients. This is one of the main advantages of the proposed method. We also present a novel energy functional to estimate the parameters of this mixture model. On a few synthetic and real data sets, we compare all of these methods with the one using SH and elucidate some key differences. Topics of interpolation and geodesic distances using a Euclidean framework and a “hybrid” framework are also discussed. In the hybrid framework, the embedding space of directional functions is assumed to be part Euclidean and part Riemannian. To the best of our knowledge, this is the first time, such directional functions have been proposed and used in medical imaging for orientation representation. We should once again note that, the work in [25] though related to this work, is quite different. The main focus of the work in [25] was interpolation using vMF mixture models and not estimation of ODF. The present work serves as the first step for the theoretical analysis given in [25].

1.2. Background

In DTI, the diffusion function $P(r)$, defines the ensemble averaged probability for a spin to undergo a relative displacement $r \in \mathbb{R}^3$ in the experimental diffusion time $\tau$. The orientation structure of such a diffusion function is commonly described using the ODF which is defined as

$$
\Psi(u) = \frac{1}{Z} \int_0^\alpha P(\alpha u) d\alpha,
$$

with $u$ being a direction on the unit sphere $S^2$, $\alpha$ a positive scalar and $Z$ is a normalization constant.

The basis for Q-ball imaging (QBI) is formed by the fact that the ODF $\Phi$ can be closely approximated by the Funk-Radon transform (special case of spherical radon transform) of the raw HARDI signal. The spherical Radon transform of a function $f$ centered at $v$ is given by [32,37]

$$
Rf(v) = \frac{1}{2\pi} \int_{c} f(g) dg
$$

(1)

where $G$ is the great circle spanned by $c$ such that $c^T v = 0$.

In diffusion weighted imaging, the image contrast is related to the diffusion of water molecules, where the measurements can be made sensitive to water diffusion along $n$ distinct spatial directions $u_1, \ldots, u_n$ on the sphere, such that a signal $S_1, \ldots, S_n \in \mathbb{R}$ is obtained for each direction. The model developed in [37,15] for multiple fibers relates the signals with the gradient direction in the following manner:
where \( w_j \) are non-negative weights summing up to 1, \( b \) is an acquisition specific constant, \( S_0 \) is signal intensity without diffusion sensitization, \( n_i \) is measurement noise and \( D_j \) is the \( j^{th} \) diffusion tensor. For synthetic experiments, we use this model to construct the ODF profiles. Figure 1 shows the surface \( S_i u_i \) for 1, 2 and 3 fiber orientations with 321 gradient directions.

Ignoring the noise, it has been shown in [37,11] that the ODF corresponding to this model is given by:

\[
RS(u_i) = \sum_{j=1}^{k} \frac{w_j}{Z} \frac{\pi b}{u_i^T D_j^{-1} u_i}.
\]

where \( Z \) is a normalizing constant. A note on notation: The Funk-Radon transform (FRT), also referred to as spherical radon transform (SRT) in this work, can be thought of as an operator on signals sampled on the sphere. Hence, a prefix \( R \) appearing in front of the function \( f \) would mean the Funk-Radon transform of \( f \), i.e., the ODF is represented as \( Rf \) in the remainder of this paper.

2. Directional Functions

Many directional functions have been used in the field of directional statistics to describe orientation data. A very nice and detailed survey is found in [17]. Most of these functions fall under the family of exponential densities. As a first step towards analyzing their utility for representing ODF’s, we propose two functions whose Funk-Radon transform turns out to be a special case of the following general directional function from the Fisher-Bingham family [17]:

\[
Rf(u) = A \exp \left( k_0 m^T u + u^T Bu \right),
\]

where \( A \) is a normalization constant, \( k_0 \) is a concentration parameter, \( m \) is the mean direction and \( B \) is a symmetric matrix. While one could use this general model to represent ODF’s, but the estimation of 9 parameters of the Fisher-Bingham function is not only difficult, but also very time consuming. Hence, we make some assumptions about some of the parameters, while estimating the rest. We will also propose a kernel that doesn’t belong to the exponential family, but which has very similar properties and has been used in crystallography.

The main thrust of this work is to propose an alternative representation to the spherical harmonics, namely, the directional functions and discuss some their properties. In this work, our goal is to represent the ODF with small number of coefficients, and hence we only discuss special cases of (4) rather than using the most general function with many more parameters.

2.1. The Watson function

For a single tensor model, there are three shapes of the diffusion tensor that any directional function should reasonably approximate, i.e., ellipsoidal, planar and spherical. Any diffusion tensor \( D \) can be decomposed as \( D = U \Lambda U^T \), where \( U \) is a rotation matrix and \( \Lambda \) is a diagonal matrix of eigenvalues \( \{\lambda_1, \lambda_2, \lambda_3\} \). The eigenvalues determine the shape of the tensor, for
example, if $\lambda_1 > \lambda_2 > \lambda_3$, the shape is ellipsoidal with the major axis of the ellipsoid pointing to the eigenvector corresponding to $\lambda_1$. This is one of the most commonly occurring cases and very useful in tractography and segmentation. Intuitively, this shape represents strong diffusion of water molecules along a particular direction. For $\lambda_1 = \lambda_2 \gg \lambda_3$, the shape is planar indicating diffusion along orthogonal directions and $\lambda_1 = \lambda_2 = \lambda_3$, the diffusion is isotropic (spherical).

For principal diffusion along a particular direction $\mathbf{m}$ (the ellipsoidal case), one can approximate the exponent in the model (2) as $-b\mathbf{u}^T D \mathbf{u} = -b\lambda_1 \mathbf{u}^T (\mathbf{m m}^T) \mathbf{u} = -b\lambda_1 (\cos(\theta))^2$, where $\theta = \cos^{-1}(\mathbf{m}^T \mathbf{u})$. Thus, for a single tensor, the model (2) can be approximated as

$$S_i = S_0 \exp(-b\lambda_1 \cos^2(\theta_i)) \theta_i = \cos^{-1}(\mathbf{u}_i^T \mathbf{m}).$$

We thus propose to model the measured signal using

$$W(\mathbf{u}_i) = C^{-1} \exp(-k\cos^2(\theta_i)) \theta_i = \cos^{-1}(\mathbf{u}_i^T \mathbf{m}),$$

where $C = \Gamma(0.5; 1.5; k)$ is the confluent hyper-geometric function [17] and acts as a normalization constant, $\mathbf{m}$ is the principal direction and $k$ is the concentration parameter that determines the degree of anisotropy of the diffusion. This directional function (5) can also represent other types of diffusion that a single tensor is capable of representing. For example, near isotropic diffusion is obtained by setting $k \to 0$, while ellipsoidal diffusion (as discussed above) is given by $k > 0$. Planar diffusion can be obtained by setting $k < 0$. Figure 2 shows the signal surface using the Watson function for 3 different values of $k$.

2.1.1. The Orientation Distribution Function—The ODF of the function (5) can be computed in a straightforward manner. As given in [37], the ODF is obtained by integrating over the equatorial component of the measured signal $S$. Thus, the ODF at a direction $\mathbf{u}_i$ is obtained by integrating the signal values along the corresponding equator using (1).

Mathematically, the ODF for the Watson function can be computed as follows:

$$\text{RW}(\mathbf{u}_i) = \frac{1}{2\pi} \int_0^{2\pi} \exp(-k |\mathbf{m}^T \mathbf{q}(t)|^2) dt$$

where $\mathbf{q}(t) = \{q_1 \cos t + q_2 \sin t | t \in (0, 2\pi)\}$ is a circle orthogonal to $\mathbf{u}_i$. $q_1$ and $q_2$ span the plane orthogonal to $\mathbf{u}_i$ and are given by:

$$q_1 = \frac{z \times \mathbf{z}}{|z \times \mathbf{z}|}; \quad z = [0 \ 0 \ 1]^T$$

$$q_2 = \frac{x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i)}{|x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i) \cdot x \times (\mathbf{u}_i^T \mathbf{u}_i)|}
$$

After some algebraic manipulations, equation (6) evaluates to

$$\text{RW}(\mathbf{u}_i) = \exp(c) I_0(\sqrt{a^2 + b^2})$$

where
\[ c = -\frac{1}{2}k[(\mathbf{m}^T \mathbf{q}_1)^2 + (\mathbf{m}^T \mathbf{q}_2)^2] \]
\[ a = -\frac{1}{2}k[(\mathbf{m}^T \mathbf{q}_1)^2 - (\mathbf{m}^T \mathbf{q}_2)^2] \]
\[ b = -k(\mathbf{m}^T \mathbf{q}_1)(\mathbf{m}^T \mathbf{q}_2) \]
\[ I_0(x) = \frac{1}{\pi} \int_0^{\pi} \cos(x \cos(t)) \cos(t) dt. \]

\[ (7) \]

\[ I_0(x) \text{ in the above equation is the well-known modified Bessel function of order 0. The expression for } c \text{ can be interpreted as the squared distance of the projection of } \mathbf{m} \text{ onto the plane orthogonal to } \mathbf{u}_i. \text{ Thus, } c \text{ can be reduced to the following form:} \]
\[ c = -\frac{k}{2} \sin^2 \theta_i; \quad \theta_i = \cos^{-1}(\mathbf{u}_i^T \mathbf{m}). \]

Thus, the exact closed form expression for the Watson ODF is given by
\[ \text{RW}(\mathbf{u}_i) = C^{-1} \exp\left(-\frac{k}{2} \sin^2 \theta_i\right) I_0(\sqrt{a^2+b^2}). \]

\[ (8) \]

From equations (8) and (5), it becomes clear that the ODF has a phase shift of \( \pi/2 \) with respect to its signal representation along with multiplication by a factor \( I_0 \). Computing \( I_0 \) is computationally very expensive, since \( \mathbf{q}_1 \) and \( \mathbf{q}_2 \) have to be computed for each sampling direction \( \mathbf{u}_i \) followed by integration over the circle. Thus, to reduce the computational burden, we assume \( I_0(\sqrt{a^2+b^2}) \approx 1 \) in the expression (8) and propose to use the following approximation for computing the ODF:
\[ \text{RW}(\mathbf{u}_i) \approx C^{-1} \exp\left(-\frac{k}{2} \sin^2 \theta_i\right). \]

\[ (9) \]

This assumption is well founded as can be seen in Figure 3, where we have displayed the actual and the approximated ODF. The approximate ODF estimates the values correctly close to the principal diffusion direction, but underestimates the values along the plane orthogonal. Our assertion is further confirmed from the Experiments Section, where we get reasonable estimates for the Mean-Squared Error (MSE) between the true ODF and using the approximation above (for an SNR of 10dB, MSE was around 2%). Figure 4 shows the measured signal and the approximated ODF for a diffusion direction \( \mathbf{m} \) and different values of \( k \). Notice the planar shape of the ODF corresponding to negative \( k \) value.

Once the principal diffusion direction \( \mathbf{m} \) and concentration parameter \( k \) are known, the ODF can be analytically computed using (9). We should however note that, this the first time equation (5) has been proposed to represent HARDI signals and a mathematical justification has been given for its use.

### 2.2. The von Mises-Fisher function

Another function that is commonly used to represent directional data is the von Mises-Fisher (vMF) distribution [17,5]. A phase rotated version can be used to represent the signal profile as follows:
where $A = \frac{k}{\text{constant}}$ is a normalization constant, $k \in \mathbb{R} \cup \{0\}$ is the concentration parameter and $m$ is the mean preferred direction. Using the analogy of the Watson function, where the ODF was approximated by a phase shift of $\pi/2$ from the signal representation, we propose to use the following for approximating the ODF:

$$R M f (u_i) = A \exp (k \cos \theta); \theta = \cos^{-1}(u_i^T m).$$

No closed form expression exists for computing the exact ODF by applying the spherical radon transform to (10). Further, numerically computing the exact ODF is computationally very expensive and hence we use the approximation above (11) analogous to the approximation of the Watson function discussed earlier. Equation (11) is the well-known von Mises-Fisher density function [17, 25]. Its a special case of (4) with $B = 0$. The authors in [25] have used this form to represent the ODF, while no details are given for going from the signal domain to the ODF domain. The above analysis now provides a complete framework for representing the measured signal and then analytically approximating the ODF using (11). Once again, the approximation we use is reasonable as will become clear from the Experiments Section 5.

2.3. The de la Vallee Poussin kernel (dlVP)

We seek a function that can approximate the measured signal closely (see Figure 1) along with the additional property that the estimation of the corresponding ODF is fast and accurate. This kernel was first introduced in the context of crystallographic texture modelling by Schaeben and its properties were enunciated in detail in [31]. This function does not belong to the general category of (4), but nevertheless has similar properties.

Let us assume a certain preferred direction of orientation given by $m \in \mathbb{S}^2 \subset \mathbb{R}^3$ at which we center the kernel. Then, the value of the kernel for a certain $k$ at any other location $u_i \in \mathbb{S}^2$ is computed using

$$V_k(u_i) = B \cos^{2k}(\omega_i);$$

$$\omega_i = \frac{\pi}{2} - \cos^{-1}(m^T u_i),$$

where $B$ is a normalization constant. This formulation of $\omega$ makes the kernel $V_k$ look like an “equatorial girdle”, which is what the signal profile looks like for a single diffusion direction; see Figure 1. Figure 5 shows the variation in surface shape for different values of $k$ and a fixed direction $m$. For single fibers, our goal was to be able to represent the surface in Figure 1 using the dlVP kernel and clearly, this formulation of $\omega$ above provides the right basis. Note that, this kernel is essentially one of the terms in the Taylor series expansion of the exponential in the vMF or Watson function. Thus, it is a special case of both the vMF and Watson directional functions.

2.3.1. Computing the ODF—The Funk-Radon transform (FRT) of $V_k$ evaluated at $u_i$ is computed by integrating the function along the great circle that lies in the plane orthogonal to $u_i$. Due to the complicated nature of the kernel, the FRT of this function does not reduce to a nice analytical expression. We thus, propose to approximate the ODF by applying a phase shift of $\pi/2$ as was mathematically obtained in the case of Watson function and was empirically used for vMF function. The ODF is thus given by

$$M(u_i) = M^f = A \exp (k \sin \theta); \theta = \cos^{-1}(u_i^T m).$$
A similar expression was obtained by Schaeben [31] in the context of crystallography. Thus, given a direction $\mathbf{m}$, equation (12) can be used to represent the signal $S_i$ sampled on the sphere and the corresponding ODF can be approximated analytically using (13). Figure 6(a) shows the signal and its corresponding ODF for different values of $k$.

The following table summarizes the representations of the three directional functions discussed in this work:

2.4. Differences between the directional functions

There are a few important differences between the dlVP, vMF and Watson functions. While all of them require only 2 parameters ($k, \mathbf{m}$) to describe them, the range and effect of $k$ is different. $k$ has to be strictly non-negative in the case of dlVP and vMF while for Watson function $k \in \mathbb{R}$. Thus, only the Watson function possess “tensor-like” properties as discussed earlier. Another crucial difference is in the computation of ODF. The dlVP and vMF functions, both require $\mathbf{m}$ and $-\mathbf{m}$ to be used explicitly to compute an anti-podally symmetric ODF:

$$RF = \frac{1}{2}(Rf(\mathbf{m}) + Rf(-\mathbf{m})).$$

This is not the case for the Watson function. The above property follows directly from the formulation of each of these directional functions. Further, there exists closed form expression for the computation of ODF using Watson function, while we can only empirically justify using the ODF expressions for vMF and dlVP kernel.

From the discussion above, it becomes clear that the Watson function is more suitable to represent ODF’s due to the lower computational complexity required, a nice mathematical justification and the fact that it presents an alternative to a single tensor model.

3. Mixture Models

Each of the directional functions can represent diffusion in one particular direction. To represent multi-modal diffusion, we will employ a mixture model given by:

$$F(\mathbf{u}) = \sum_{i=1}^{m} w_i f(\mathbf{u}|k_i, \mathbf{m}_i), \sum_{i=1}^{m} w_i = 1; w_i \geq 0;$$

where $f$ can be any of the directional functions (12, 5, 10) that can represent the measured signal. Since the spherical radon transform is linear, the corresponding ODF can be directly calculated using:

$$RF(\mathbf{u}) = \sum_{i=1}^{m} w_i RF(\mathbf{u}|k_i, \mathbf{m}_i).$$

Hence, any ODF with $m$ principal fibers can be uniquely represented using $2m-1$ coefficients. Estimation of the parameters of this mixture model is an area of active research [5,17,25]. In [5], the authors use an EM algorithm to jointly estimate $\{w_i, k_i, \mathbf{m}_i\}$ for a vMF distribution.
The authors in [25], for the first time, applied this method for estimation of the ODF parameters. The EM algorithm can work well, only if one somehow removes the antipode of each principal direction from the samples, i.e., one needs to fold the ODF along the plane of symmetry and then sample from this folded ODF. This, in turn, would require knowledge of the principal directions; a classic case of chicken-and-egg problem. To alleviate this ambiguity, the authors in [8] have used a 5D representation of a 3D vector which does away with the need to remove antipodal samples.

Our goal in this work is to estimate the mixture model parameters in the signal domain itself. The EM algorithm presented in [5] cannot be directly applied for this task. Hence, we take a different route and propose to minimize the following energy to estimate these parameters:

\[
E(w, k, m) = \| S(u) - \sum_{i=1}^{m} w_i f(u|k_i, m_i) \|^2 \\
- \gamma_1 \sum_{i=1}^{m} \log(w_i) + \gamma_2 \left(1 - \sum_{i=1}^{m} w_i\right)^2,
\]

where the norm in the first term is computed for all measurement directions \( u \) and \( S \) is the measured signal. The first term penalizes discrepancies between the measured signal and the estimation, the second term ensures that all the weights are greater than 0, while the third term enforces their summation to be 1. A similar energy function was proposed in [26], to estimate the parameters of the vMF distribution. There are a few differences which we note: 1) Since we are working in the signal domain, we do not need to explicitly account for the antipodal directions as was done in [26]. 2) We do not add an extra constraint to ensure \( k \) is positive since: a) the first term itself will be very high if a negative \( k \) is chosen for dLVp and vMF functions, b) negative values of \( k \) are valid choices in the case of Watson function. The energy (15) can be minimized using the Levenberg-Marquardt solver.

Since we use least squares to estimate the model parameters, the noise model is Gaussian. However, MR images exhibit Rician noise model which could be exploited in the estimation process as done by [4] very recently for spherical harmonic estimation.

Figure 7 shows the signal and ODF profile for 2 fiber directions.

4. Metrics for Directional Functions

Now that one can estimate the parameters of the mixture model, an important requirement is to be able to interpolate and compute distances between 2 ODF’s. The authors in [25,26] have proposed a Riemannian framework in the space of vMF distributions to accomplish these tasks. In what follows, we will show that similar results can be obtained by assuming that \( k, m \) lie in linear vector spaces.

Any directional distribution can be specified by 2 parameters, \( k \in \mathbb{R}_+ \cup \{0\} \equiv \mathbb{R}_{0+} \) - the concentration parameter and \( m \in \mathbb{S}^2 \subset \mathbb{R}^3 \), the principal direction. For the sake of simplicity, let us begin by assuming only 1 fiber orientation. Let \( O_1 = (k_1, m_1) \) and \( O_2 = (k_2, m_2) \) be 2 ODF’s. The ODF’s can be thought of as lying in the product space \( \mathbb{R}_{0+} \times \mathbb{R}^3 \). Depending on the metric one endows upon \( k \) and \( m \), one can compute geodesic distances between 2 ODF’s. In [25], the authors showed some interpolation results assuming \( m \) as an element of \( \mathbb{S}^2 \) leading to a Riemannian framework. If we assume a Euclidean framework with \( m \in \mathbb{R}^3 \), we get the following expressions for linear interpolation:

\[
k_i = k_1 + (1 - t)k_2, m_i = m_1 + (1 - t)m_2.
\]
where \( O_t = (k_t, m_t) \) represents the interpolated ODF for a given \( t \).

Since one can also represent an ODF using SH, the coefficients of the basis can also be directly used for interpolation. The coefficient vector \( c = [c_1, c_2, \ldots, c_m] \) is an element of \( \mathbb{R}^m \), and can be interpolated using linear methods. Figure 8 shows interpolation between 2 single fiber ODF’s using spherical harmonics of order 4. Notice that, at 50% interpolation, the ODF has now become multi-modal. This is not a desired effect, since the number of fibers should not change during interpolation.

Figure 9 shows interpolation of the same 2 ODF’s using the Watson function and linear interpolation as described earlier. Since the interpolation is in the parameter space, similar results are obtained for \( dlVP \) and \( vMF \) functions. Figure 10 shows a plot of \( GFA \) (for spherical harmonics) and \( GFA_w \) (for Watson function) during interpolation (See Appendix A for details on \( GFA \) and \( GFA_w \)). The values for \( GFA \) dip and rise back again by a significant amount during interpolation. This is another clinically undesirable effect of interpolation using SH. Using negentropy \( -H^2(X) \) (see Appendix A) as a measure of anisotropy (for Watson function) gives results similar to that of \( GFA_w \).

### 4.1. Geodesic Distance

If \( R_1 \) and \( R_2 \) are 2 metric spaces and \( x_1, y_1 \in R_1 \) and \( x_2, y_2 \in R_2 \), then the metric for the product space \( R_1 \times R_2 \) is given by \( d^2((x_1, x_2), (y_1, y_2)) = d^2(x_1, y_1) + d^2(x_2, y_2) \); see [3] for details. This result can be used to formulate geodesic distances between 2 directional functions. As noted earlier, we endow a Euclidean metric on \( k \) and \( m \). Thus, for the case of single fiber, the distance between \( O_1 = (k_1, m_1), O_2 = (k_2, m_2) \) can be computed using

\[
d_e(O_1, O_2) = \sqrt{||k_1 - k_2||^2 + ||m_1 - m_2||^2}.
\]

Note: \( ||m_1 - m_2||^2 = 2 - 2 \cos(\beta) \), where we have used the fact that \( ||m_1|| = ||m_2|| = 1 \). A word of caution while computing \( \beta \): since the ODF is antipodally symmetric, the angle \( \beta \) should be computed using \( \beta = \min(\angle m_1, m_2, -\angle m_1, m_2) \). Thus the geometry of the problem imposes the range for \( \beta \) to be \( \beta \in [0, \pi/2] \). This fact was not mentioned or investigated in [25], but one has to use the above definition of \( \beta \) in the Riemannian framework as well.

On the other hand, if one endows a Riemannian metric on \( k \in \mathbb{R}_+ \) and a Euclidean metric on \( m \), then one obtains the following measure for geodesic distance:

\[
d_{hyb}(O_1, O_2) = \sqrt{\left(\frac{k_1}{k_2}\right)^2 + ||m_1 - m_2||^2}.
\]

This “hybrid” measure is equivalent to the complete Riemannian measure obtained in [25] for the case of single fiber. The concentration parameter \( k \) plays an important role in computing distances. If difference between \( k_1, k_2 \) is large, then the first term in \( d_e \) dominates the distance, while the response of the first term in \( d_{hyb} \) is relatively muted due to the log function. On the other hand, if either of \( k_1, k_2 \) is close to zero, the first term in \( d_{hyb} \) completely dominates the distance measure while the effect is not as drastic in the case of \( d_e \). Further, the \( k \) values have to be strictly greater than zero in the case of \( d_{hyb} \).

Interpolation is also quite straightforward and fast in the hybrid metric space:
Figure 11 shows interpolation using both the linear and hybrid methods.

4.2. For Mixture Models

One can directly extend the results of interpolation and geodesic distances for multi-fiber orientations represented using mixture models. Let $O_1[w_1^i,k_1^i,m_1^i]_{i=1}^h$ and $O_2[w_2^i,k_2^i,m_2^i]_{i=1}^h$ represent 2 ODF’s. If we assume that $O_1$, $O_2$ lie in the product space $(\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^3)^h$, then we can use the following expressions to interpolate and compute distances:

\[
O_t = \begin{bmatrix}
w_1^i \\
k_1^i \\
m_1^i 
\end{bmatrix} + (1-t) \begin{bmatrix}
w_2^i \\
k_2^i \\
m_2^i 
\end{bmatrix};
\]

\[
d_{\text{hyb}}^g(O_1,O_2) = \sqrt{\| w_1^i - w_2^i \|^2 + \| k_1^i - k_2^i \|^2 + \| M_1 - M_2 \|^2},
\]

where $w_i = [w_1^i,...,w_h^i]^T,k_i = [k_1^i,...,k_h^i]^T$ and $M_i = [m_1^i,...,m_h^i]^T$. Once again, care should be taken to choose the appropriate $m_i$ or $-m_i$ as was described for the single fiber case in section 4.1.

As was the case with single fibers, one can endow different metrics on $k$, $w$ and $m$ to obtain different expressions for interpolation and geodesic distances. For example, one could assume $k$ to lie in a Riemannian space, while the other two parameters could still lie in the Euclidean space leading to the following expression for geodesic distance:

\[
d_{\text{hyb}}^g(O_1,O_2) = \sqrt{\| w_1^i - w_2^i \|^2 + \sum_{i=1}^h \left( \log \frac{k_1^i}{k_2^i} \right)^2 + \| M_1 - M_2 \|^2}.
\]

Interpolation can be performed in a linear fashion for $m$ and $w$, while Riemannian interpolation is performed for $k$ as was shown for the single fiber case.

If we assume that the square root of the weights $\{\sqrt{w_i^h}\}_{i=1}^h$ lie on a hypersphere $\mathbb{S}^{h-1}$ and $m \in \mathbb{S}^2$, one obtains the product space $\mathbb{S}^{h-1} \times (\mathbb{R}_+ \times \mathbb{S}^2)^h$. This was the space used in [25] for interpolating vMF mixture models. A detailed comparative analysis of each of these metrics and interpolation techniques highlighting the advantages and disadvantages of each is outside the scope of this work.

4.3. Resolving Ambiguities in Interpolation

The following analysis is valid for all of the product spaces of directional functions defined earlier. For the sake of simplicity, we will only consider linear interpolation. Interpolation is an important aspect of processing medical data. In particular, one may require to upsample or downsample the acquired data, which in turn requires interpolation. The drawbacks of using spherical harmonics for interpolation were highlighted earlier.

Now we show some inherent ambiguities in case one wants to use the directional functions for interpolation. Figure 12 shows two valid ways in which the ODF’s could be interpolated.
the top row, interpolation proceeds by rotation in counterclockwise direction, while in the bottom row, interpolation is done by rotation in clockwise direction. This situation occurs due to the following ambiguity in estimation of the principal direction $\mathbf{m}$ in the mixture model. Let $(\mathbf{m}_1, \mathbf{m}_2)$ be the principal directions that represent ODF $O_1$, $O_2$ respectively. ODF $O_1$ can also be obtained using $\hat{O}_1=(\mathbf{m}_1, \mathbf{m}_1)$. Thus, $O_1$ and $\hat{O}_1$ represent the same ODF, but if one performs interpolation using $O_1, O_2$, the top result in Figure 12 is obtained, while interpolation using $O_1, \hat{O}_2$ gives the bottom results. One way to resolve this ambiguity is to look at the neighbors and then choose the appropriate direction. Thus, interpolation will depend on the local neighborhood of the voxel in question.

Another situation in which ambiguity occurs is shown in Figure 13. The lines represent principal directions of the mixture models. If interpolation is performed between corresponding components of $(a_1, b_1)$ and $(a_2, b_2)$, correct results will be obtained. However, switching the ordering in the first mixture model will result in interpolation between the components of $(b_1, a_1)$ and $(a_2, b_2)$, i.e., interpolation is performed between $b_1 \leftrightarrow a_2$ and $a_1 \leftrightarrow b_2$. This will obviously result in an incorrect interpolation.

In this case, simple calculation can show that the angle between the principal directions of the interpolated result $O_t$ will first decrease and then increase. This is quite unnatural. Thus, to perform correct interpolation, one should always check to make sure that the angle between the principal directions of $O_t$ are either monotonically increasing or decreasing. If this is not the case, make the appropriate change in the ordering of the components of the mixture model.

5. Experiments

5.1. Unimodal Case

In this section, using some synthetic experiments for a 1 tensor model, we compare the representation ability of the directional functions with that of spherical harmonics of a certain order $L = 8$. In particular, for spherical harmonics, we will use the method given in [11] with the regularizing parameter to compute an ODF. The signals were generated using the model (2) and the true ODF was obtained using (3). We compute the MSE (mean squared error) given by

$$MSE = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\| S(i) - \overline{S(i)} \|}{\| S(i) \|} \right)^2,$$

where $S(i)$ is the $i_{th}$ true signal and $\overline{S(i)}$ is the $i_{th}$ estimated signal. Rician noise was added to obtain a signal with SNR = 10 dB. 81 gradient directions were used. We also computed the Mean Angle Error (MAE) in degrees for the estimated ODF, which is the average error in the estimation of principal diffusion direction. Note that, typically, the angle error is more when the diffusion directions are very close versus if they are more than 45 degrees apart. For the spherical harmonics, we used a thresholding mechanism to compute the principal directions (ODF maxima) on a tessellation of 642 points on the sphere (where the minimum angle between two adjacent points is 8 degrees).

For the planar case (only the Watson function can be used), we used the following values to generate the signal (2): $b = 1000$ and eigenvalues of $1e^{-6}\{4000, 4000, 1000\}$. 1000 samples were generated with random orientation. The MSE between the true signal and estimated signal was 0.1183, while MSE between the corresponding ODF was 0.0242. The MSE for the estimated ODF using spherical harmonics of order 8 was 0.0034.
For the ellipsoidal case, the signal was generated with eigenvalues of $1e^{-6}\{1700, 300, 300\}$ with the same $b$-value as earlier. The following table gives MSE for 1000 random samples:

For the directional functions the standard deviation of MSE was around 0.0003 while for SH it was 0.0001. It is clear that SH perform better in terms of the MSE whereas the directional functions perform better when finding principal diffusion directions. This is because, the ODF’s computed using SH are much more smooth compared to the directional functions. Note that, one has to use a separate mechanism to find the diffusion directions in the case of SH, whereas with the directional functions, this is already inherent in the model itself.

In the case of MSE, the spherical harmonics use many more coefficients (45 for order $l = 8$) and hence more degrees of freedom to move the ODF surface, resulting in lower MSE error. For the directional functions, the support is global and only one parameter, the scaling $k$ parameter, really controls the ”shape” of the ODF, thus resulting in slightly more MSE.

5.2. Multi-Modal Case

Assuming two fiber crossings, we used a mixture of two directional functions. 1000 samples were randomly generated with an SNR of 10dB. MSE for this case is listed in the following table:

Once again, the SH does better in terms of the MSE, but performs poorly in terms of estimation of the principal diffusion direction (PDD). We should however note that, we computed the PDD by simple thresholding and that methods such as the one described in [12] could be used for better accuracy. Among the directional functions, the Watson function performs better than the others because of the simple fact that it has a closed form solution for computing the ODF, whereas the other functions are only approximations.

Figure 14, 16 and 17 shows the estimated ODF for real data using all the directional functions with a mixture of 4 components. Although, one could use more components in the mixture, in general, a mixture of 4 gave reasonably good approximations of the measured signal. Thus, we have assumed a maximum of 4 fiber crossings. The data set had 110 gradient directions with a b-value of 1000. The values for $\gamma_1$ and $\gamma_2$ in equation (15) were empirically chosen to be 0.25 and 1. For SH, an order $L = 8$ expansion was used. Figure 15 shows a closer view of the rectangular region indicated in Figure 14(a)–(d). Figure 14(f) shows visualization using the GFA scaled min-max normalization of Tuch [37].

The following table gives the mean squared error (MSE) in the estimation of the signal for the real data shown in Figures 14,16,17. Note that, the error computations are for the signal only, since the true ODF is not known. Further, care should be taken in interpreting these results, since lower error does not necessarily imply better estimation since the signal contains measurement noise, which should be removed by a good estimator.

6. Discussion

In this work, we have proposed three different directional functions capable of representing the measured HARDI signals compactly. We have shown a straightforward way to compute their corresponding ODF’s. In particular, the Watson function is capable of representing shapes similar to that of a diffusion tensor but with only 3 coefficients. A generalized measure of anisotropy was also proposed for such a function. In our experiments, we also compared the ability of the Watson function to represent ellipsoidal and planar shapes. Two other directional functions were also presented, namely, the von Mises-Fisher (vMF) and de la Vallee Poussin (dVP) functions. Based on the error estimates and the fact that there is a nice mathematical formulation of the ODF, the Watson function is a better choice for representing ODFs.
A mixture model was used to represent multimodal ODF’s and a novel energy was proposed to compute the corresponding parameters. We also presented multiple ways to perform interpolation between 2 ODF’s along with formulae to compute geodesic distance in the appropriate spaces. Additionally, we showed the disadvantages of using spherical harmonics for interpolation along with some natural advantages of using directional functions instead. Furthermore, some typical ambiguities that may result while performing interpolation were discussed and solutions were suggested to resolve those.

Nevertheless, there are some open areas of research in the mixture model framework proposed here. First, the estimation of the parameters of the mixture model is slow (around 1 sec per voxel) and necessarily depends on the starting point, thus making it susceptible to local minima. Second, a rigorous analysis of the interpolation techniques proposed in this paper needs to be done. Third, we are working on coming up with a measure of generalized anisotropy for the mixture model, defined only in terms of $k$, but which is strongly correlated to the measure $GFA$.

We should also note that, while validation can be easily performed on synthetic data (as was done in this work), there is no established way to validate the results on real data sets (since the ground truth is typically not available), although some work has been done in this direction in [38].

**Acknowledgements**

The authors would like to thank Marc Neithammer for interesting discussions on this topic. This work was supported in part by a Department of Veteran Affairs Merit Award (Dr. M Shenton, Dr. R McCarley), the VA Schizophrenia Center Grant (RM, MS) and NIH grants: P41 RR13218 (MS), K05 MH 070047 (MS), 1 P50 MH080272-01 (MS), R01 MH 52807 (RM), R01 MH 50740 (MS) and NA-MIC (NIH) grant U54 GM072977-01 (Dr. Ron Kikinis).

**References**


Med Image Anal. Author manuscript; available in PMC 2009 June 1.
Appendix A. Anisotropy Measures

Anisotropy measures play an important role in all clinical applications. For a single tensor model, the fractional anisotropy (FA) is widely used. For the multi-fiber case, we use the Generalized Fractional Anisotropy (GFA) measure as defined in [37]:

\[
GFA = \frac{\text{std}(R_f)}{\text{rms}(R_f)}.
\]

This measure is quite general and can be used for any model capable of representing ODF’s. There do, however, exist other measures of anisotropy some of which we discuss below.

A.1. Single Tensor Case

Since the Watson function can also be used to model diffusion in a similar way that a single tensor does, we propose a way to compute anisotropy of the single fiber ODF, which is very useful in clinical applications. The anisotropy in (9) only depends on the parameter \( k \). The fractional anisotropy (FA) for single tensor depends on all the three eigenvalues and there is no direct way to relate these with \( k \). We therefore propose a new measure of GFA for the Watson function as follows:

\[
GFA_w = 1 - \exp(-a|k|),
\]

where \( a \) is a constant. Like FA, this function is guaranteed to be between 0 and 1. The constant \( a \) is determined as the minimizer of: \( \| GFA - GFA_w(a) \|_2^2 \) over a typical range of values for \( k \). Figure A.1(a) shows a plot of \( GFA_w \) and GFA for \( a = 1/3.9 \) which is the optimal value for \( k \in [-10, 20] \).

Alternatively, one could use the Renyi entropy defined as

\[
H_\alpha(X) = \frac{1}{1-\alpha} \log \left( \sum_x P(x)^\alpha \right)
\]

as a measure of anisotropy. Closed-form expression can be obtained for \( \alpha = 2 \):
Figure A.1(b) shows a plot of the neg-entropy \(-H_2(X)\) for various values of \(k\). Although, the range of \(-H_2(X)\) does not lie in \([0, 1]\), it gives a good measure of departure from isotropy. For the entropic measure, no parameters have to be chosen (\(a\) had to be estimated for computing \(GFA_w\)). However, one has to resort to numerical techniques for computing the confluent hypergeometric function in the expression of \(H_2(X)\).

In the discussion above, we have only talked about anisotropy measures for the Watson function, since its the only function capable of representing all shapes similar to that of a single tensor.

**A.2. Multi-Fiber Case**

For the mixture-model representation using dLVP and Watson functions, closed-form solution for negentropy \(-H_2(X)\) does not exist. The expression for entropy for the vMF mixture was derived in [26]:

\[
H_2(X) = -\log \left( \int_0^{2\pi} \int_0^\pi P(x)^2 \sin(\theta) d\theta dx \right) = -\log \left( \frac{\Gamma (0.5, 1.5, 2k)}{\Gamma (0.5, 1.5, k)} \right)
\]

(A.2)

Further, deriving an expression similar to that of \(GFA_w\) for a mixture model is a topic open to research.

**Appendix B. Duals of Watson function**

There exists a dual for the Watson function (5) introduced earlier. In this dual form, the signal is given by

\[
W(u_i) = C^{-1} \exp\{ksin^2\theta_i\}; \quad \theta_i = \cos^{-1}(m^T u_i).
\]

(B.1)

The approximate ODF can be calculated by a phase shift of \(\pi/2\) as was discussed earlier:

\[
RW(u_i) = C^{-1} \exp\{kcos^2\theta_i/2\}.
\]

(B.2)

These functions we call the duals of the Watson function, since they can be alternatively used instead of (5) and (9) to represent the signal and ODF respectively. The main difference in these expressions is a change in the minus sign along with a phase shift of \(\pi/2\). Note however that, one needs to normalize the duals so that the range of \(W\) and \(RW\) lies in \([0, 1]\). The estimation of the parameters \(m\) and \(k\) stays exactly the same as was done for the Watson function.
Fig. 1.
The surface $S_{u_i}$ for 1, 2 and 3 fibers (left to right) with 321 gradient directions.
Fig. 2.
The surface $S_{\omega_i}$ for $k = 5, 0.0001, -5$ respectively (left to right).
Fig. 3.
The actual ODF surface (blue) and the approximate ODF (red) for $k = 4, 3$ respectively (left to right).
Fig. 4.
The signal surface (blue) and the corresponding ODF (red) for $k = 5, 0.0001, -5$ respectively (left to right).
Fig. 5.
The dIVP kernel for different values of $k = 2, 6, 14, 35$ (left to right).
Fig. 6.
(a) The Signal (blue) and the corresponding ODF (red) for \( k = 2, 6, 14, 35 \) (left to right). (b) Shows the support of the kernel for different values of \( k \). x-axis is the angle in degrees, while y-axis gives the value of the kernel (12). Note the decrease in support as \( k \) increases.
Fig. 7.
The signal (blue) and the estimated ODF (red) for 2 fiber orientations.
Fig. 8.
Interpolation between 2 orthogonal ODF’s (single fiber) using SH of order 4. The ODF along y-axis is being interpolated into the one aligned along x-axis (blue).
Fig. 9.
Interpolation between 2 orthogonal ODF’s (single fiber) using Watson function.
Fig. 10.
GFA (solid line) for interpolation using SH, $GFA_w$ (dotted line) for interpolation using Watson function
Fig. 11.
Fig. 12.
Two valid ways in which the 2 fiber ODF’s could be interpolated.
Fig. 13.
Ambiguity occurs if ordering of the components of mixture model is changed.
Fig. 14.
Estimated ODF for real data with 110 gradient directions. The ROI (genu of the corpus callosum) is taken from the color coded DTI slice shown in (e). In (f), ODF has been visualized using the min-max normalization as given in [37]. A zoomed version of the rectangular region shown in (a)–(d) can be seen in Figure 15.
Fig. 15.
Closer view of the rectangular region shown in Figure 14(a)–(d).
Fig. 16.
Estimated ODF for real data with 110 gradient directions. The ROI is taken from the color coded DTI axial slice shown in (e). Visualization is done using the min-max normalization and overlayed on the GFA image.
Fig. 17.
Estimated ODF for real data with 110 gradient directions. The ROI is taken from the color coded DTI coronal slice shown in (e). Visualization is done using the min-max normalization and overlayed on the GFA image.
Fig. A.1.
(a) Anisotropy measures $GFA$ (dotted line) and $GFA_w$ (solid line). x-axis is range of $k$. (b) Anisotropy measure $-H_2(X)$ for different values of $k$. 
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Table 1

<table>
<thead>
<tr>
<th>Function</th>
<th>Signal</th>
<th>ODF</th>
</tr>
</thead>
<tbody>
<tr>
<td>dIVP</td>
<td>$B \sin^{2i}(\theta_i)$</td>
<td>$B \cos^{2i}(\theta_i)$</td>
</tr>
<tr>
<td>Watson</td>
<td>$C^{-1} \exp(-k \cos^2 \theta_i)$</td>
<td>$C^{-1} \exp(-\frac{k}{2} \sin^2 \theta_i)$</td>
</tr>
<tr>
<td>vMF</td>
<td>$A \exp(k \sin \theta_i)$</td>
<td>$A \exp(k \cos \theta_i)$</td>
</tr>
</tbody>
</table>

where $C = \frac{1}{\Gamma(1.5; 1.5; k)}$, $\tilde{A} = \frac{1}{\sinh(1)}$, and $B$ are normalization constants.
Table 2

MSE for unimodal orientation

<table>
<thead>
<tr>
<th>Function</th>
<th>MSE(signal)</th>
<th>MSE(ODF)</th>
<th>MAE(ODF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watson</td>
<td>0.0612</td>
<td>0.0165</td>
<td>7.4 ± 3.1</td>
</tr>
<tr>
<td>vMF</td>
<td>0.0758</td>
<td>0.0768</td>
<td>8.3 ± 3.9</td>
</tr>
<tr>
<td>dlVP</td>
<td>0.0720</td>
<td>0.0800</td>
<td>8.1 ± 4.2</td>
</tr>
<tr>
<td>SH</td>
<td>0.0132</td>
<td>0.0126</td>
<td>10.3 ± 5.8</td>
</tr>
</tbody>
</table>

Med Image Anal. Author manuscript; available in PMC 2009 June 1.
Table 3

MSE for multimodal orientation

<table>
<thead>
<tr>
<th>Function</th>
<th>MSE(signal)</th>
<th>MSE(ODF)</th>
<th>MAE(ODF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watson</td>
<td>0.0771</td>
<td>0.0174</td>
<td>8.3 ± 2.9</td>
</tr>
<tr>
<td>vMF</td>
<td>0.0852</td>
<td>0.0668</td>
<td>9.1 ± 3.7</td>
</tr>
<tr>
<td>dlVP</td>
<td>0.0724</td>
<td>0.0702</td>
<td>13.3 ± 4.1</td>
</tr>
<tr>
<td>SH</td>
<td>0.0053</td>
<td>0.0048</td>
<td>18.6 ± 5.2</td>
</tr>
</tbody>
</table>
Table 4
MSE(signal) for real data

<table>
<thead>
<tr>
<th>Function</th>
<th>Fig. 14</th>
<th>Fig. 16</th>
<th>Fig. 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watson</td>
<td>0.0213</td>
<td>0.0327</td>
<td>0.0405</td>
</tr>
<tr>
<td>vMF</td>
<td>0.0295</td>
<td>0.0392</td>
<td>0.0503</td>
</tr>
<tr>
<td>dlVP</td>
<td>0.0724</td>
<td>0.0581</td>
<td>0.0568</td>
</tr>
<tr>
<td>SH</td>
<td>0.0190</td>
<td>0.0233</td>
<td>0.0259</td>
</tr>
</tbody>
</table>