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Graphene is an ideal thin membrane substrate for creating molecule-scale devices. Here we demonstrate a scalable method for creating extremely small structures in graphene with atomic precision. It consists of inducing defect nucleation centers with energetic ions, followed by edge-selective electron recoil sputtering. As a first application, we create graphene nanopores with radii as small as 3 Å, which corresponds to 10 atoms removed. We observe carbon atom removal from the nanopore edge in situ using an aberration-corrected electron microscope, measure the cross-section for the process, and obtain a mean edge atom displacement energy of 14.1 ± 0.1 eV. This approach does not require focused beams and allows scalable production of single nanopores and arrays of monodisperse nanopores for atomic-scale selectively permeable membranes.

Ion beam irradiation | atomic displacement | electron microscopy

Fabricating device structures with the precision of single atoms has long been a goal of nanoscale science (1). The recent advent of graphene (2, 3) provides an ideal thin membrane substrate to achieve this goal. Solid-state nanopore devices in thin membranes are of particular interest because they allow the localization, detection, and characterization of single DNA or protein molecules (4, 5). Nanopores in graphene extend this capability to transellcocrtoe sensors and permeable membranes with atomic-scale resolution (6). But the development and wide-scale application of such devices is severely limited by the need for atomically focused beams for their fabrication (7, 8). Here we show how nanopores in graphene can be fabricated with atomic precision without the need for such focused beams.

From the study of electron and ion beam-induced damage in graphene-based materials, it is known there is a minimum recoil energy required to remove an atom from the interior of the lattice, called the displacement energy \(E_d\) (9–11). This threshold entails a minimum kinetic energy for the incident particle to displace an interior atom. There is some controversy over the precise displacement energy for an atom in a graphene lattice (10–15), but experiments have clearly shown that 60 and 80 keV electrons are below this threshold (16, 17). Topological defects that do not involve carbon atom removal may also be transiently induced in graphene (18).

Recently experiments have also shown that graphene edge atoms can be removed by 80 keV electrons in a transmission electron microscope (TEM) (16). Here we demonstrate that edge atom removal can be nucleated in the interior of the lattice by low-energy ion beam exposure. We then show that subsequent growth of nanopores in graphene can be affected with atomic-scale precision and repeatability with unfocused, subthreshold electron beams.

Results

We started with suspended graphene (Fig. L4) grown by chemical vapor deposition on annealed copper (19), which was then transferred to holey carbon TEM grids. We created pore nucleation sites with an argon ion beam (Fig. 1B and C) by cooling the sample to 148 K, and then exposed it to a dose of \(1 \times 10^{15} \text{ Ar}^+ / \text{cm}^2\) at 3 keV in a system described previously (20). Theoretically, each ion that transits the graphene has the ability to remove 1–2 atoms from the lattice, and recent calculations estimate the sputter yield for 3 keV argon on graphene to be of order 0.5 carbon atoms removed from the lattice per incident argon ion (21). A recent experiment suggests the graphene may be significantly resistant to ion sputtering than theoretical models predict (22). We found empirically that cooling the graphene during the ion exposure was required to nucleate the number of pores consistent with the theoretical prediction. Specifically, at 300 K the probability that a single argon ion would nucleate a pore was \(< 1/10th\) of that measured at 148 K, and after room temperature doses high enough to obtain a suitable density of nanopores for study (\(\sim 10^{12} \text{ pores/cm}^2\)), the suspended graphene was largely destroyed. We discuss the possible origins of this observation and its implications below.

After ion beam exposure, the graphene was warmed to room temperature and transferred to another ultra high vacuum (UHV) chamber for storage and transport to the TEM, which for some experiments entailed travel from Cambridge, MA to Oberkochen, Germany. After transferring the sample into the TEM (with a brief exposure to air), we identified a single crystalline grain of graphene using selected area diffraction (23) and then verified that the graphene was a single layer from the relative diffraction peak intensities at 0° tilt (Fig. S1) (24). A region in the grain approximately 100 nm in diameter may be simultaneously irradiated by the parallel, 80 keV electron beam (Fig. 1D), and images were acquired at 30 or 60 s time intervals. The irradiation can be stopped when the pore grows to the desired size (Fig. 1E).

The result is shown in Fig. 2 and in Movie S1. We directly observed the edge-selective electron recoil sputtering of a pore with atomic resolution as it opened from a 1–2 atom defect. During the opening, a through focal series was taken to allow reconstruction of the complete electron exit wave function (Fig. S2) yielding an unambiguous image of the atomic lattice around a nanopore that had grown to an average radius of 6.4 Å. The pore edge is blurred in the exit wave as atoms are being removed during the through focal series of 12 exposures acquired, over several minutes, used to reconstruct the electron exit wave. The two images in Fig. 2C and G are a subset of the image series presented in Movie S1. Creating a pore of 20 Å radius takes about 2 h at a typical beam fluence of \(3 \times 10^3 \text{ e}^-/\text{Å}^2\) per second, and because the focus and first order stigmation must be adjusted approximately every 30 min, the viewer will note several abrupt changes in focus during the video to improve the imaging conditions.

To determine the pore size as a function of the total electron dose, a reliable method of extracting this information from the image data is required. A graphene edge in a TEM micrograph
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is characterized by a distinct defocus fringe pattern. A simple approach to extracting the pore radius is to select the pore center and integrate the intensity over azimuthal angles as a function of radius, dividing by the circumference at that radius as a normalization. The point of inflection of the defocus edge fringe is identified as the average radius of the pore. To validate the approach, in Fig. 2 we compare an atomic model of a graphene nanopore (A and E) with computer simulated TEM images of the nanopore (B and F) and the experimental images at two exposure points during pore formation (C and G). The comparison of the azimuthal integrals is plotted in D and H, where the red dashed curves are from the simulated pore image, black solid curves from the experimental image, and the blue line represents the theoretical radii given the known number of atoms removed to form the pore in the image. The simulated fringe plots show good agreement with the theoretical radii, even for somewhat asymmetric nanopores. This procedure was used to extract the average radius of all pores from the images. (Note that the grainy background that appears inside the pore in Fig. 2H is due to detector noise and not sample contamination.)

To quantify the physical mechanism of the pore forming process first observed in the experiment of Fig. 2 and Movie S1, we repeated the experiment with an ion nucleation dose of $1 \times 10^{13} \text{Ar}^+ / \text{cm}^2$ and focused our attention on several simultaneously growing nanopores with a carefully measured electron fluence of $3,190 \pm 50 \text{e}^-/\text{Å}^2$ per second. Sequential images containing multiple growing pores were obtained and analyzed by the method described above yielding pore radius vs. dose. A typical example is plotted in Fig. 3. Each data point shown is derived from the azimuthal integral (Inset) of the sequential nanopore images, four of which are shown. Similar analysis on four additional nanopores allowed the measurement of the random error in the slope of pore radius vs. dose, shown in gray. The black line is a best linear fit to the five pore trajectories, whose slope is used below to calculate an average cross-section for edge-atom removal. Movies of the five pores opening with time are provided as Movie S2, and plots of radius vs. dose are provided in Fig. S3. Note the presence of contaminant molecules in the experimental images of Fig. 2, whose contrast is large because they are further from the focal plane than the graphene atoms. We found these surface contaminants were often removed by subthreshold electron irradiation, as one can see in the movies, but they had little effect on the overall growth of the pores.

To characterize the distribution of nanopores created in this experiment and correlate the number of nanopores nucleated with the ion dose, we analyzed a larger region containing multiple nanopores. The result is shown in Fig. 4. The graphene
in the image was exposed to $1 \times 10^{13}$ Ar$^+$/$\text{cm}^2$ and then $9.7 \times 10^6$ e$^-$/Å$^2$. The spatial power spectrum of the image (Fig. 4C) shows that there is sufficient information in the image to resolve the $\{110\}$ hexagonal lattice plane spacing of 2.1 Å. There are 32 pores visible in the $6.27 \times 10^5$ Å$^2$ region, as indicated by the arrowheads in Fig. 4A. The locations of some of the smaller and larger pores in the image were determined by looking at preceding and subsequent images in the series where they were more easily visible. Because $1 \times 10^{13}$ Ar$^+$/$\text{cm}^2$ yielded $5.1 \times 10^{11}$ pores/cm$^2$, we conclude that each 3 keV Ar$^+$ has an approximately 5% probability of nucleating a pore under these irradiation and sample conditions.

To confirm that the argon ions created the nucleation sites leading to the pores in the images, we performed a control experiment on an identically prepared sample but without any ion bombardment (Fig. S4). For the same dose of electrons as Fig. 4, no pores were formed in a control region of the same size. The same exposure on other similar regions yielded, on average, less than one pore formed in the same area as that of Fig. 4. We attribute these occasional nucleation sites to the intrinsic defects in the graphene lattice or other beam-induced surface chemistry from a contaminant molecule.

**Discussion**

Our observations of nanopore formation can be understood if only atoms at the edge of the graphene are susceptible to removal by the beam. The circumference of a pore should then increase linearly with dose as edge atoms are removed. For a circular hole, one expects $r = Md$, where $r$ is the radius of the pore, $d$ is the dose in electrons/unit area, and $M$ is the measured constant of proportionality. The linearity of radius vs. dose in our measurements supports our edge removal model of pore formation. Furthermore, we can derive the average total cross-section $\sigma_e$ for removing the edge atoms from the slope $M$ and the density of carbon atoms at the edge. The result is $8.9 \pm 0.4 \times 10^{-24}$ cm$^2$, where the error is the standard deviation from five measurements. Using conservative estimates of the systematic error in the measurement technique, the upper and lower bounds on this value are 9.4 and $7.5 \times 10^{-24}$ cm$^2$, respectively (Fig. S5).

We determine the edge atom displacement energy, $E_d$ edge, using the total cross-section formula for relativistic electron recoil.
off nuclei first calculated by Seitz and Kohler (25) and discussed in SI Text. We obtain an average displacement energy for edge atoms of 14.1±0.1 eV, with systematic bias bounds of 14.3 and 14.0 eV. Because an edge atom can have one of several bonding structures, this total cross-section is likely the average of several individual cross-sections times the relative probability of their occurrence on a curved graphene edge. The displacement energy for singly bonded edge atoms should be significantly lower than for double-bonded atoms. However, we expect that reconstruction and diffusion of edge atoms and vacancies likely create a largely uniform, double-bonded graphene edge (16). The measured cross-section should therefore primarily represent double-bonded edge atoms. Interior atoms are all triply bonded, hence we expect $E_d^\text{edge} \approx 2/3 E_d^\text{bulk}$. Experimental values of $E_d^\text{bulk}$ for graphite are 20–24 eV (9), and a recent predicted value for graphene is $20 \pm 2$ eV (10). The $E_d^\text{edge}$ observed here is indeed approximately $2/3 E_d^\text{bulk}$. Future experiments at lower beam energies that confirm this result would be of great interest.

Our measurements show that each $3 \times 3 \times 1$ eV $\text{Ar}^+$ has approximately 5% probability of nucleating a nanopore. If one assumes that a two atom defect is required for nucleation, then this measurement is consistent with atomistic simulations that predict that each ion has a 5% probability of nucleating a defect containing two missing atoms (21). The probability of a single atom defect is ten times higher. Another possible explanation for the observed pore nucleation probability is that many of the defects created by the ion beam are filled in by mobile ad-atoms created on the surface during the ion sputtering process. This ad-atom repair by the ion beam are filled in by mobile ad-atoms created on the surface during the ion sputtering process. This ad-atom repair of defects could also explain why cooling the graphene increased the surface during the ion sputtering process. This ad-atom repair process was observed in the TEM, with a typical contaminant distribution as displayed in Fig. 5A.

Ion Irradiation. To nucleate isolated atom-scale defects in the graphene lattice, the samples were transferred to an ion sputtering system described previously (20), which is capable of irradiating samples at various temperatures with a known dose of ions under UHV conditions. The beam fluence was calibrated by measuring the count rate of the beam limited by an aperture of known size. The sample was inserted into a load-lock mechanism and then cooled to the base temperature of 148 K. The residual pressure in the chamber was $<10^{-9}$ torr, and the residual partial pressures of species up to 100 amu were monitored with an in situ residual gas analyzer (Ametek) to ensure that there were no detectable hydrocarbons, water, or other reactive species in the chamber during irradiation. To create the nucleation defect sites, the positive argon ion beam was pulsed with a duty cycle of 500 ms on 500 ms off until the sample reached the desired dose. The sample was then warmed back to 300 K and transferred to a small UHV chamber for storage until it was imaged in the electron microscope.

Electron Irradiation and Microscopy. Before and after irradiating the sample region of interest with electrons, the electron beam current was measured with a Faraday cup integral to the sample holder (Gatan single-tile holder), attached to a pico-ammetter (Keithley 2400), and the beam area was measured directly from an image of the sample irradiation area, which was limited by the condenser aperture. The largest contribution to systemic error is likely the beam current measurement, due to backscattering and secondary electron loss out of the 0.49 sr of exit angle subtended by the entrance to the Faraday cup. All other systematic biases are estimated to contribute $<1$% error to the cross-section measurement. Residual pressure measured by the closest ion pump in the column was less than $1.3 \times 10^{-10}$ torr, and a liquid nitrogen anticontamination device in close proximity to the sample further protected it from contamination and residual water vapor in the column during electron irradiation. Objective lens aberrations were corrected to third order using a postobjective hexapole corrector, aligned to have $C_2 \approx 300 \mu m$, $C_3 \approx 1 \mu m$, and all other aberration coefficients minimized. Images were zero-loss filtered to approximately 1 eV about the primary energy of 80 keV using the in-column omega filter to improve high-resolution phase contrast imaging. The inelastically scattered micrograph electrons were collected on a Gatan Ultrascan 4 k camera (Harvard) or a TIVIPS 4 k camera (Oberkocher) at a nominal instrument magnification of 400–800 kX or camera length of 450 mm for selected area diffraction. For a particular experiment, the sample was irradiated continuously, and images were taken at fixed time intervals of 30 or 60 s using a postspecimen beam blanker. The total exposure time in a particular image was then determined by subtracting the image time stamp from the exposure start time. The exposure time multiplied by the beam fluence was then taken as the dose for a particular micrograph, as the beam current varied by $<2$% during the course of an experiment. Atomistic Monte Carlo simulations of atomic removal were performed using our own code, which simulated the removal of atoms using our measured values of the knock-on cross-sections. Electron micrograph simulations were performed using the algorithms and code of E. Kirkland, as detailed in the reference. Simulation parameters matching the experimentally measured values for our instrument (26, 27). Electron exit wave reconstruction was performed on 12 sequential images taken with 10 Å focus steps using the phase retrieval algorithm described in the reference. Diffraction patterns were then calculated using the MacTempas computer simulation package. Micrographs were drift corrected using a cross-correlation algorithm (28) and postprocessed in ImageJ (29) (low-pass filter to a 1.0 Å cutoff, adjust to eight bits of linear contrast about the mean intensity, and crop) to the region of interest and then corrected using the visual molecular dynamics visualization package using the atomic coordinates generated in the atomistic simulations (30).
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SI Text

Additional Electron Microscopy. Selected area diffraction. Fig. S1 contains a selected area electron diffractogram from the graphene region encompassing the pore in Fig. 2 and Movie S1, taken with the beam perpendicular to the plane of the lattice. Arrowheads point to the (110) Bragg reflection (1.23 Å spacing) and to the (210) reflection (2.13 Å spacing), which are of approximately equal intensity, confirming the graphene is a single atomic layer thick. Similar diffractograms were collected for each region of interest to verify that they were monolayer graphene. Nominal instrument camera length was 450 mm.

Electron exit wave reconstruction. During the continuous exposure of the pore in Fig. 2, a defocus image series of 12 images at 10 Å defocus steps was collected. We used these data to reconstruct the electron exit wave function using the MacT empas software package. The phase of the reconstructed wave is presented in Fig. S2 with the phase image rendered at +270 Å focus, and convolved with a Gaussian blurring function of 0.3 Å FWHM.

Additional pore trajectories. In addition to the pore presented in Fig. 3, four additional pores were analyzed using the same method, and all five trajectories are presented in Fig. S3 using a different color and data point symbol for each. These are the same pores presented in Movie S2. Theoretically, the distribution of the y-axis intercepts of the radius vs. dose trajectories should directly reflect the initial distribution of nucleation defect types. And because the initial number of edge atoms is a small integer value (3–4 edge atoms for a 1–2 atom defect in a hexagonal lattice, neglecting reconstruction effects), the relative variance in the number of edge atoms at the beginning of pore formation is large and thus the variance in initial radius is large. The surface contaminant molecules may also play a role at the beginning of pore growth as they may temporarily bind to dangling bonds in a defect site and influence the removal of the first few atoms of the growth trajectory. We expect this mechanism accounts for most of the variation in the y-intercepts of the five linear fits in Fig. S3, whose value is −0.1 ± 2.7 Å. The influence of contaminant molecules should decrease as the edge of the pore increases, which is what we observe in the experiments because the slope becomes very reproducible after the radius increases to just a few angstroms. More measurements on samples with less surface contaminants will improve the accuracy of the intercepts, and might allow one to distinguish the specific type of defect that nucleated a given pore growth trajectory.

Control experiment with no ion irradiation. Fig. S4 shows an electron micrograph of a suspended graphene monolayer treated identically to that in Fig. 4 except with no ion irradiation. No pores are visible in the 1.96 × 10^6 Å^2 area of the image. The image was low pass filtered to 1.0 Å and adjusted to eight bits of linear contrast spanning approximately 2σ about the mean value.

Cross-section and Bond Energy Calculations. The total cross-section σ_d for a collision of a high energy electron with a bound atom, where the energy transferred is sufficient to remove the atom, was calculated by Seitz and Koehler (1), and is given by

\[
\sigma_d = \left( \frac{Zq_e^2}{\epsilon_02m_0c^2}\right)^2 \left( 1 - \beta^2 \right) \left\{ T_m \left( \frac{E_d}{E_d} \right) - 1 - \beta^2 \ln \left( \frac{T_m}{E_d} \right) \right\} + \frac{\pi Zq_e^2\beta}{hc} \left\{ 2 \left( \frac{T_m}{E_d} \right) - 1 \right\}
\]

[S1]

where \(q_e\) is the electron charge, \(m_0\) is the electron rest mass, \(Z\) is the atomic number, \(\beta = v/c\) where \(v\) is the electron velocity, \(\epsilon_0\) is the permittivity of free space, and \(E_d\) is the energy required to displace an atom from the molecule. \(T_m\), the maximum transmitted energy in a single scattering event, occurs with a direct head on collision; in the relativistic formulation this energy is given by

\[
T_m = \frac{2ME(E + 2m_0c^2)}{(M + m_0)^2c^2 + 2ME^2}
\]

[S2]

where \(E\) is the incident electron energy and \(M\) is the mass of the atom. This expression for total cross-section is plotted for the region of interest in Fig. S5 for 80 keV electrons (\(T_m = 15.66\) eV) colliding with carbon atoms.

Because Eq. S1 is a transcendental equation, we numerically determined the values of \(E_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles.

Because Eq. S1 is a transcendental equation, we numerically determined the values of \(E_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles. The red dot is the mean value of \(\sigma_d\) from our measured values of \(\sigma_d\), and the results for the five pores in Fig. S4 are plotted as black circles.

Fig. S1. Electron diffraction micrograph of single layer graphene region encompassing the pore in Fig. 2 and Movie S1.

Fig. S2. Electron exit wave phase reconstruction image of pore in Fig. 2. Arrowheads span 11 Å, and image is 70 × 70 Å.

Fig. S3. Radius vs. dose trajectory plots of five pores.
Fig. S4. Electron micrograph of graphene with no ion irradiation. Image taken after electron dose of $9.7 \times 10^6 \text{ e}^-/\text{Å}^2$ for comparison with Fig. 4.

![Electron micrograph of graphene](image)

Fig. S5. Plot of total cross-section ($\sigma_d$) vs. displacement energy ($E_d$) at 80 keV.

![Plot of total cross-section](image)
**Movie S1.** Time-lapse micrograph series of the opening of the nanopore shown in Fig. 2. Images are at 30 s intervals with several gaps during which the focus and alignments of the electron microscope were readjusted. We also note that there is a defect structure near the growing pore visible in the lower right corner of the movie and these and the nearby contaminant molecules may have influenced the circular symmetry of this pore's growth, but the overall effect is minor relative to the edge-atom removal mechanism. All images were low-pass filtered with a 1.0 Å cutoff, cropped to $70 \times 70$ Å, adjusted for brightness and contrast on a linear scale of eight-bit depth, combined into one image stack and compressed with MPEG-4 compression to create a 20 frame per second quick time movie file.

**Movie S1 (MOV)**

**Movie S2.** Time-lapse micrograph series of the opening of five additional nanopores, all from the same sample. Images are at 60 s intervals, again with several gaps during which the focus and alignments of the electron microscope were readjusted. All the pores have the same cumulative dose in a given image frame. Image processing was the same as for Movie S1.

**Movie S2 (MOV)**