Waveguide for cold atoms: Spin-1 magnetic particles and a filamentary current
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We consider a waveguide for cold neutral atoms with a magnetic moment proportional to their spin angular momentum. The waveguide consists of a thin wire carrying a constant current. For the spin-1 case, we find bound states for the two-dimensional part of the motion around the wire, and present numerical and approximate analytic results for these bound states. In an experiment, the bound states can decay due to various effects, and we calculate the time scales involved.
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I. INTRODUCTION

Within the past decade atoms cooled to very low temperatures by laser cooling have become widely available [1,2], so that new areas of research have become accessible. Cold atoms in optical molasses can be obtained with de Broglie wavelengths on the order of the wavelength of visible light [3,4]. A very direct way of studying the wave nature of these cold atoms is by capturing them in waveguides. Two such waveguides for neutral atoms have been proposed [5–7], based on the interaction of cold atoms with either a charged wire or a current carrying wire.

In this paper we discuss one of these waveguides, which consists of a thin wire carrying a constant current \( I \). An atom of magnetic moment \( \mathbf{\mu} \propto S \) couples to the magnetic field from the thin wire, and its motion perpendicular to the wire can be bound. This waveguide was first suggested for neutrons [8], and recently for atoms treated as spin-1/2 particles [5]. In Ref. [5], energy eigenvalues and eigenfunctions were found analytically by a supersymmetric factorization [9–12]. A good quantum number \( m \) for the atoms around the wire is connected with the projection of the total angular momentum along the wire, \( m \hbar \). Only for \( m = 0 \) in the spin-1 case can an algebraic analytic energy spectrum be obtained using arguments analogous to the spin-1/2 case. Such solutions are readily available from the results in [5]. We shall discuss our attempts to extend the supersymmetry technique used for \( s = 1/2 \) to the entire spin-1 case.

We present analytic approximations and numerical solutions of the spin-1 system. The study of a spin-1 system is motivated by the availability of cold bosonic alkali-metal atoms like sodium, which has an \( F = 1 \) ground state.

This paper is organized as follows: in Sec. II, we define the problem and separate the Hamiltonian into contributions from the various degrees of freedom of the system; we also briefly discuss the supersymmetry technique. Then, in Sec. III, we present the physical picture of atom binding in the classical limit, and in Sec. IV we give our numerical results. It turns out that the analytic solution from supersymmetric quantum mechanics applied to the spin-1/2 system [5] is applicable only approximately in the spin-1 case. Furthermore, the numerical energy eigenvalues are not degenerate in the angular quantum number \( m \) as in the spin-1/2 system, indicating breaking of the supersymmetry in going from \( s = 1/2 \) to \( s = 1 \). Nevertheless, the numerical energy eigenvalues are almost degenerate, and we have used this as a guide to search for approximate analytic solutions, which are presented in Sec. V. In Sec. VI, we compare these approximate analytic results with the numerical ones. Finally, in Sec. VII, we study the mechanisms that will lead to decay of the trapped states and calculate the corresponding life times.

II. HAMILTONIAN

We study a particle of mass \( M \) with magnetic moment \( \mathbf{\mu} \) moving in the magnetic field of a current carrying wire. The bound states are found as the negative energy eigenstates of the stationary Schrödinger equation

\[
-\frac{\hbar^2}{2M} \nabla^2 \psi - \mathbf{\mu} \cdot \mathbf{B} \psi = E \psi.
\]

The magnetic moment of the particle is given by

\[
\mathbf{\mu} = -g \mu_B S / \hbar,
\]

where \( g \) is the Landé \( g \) factor and \( \mu_B \) is the Bohr magneton. Let the wire define the \( x \) axis, with the current \( I \) flowing in the positive \( x \) direction; then the magnetic field from the wire, in cylindrical coordinates \((x,r,\phi)\), is

\[
\mathbf{B}(r,\phi) = \frac{2I}{cr} (\mathbf{e}_z \cos \phi - \mathbf{e}_z \sin \phi),
\]

where \( \mathbf{e}_i, i=x,y,z, \) are the unit vectors of the Cartesian coordinate system.

In the adiabatic limit, where the Larmor precession frequency \( \omega_L \) is much larger than the orbital frequency around the wire, \( \omega_{\text{orbit}} \), the projection of the particle’s magnetic dipole on the direction of the magnetic field is constant, and the particle is bound in a scalar \( 1/r \) potential. As explained previously [5], it is then convenient to use the local direction of the magnetic field as the spin quantization axis, accomplished by applying the unitary operator \( \exp(iS_y \phi / \hbar) \). After this transformation, the Schrödinger equation (1) separates in \( \phi \) and \( r \), so we can write the total wave function in the new representation as...
\[ \Psi(x,r,\phi) = e^{i\theta}e^{i\phi x}x(r)/\sqrt{r}. \]  

(4)

The angular part, \( e^{i\theta} \), is an eigenfunction for the total angular momentum along the direction of the wire, represented by the operator \(-i\hbar(\partial/\partial \phi)\), with eigenvalue \( \hbar m \), where \( m \) is an integer for a particle of integer \( s \) and half-integer for a particle of half-integer \( s \). The radial equation to solve for the spinor function \( x(r) \), \( H_m x = \epsilon x \), is (in dimensionless units)

\[ -\frac{d^2}{dr^2} x + \frac{1}{\rho^2} \left( \frac{S_x}{\hbar} - m \right)^2 - \frac{1}{4} x + \frac{2}{\rho} S_z x = \epsilon x. \]  

(5)

Here, the reduced coordinate is \( \rho = r/r_0 \), and the reduced transverse energy is \( \epsilon \), where

\[ r_0 = \frac{\hbar^2}{MC^2}, \quad C = \frac{2\gamma \mu_B I}{c}, \quad \epsilon = \frac{E - (\hbar k)^2/(2M)}{C^2/(2r_0)}. \]  

(6)

The wave function \( x \) must be normalizable and must vanish at \( \rho = 0 \). The potential has a singularity at \( \rho = 0 \) and, to ensure that the kinetic energy operator is Hermitian, we must further require that \( \chi(\rho)/\sqrt{\rho} \to 0 \) as \( \rho \to 0 \). (See [13] and Appendix A.)

So far the description is independent of the actual spin value for the particle, and is identical to the outline in [5]. As described in that paper, for a spin-1/2 particle, the radial equation (5) can be solved analytically by supersymmetric quantum mechanics. This special symmetry of the spin-1/2 problem also shows up through the existence of a dynamic symmetry group and an extra constant of the motion similar to the Runge-Lenz vector in the scalar hydrogen atom [14].

For the spin-1 system the factorization used in supersymmetric quantum mechanics is no longer exact: although for values of \( m \neq 0 \) we can "factorize" the radial Hamiltonian \( H_m \),

\[ H_m = A^\dagger_m A_m + K_m, \]  

(7)

with

\[ A_m = \frac{d}{d\rho} + W_m(\rho); \quad A^\dagger_m = -\frac{d}{d\rho} + W_m(\rho), \]  

(8)

and arrange for the supersymmetric partner Hamiltonian,

\[ H_m^{(+)} = A_m A^\dagger_m + K_m, \]  

(9)

to equal \( H_{m+1} \), the constant matrix \( K_m \) is not diagonal, and so we cannot interpret the solution of \( A_m x = 0 \) as the ground state wave function. Note for later reference that the matrix \( K_m \) has a twofold degenerate eigenvalue,

\[ \epsilon = -\frac{1}{2m^2} - \frac{1}{2(m+1)^2} \]  

(10)

and a second eigenvalue \( \epsilon_2 = 0 \). Also note that the direct connection between Hamiltonians of different \( m \)'s through \( H_m^{(+)} = H_{m+1} \) is not necessary for supersymmetric quantum mechanics to be applicable, but that special property was found in the spin-1/2 system and it implies a degeneracy in the energy eigenvalues for the \( n \)th excited state of \( H_m \) and the \((n-1)\)th excited state of \( H_{m+1} \).

As mentioned earlier, in the special case of \( m = 0 \), the equations for the \( \chi^{(\pm)} \) components of the spinor wave functions (superscripts \( \mp0 \) correspond to eigenvalues \( \pm 1,0 \) of \( S_z/\hbar \)) reduce, after a simple scaling of the coordinate, to the equations for the two spinor components in the spin-1/2 case, with \( m_{1/2} = -1/2 \) [5]. The \( \chi^{(0)} \) component is not coupled to the two \( \chi^{(\pm)} \) components and may be chosen to vanish. Due to the direct mapping between the coupled system of equations for the \( \chi^{(\pm)} \) components in the \( m = 0 \), spin-1 case, to the spin-1/2 system, we know the eigenfunctions and energy eigenvalues of this system analytically, from Ref. [5].

For example, the energy eigenvalue for the \( N \)th excited state of \( m = 0 \) is

\[ \epsilon_{N,m=0} = -\frac{1}{(1+N)^2}. \]  

(11)

Below, numerical and approximate analytic results for all other values of \( m \) will be presented. Since the system is invariant with respect to a change of sign of \( m \), we consider only positive values of \( m \).

III. ADIABATIC LIMIT

In the adiabatic limit, where the precession frequency of the magnetic moment around the field is large compared to the orbital frequency of the atom around the wire, \( \omega_{\mu \phi} \approx \omega_{\text{orbit}} \), the projection of \( \mu \) on the magnetic field vector \( \mathbf{B} \) is approximately constant. In this case, one spinor component in the rotating spin basis is bound in a scalar 1/r potential (cf. also [5,7]), and it corresponds to the experiments in the classical regime reported in [15]. The adiabatic Hamiltonian is found by neglecting the kinetic energy associated with rotation of the spin direction, i.e., in the transformed basis, by neglecting the terms with \( S_x \) and \( S_z^2 \) in Eq. (5). We are then left with
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FIG. 1. The numerically calculated eigenfunction \( x(\rho) \) for \( N=8, m=7 \). The largest component, \( \chi^{(-)} \), has the eigenvalue \( -\hbar \) for the spin operator \( S_z \); the next component, \( \chi^{(0)} \), has eigenvalue 0, and the smallest component, \( \chi^{(+)} \), has eigenvalue \( \hbar \). The \( \chi^{(+)} \) component is hardly visible.
FIG. 2. The numerically calculated energy eigenvalues in the range 2 \leq N \leq 8. The nondegeneracy in \( m \) is clear.

\[
H_{\text{adiab}}^{m} = -\frac{d^2}{d\rho^2} + \frac{m^2 - 1/4}{\rho^2} + \frac{2S_z}{\rho \hbar},
\]

which for the bound component \( \chi^{(-)} \) is similar to the radial equation for a two-dimensional hydrogen atom (or a three-dimensional one with a strange “angular momentum” of \( \ell = m - 1/2 \)).

The eigenfunctions are then confluent hypergeometric functions, and the eigenvalues are

\[
eigen_{N,m}^{\text{adiab}} = -\frac{1}{(N+1/2)^2}.
\]

In the limit where \( m \) is large, the adiabatic approximation gives a good description of the system. In order to obtain results for any value of \((N,m)\), we study the system by numerical techniques.

IV. NUMERICAL RESULTS

We have solved the problem numerically, and the resulting energy eigenvalues are not degenerate in \( m \) for a given value of \( N \), as they are in the spin-1/2 case.

Our numerical procedure is straightforward: the three coupled second-order radial differential equations are written as six coupled first-order differential equations and solved by a relaxation technique described in [16] with the energy eigenvalue introduced as a seventh variable. The program needs as input an initial guess for the three spinor components and their derivatives as well as the energy eigenvalue. Initially, we used input wave functions found from a numerical analysis similar to that described in the Appendix of [8], but our program turned out to work just as well with the wave function and energy eigenvalue obtained from the adiabatic limit.

The numerical eigenvalues were calculated for a number of different values for the computational parameters (e.g., number of integration mesh points and large \( \rho \) integration limit, \( \rho_{\text{max}} \)). From the variation in the resulting energies, we infer the accuracy of our numerical eigenvalues. We show in Fig. 1 the eigenfunction corresponding to quantum numbers \((N=8, m=7)\). The eigenfunctions are composed of all three components, and the contribution to the wave functions

\[
N \text{ is analogous to the principal quantum number of hydrogen with the number of nodes in the radial wave function for a state with quantum numbers } (N,m) \text{ being } N-m. \text{ We note that the system in the adiabatic limit, just like the hydrogen atom, can be solved by supersymmetric quantum mechanics [10,12], which is reflected in the degeneracy in } m \text{ for a given value of } N. \text{ We may factorize } H_{m}^{\text{adiab}} \text{ as explained in Eqs. (7)–(9), and } H_{m+1}^{\text{adiab}} \text{ is the supersymmetric partner of } H_{m}^{\text{adiab}}.\]

The ground state wave function may be found by solving the first-order differential equation

\[
A_m \chi^{(-)} = \left( \frac{d}{d\rho} - \frac{a_m}{\rho} + \frac{1}{a_m} \right) \chi^{(-)} = 0,
\]

where we have introduced the notation

\[
a_m = m + 1/2.
\]

Except for normalization, the solution to (14) is

\[
\chi_{N=m,m}^{(-)}(\rho) = \rho^{a_m} \exp \left( -\frac{\rho}{a_m} \right).
\]

Due to the supersymmetric connection between Hamiltonians of neighboring values of \( m \), the excited states for angular momentum \( m \) can be found by successive applications of \( A^\dagger \)'s:

\[
\chi_{N,m}^{(-)}(\rho) = A_m^\dagger A_{m+1}^\dagger \cdots A_{N-1}^\dagger \chi_{N,N}^{(-)}(\rho).
\]

The resulting wave function has the structure

\[
\chi_{N,m}^{(-)}(\rho) = \sum_{i=0}^{N-m} C_{N,m}^{i} \rho^{a_m+i} \exp \left( -\frac{\rho}{a_N} \right),
\]

where the coefficients \( C_{N,m}^{i} \) are found by a recurrence relation

\[
C_{N,m}^{i} = \begin{cases} 1 & \text{for } j=0, \quad m=N \\ -(a_m + a_{m+j+1}) C_{N,m+1}^{j} & \quad \text{otherwise} \end{cases},
\]

\[
\frac{a_{m+j+1} + a_N}{a_{m+j}} C_{N,m+1}^{j-1} & \quad \text{otherwise}.
\]

From this representation, we may factorize the wave function as

\[
\chi_{N,m}^{(-)}(\rho) = \chi_{N,m}^{(+)}(\rho) A_m^\dagger \cdots A_{N-1}^\dagger \chi_{N,N}^{(+)}(\rho).
\]

The resulting wave function has the structure

\[
\chi_{N,m}^{(+)}(\rho) = \sum_{i=0}^{N-m} C_{N,m}^{i} \rho^{a_m+i} \exp \left( -\frac{\rho}{a_N} \right),
\]

where the coefficients \( C_{N,m}^{i} \) are found by a recurrence relation

\[
C_{N,m}^{i} = \begin{cases} 1 & \text{for } j=0, \quad m=N \\ -(a_m + a_{m+j+1}) C_{N,m+1}^{j} & \quad \text{otherwise} \end{cases},
\]

\[
\frac{a_{m+j+1} + a_N}{a_{m+j}} C_{N,m+1}^{j-1} & \quad \text{otherwise}.
\]
TABLE I. Numerically calculated energy eigenvalues $\epsilon_{N,m}$. The results for $m=0$ are analytically determined, other results are accurate to the last digit. We have varied $N_{\text{max}}$ between $40(N+1/2)$ and $80(N+1/2)$, and the number of points between 5000 and 25 000 in order to assess the accuracy.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$m=0$</th>
<th>$m=1$</th>
<th>$m=2$</th>
<th>$m=3$</th>
<th>$m=4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>-0.0400</td>
<td>-0.0527</td>
<td>-0.052079</td>
<td>-0.0512134</td>
<td>-0.05076227</td>
</tr>
<tr>
<td>3</td>
<td>-0.0625</td>
<td>-0.0891</td>
<td>-0.087435</td>
<td>-0.08555612</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.111111</td>
<td>-0.1815</td>
<td>-0.1762887</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.2500</td>
<td>-0.555</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

from components that by themselves are unbound due to the sign on the “Coulomb” part of the potential, $2S_z/(\hbar \rho)$, does not lead to unbound three-component spinors. The reason for this is the coupling between the spinor components through the action of the nondiagonal operator $S_z$.

In Fig. 2, we show the numerically calculated energy eigenvalues in the range $2 \leq N \leq 10$. For the record, some of these values are also listed in Table I, as well as energies for smaller values of $N$. As we go higher in $N$ the nondegeneracy in $m$ persists, as indicated by the results in Table II.

We have checked that the Hermiticity requirement, mentioned earlier and in Appendix A, is fulfilled for our numerically calculated spinor wave functions. This consistency check is especially important for the lowest energy states of $m=1$, since the wave function for this value of the total angular momentum has contributions from components with vanishing orbital momentum, for which the particle can pass “through” the wire and experience an abrupt change in the magnetic field.

V. ANALYTIC APPROXIMATIONS

In this section, we discuss our attempts to find an approximate analytic solution to the problem. First, let us digress on the symmetry properties of the system at hand.

A. “Runge-Lenz” operator

The possibility of solving the spin-1/2 system analytically by the use of techniques from supersymmetric quantum mechanics is related to the existence of an extra constant of motion analogous to the Runge-Lenz vector in the scalar hydrogen atom. This extra constant of motion is found in Ref. [14]. The corresponding operator has two components and in our notation it is given by

$$\alpha_z = -\frac{1}{\rho} \left( \frac{S_z}{\hbar} \sin \phi - \frac{S_x}{\hbar} \cos \phi \right) \cos \phi$$

$$+ \frac{1}{2} \left[ -i \frac{\partial}{\partial \rho_z} \frac{J_x}{\hbar} + \frac{J_x}{\hbar} \left( -i \frac{\partial}{\partial \rho_z} \right) \right],$$

(20)

$$\alpha_x = \frac{1}{\rho} \left( \frac{S_z}{\hbar} \sin \phi - \frac{S_x}{\hbar} \cos \phi \right) \sin \phi$$

$$+ \frac{1}{2} \left[ -i \frac{\partial}{\partial \rho_z} \frac{J_x}{\hbar} + \frac{J_x}{\hbar} \left( -i \frac{\partial}{\partial \rho_z} \right) \right].$$

(21)

Here $J_x$ is the total angular momentum along the wire, $J_x = S_x + L_x$, and $\rho_{z(x)} = \rho \sin \phi (\cos \phi)$. In the spin-1/2 case, the operators $\alpha_x, \alpha_z$, and $J_x$ are the generators for the dynamical symmetry group $O(3)$.

Since the equations for both the spin-1 and spin-1/2 systems have the same general structure, one might expect that if any extra constant of motion exists in the spin-1 case, it would originate from operators with the same structure as $\alpha_x$ and $\alpha_z$ above. It turns out that the two operators in Eqs. (20) and (21) do not commute with the Hamiltonian for the spin-1 system. Also, they are not part of the generators for the Lie algebra of $O(3)$. The reason is that the commutators between the operators, $[H, \alpha_x, \alpha_z]$, depend not only on commutators between the spin operators, but also on anti-commutators like $\{S_x, S_y\}$ which vanish for spin-1/2, but not for any higher value of the spin. Therefore, it seems that the spin-1/2 system is unique in its symmetry properties, and so we cannot hope for an exact analytic solution of the spin-1 problem via supersymmetric quantum mechanics. Nevertheless, we have derived approximate analytic solutions based on the supersymmetry technique, as we shall now discuss.

B. Perturbation on an approach with global supersymmetry

Guided partly by the success of the supersymmetry technique for the spin-1/2 system and partly by the near-
degeneracy observed for the numerical energy eigenvalues as indicated in Fig. 2, we try solving the spin-1 system by splitting the radial Hamiltonian $H_m$ into a Hamiltonian that is solvable by a supersymmetric factorization, and a perturbation. We write

$$H_m = H_m^\text{SUSY} + U_m$$  \hspace{1cm} (22)$$

and construct $H_m^\text{SUSY}$ such that the supersymmetric partner of $H_m^\text{SUSY}$ is $H_m + 1$, i.e.,

$$H_m^\text{SUSY} = \mathcal{A}_m^\dagger \mathcal{A}_m + K_m, \quad H_m^\text{SUSY}(+) = \mathcal{A}_m^\dagger \mathcal{A}_m + K_m = H_m^\text{SUSY} + 1,$$  \hspace{1cm} (23)$$

where $A_m, A_m^\dagger$ are defined as in Eq. (8). With this construction there is a “global supersymmetry” due to the direct connection between Hamiltonians for different angular momenta $m$. Moreover, we require the constant matrix $K_m$ to be diagonal in order to be able to identify an energy eigenvalue. Consider a normalizable solution $\chi_{N=m,m}(\rho)$ to the first-order differential equation $A_m \chi_{m,m}(\rho) = 0$. For such a spinor wave function, we have

$$H_m^\text{SUSY} \chi_{m,m}(\rho) = K_m \chi_{m,m}(\rho) = \epsilon_{m,m}^\text{SUSY} \chi_{m,m}(\rho),$$  \hspace{1cm} (24)$$

provided $K_m$ is $\epsilon_{m,m}^\text{SUSY}$ times the identity matrix. Consequently, $\chi_{m,m}(\rho)$ is an eigenfunction for $H_m^\text{SUSY}$, and it is the ground state. Since $H_m^\text{SUSY}$ and $H_m^\text{SUSY} + 1$ are supersymmetric partners, they have the same energy spectrum except for the ground state energy of $H_m^\text{SUSY}$, and thus we know the entire energy spectrum of $H_m^\text{SUSY}, H_m^\text{SUSY} + 1, H_m^\text{SUSY} + 2, \ldots$ from the factorization above.

First, note that the adiabatic approximation corresponds to such a supersymmetric factorization, but one in which $K_m$ is diagonal with two different energies, $\epsilon_{N,m}$ and 0. There are three solutions to the ground state differential equation $A_m \chi = 0$ which are in principle three-component wave functions, but since the superpotential $W_m(\rho)$ in $A_m$ is diagonal as well, each of the three solutions can be chosen to have just one nonvanishing component. Only one of the three solutions corresponds to a normalizable wave function. Thus we can relax our requirement on $K_m$ which needs not be proportional to the identity matrix. However, it must be diagonal, and two spinor components that are coupled by $W_m(\rho)$ must have similar diagonal elements in $K_m$. Our analysis indicates that the only useful factorization of the type discussed here (where $K_m$ is not proportional to the unity matrix) is the one corresponding to the adiabatic approximation.

To improve upon the adiabatic limit result, we may add a perturbation $U_m = H_m - H_m^\text{adiab}$. To first order, however, we will still find only one nonvanishing component in the spinor wave function since the components corresponding to the eigenvalues 0 and $+\hbar$ of $S_z$ are unbound in the adiabatic limit. The first-order contribution to the energy stems from a centrifugal barrier term in $U_m$, $S_z^2/\rho^2$, and we get for the first-order energy spectrum

$$\epsilon_{N,m} + \delta \epsilon_{S,m} = -\frac{1}{N + \frac{1}{2}} + \frac{1}{2m(N + \frac{1}{2})}, \quad m \neq 0,$$  \hspace{1cm} (25)$$

where the degeneracy in $m$ is lifted. We shall return to this result when comparing with the numerical energy eigenvalues.

For the more general supersymmetric Hamiltonians, we allow each component of $W_m(\rho)$ to have the structure $f_1(m)/\rho + f_2(m)$ in order to retrieve terms proportional to $1/\rho$ and $1/\rho^2$ in the supersymmetric Hamiltonian. The factors $f_1(m)$ and $f_2(m)$ are arbitrary real rational functions of $m$, of the form

$$f_i(m) = \frac{\alpha_i m^2 + \beta_i m + \delta_i}{\gamma_i m^2 + \nu_i m + \eta_i}.$$  \hspace{1cm} (26)$$

The parameters $\alpha_i, \beta_i, \gamma_i, \nu_i$, etc., are arbitrary real constants; but to obtain the required supersymmetry [cf. Eq. (23)], the coefficients $\alpha_i$ and $\gamma_i$ must vanish. With this structure for $W_m(\rho)$, we find eight different supersymmetric models which have the required global supersymmetry and with $K_m$ proportional to the identity matrix. All of these models have three-component spinor eigenfunctions for $H_m^\text{SUSY}$.

Unfortunately, these supersymmetric models have one major flaw: when solving for the ground state wave function, $A_m \chi = 0$, the unperturbed supersymmetric energy levels for a given set of the Quantum numbers, $(N,m)$, turn out to be at least twofold degenerate. One may argue that this is due to the extra degree of freedom we added to the set of differential equations for the ground state wave function when requiring $K_m$ to have three degenerate eigenstates instead of just the two encountered for the “true” $K_m$ [cf. Eq. (10)]. However, when we apply the perturbation $U_m = H_m - H_m^\text{SUSY}$ to first order, one of the unperturbed degenerate eigenstates shifts slightly, whereas the other one (or two) become unbound and, consequently, it makes no sense to talk about a small perturbation. Remarkably, for most of these models and for a proper choice of the free parameters of the given model, the wave functions and first-order energies for the eigenstates that shift only slightly are in reasonable agreement with the numerical results. An example of such a model is described in Appendix B.

C. Supersymmetric approach with local supersymmetry

In another approach, in the spirit of Eq. (22), we look for a Hamiltonian $H_m^\text{SUSY}$ as before, but without the requirement that its supersymmetric partner be $H_m^\text{SUSY} + 1$. Such a local supersymmetric model exists, and we obtain nondegenerate eigenvalues for each state $(N,m)$, which to zeroth order are also not degenerate in $m$.

The details of this model are given in Appendix C, but the basic idea is to create a chain of supersymmetric Hamiltonians for each value of $m$ in the following fashion:

$$\tilde{H}_m = \left(-\frac{d}{d\rho} + \tilde{W}_m(\rho)\right)\left(\frac{d}{d\rho} + \tilde{W}_m(\rho)\right) + \tilde{K}_m = \tilde{A}_m^\dagger \tilde{A}_m + \tilde{K}_m,$$  \hspace{1cm} (27)$$

where $\tilde{H}_m$ is close to $H_m$ in some sense to be discussed in the Appendix, and
\[ \tilde{H}_m^{(+)\,} = \tilde{A}_m \tilde{A}_m^\dagger + \tilde{K}_m = \tilde{A}_m^{(1)} \tilde{A}_m^{(1\dagger)} + \tilde{K}_m^{(1\dagger)}, \]  
\[ \tilde{A}_m^{(1\dagger)} \tilde{A}_m^{(1)} + \tilde{K}_m^{(1)} = \tilde{A}_m^{(2)} \tilde{A}_m^{(2\dagger)} + \tilde{K}_m^{(2\dagger)}, \]  

where \( \tilde{A}_m \) are creation operators and \( \tilde{K}_m \) are kinetic terms. Such a construction is possible when we work in the \( m \)-independent basis that corresponds to the large \( m \) limit of the \( m \)-dependent basis of eigenstates that diagonalize \( K_m \) [cf. Eq. (10)]. We find that in each case the superpotential of \( \tilde{A}_m^{(j)} \), \( \tilde{W}_m^{(j)} \), has the same structure as the original model superpotential \( \tilde{W}_m^0 \) [see Eqs. (27) and (C6)] and are thus still shape invariant potentials [cf. (11,12)].

The energy predictions from this model for the state with quantum numbers \( (N,m) \) is

\[ \epsilon_{N,m} = \left( \frac{a_m^2}{b_m (N + \frac{1}{2})} \right)^2, \]  

where

\[ b_m = m(m + 1). \]  

The expression (29) will be compared with the numerical results below. The wave functions corresponding to these energy eigenvalues have only one nonvanishing component, the \( \chi^{(+)} \) component, as is the case also in the adiabatic approximation. The ground state for angular momentum \( m \) \((N = m)\) has the nonvanishing component

\[ \chi_{m,m}(\rho) = \rho^{a_m} \exp\left(-\frac{a_m}{b_m} \rho\right). \]  

As explained earlier, we may find the excited states by successive application of \( \tilde{A}^\dagger \) operators on corresponding ground state wave functions.

\section*{VI. COMPARISON}

Our analytic predictions will now be compared to the exact numerical results. In general, we expect the various approximate models of Sec. V to be in better agreement with the numerical results the larger the value of \( m \), but for different reasons. The adiabatic approximation of Sec. III relies on the orbital period being large compared to the Larmor precession time. In a classical Coulomb potential, the orbital period increases as \( r^{3/2} \) (Kepler’s third law), whereas with a magnetic field varying as \( 1/r \), the Larmor precession time increases proportional to \( r \). Therefore, the larger the mean radius of the bound state of the atom around the wire, the better is the adiabatic approximation.

For a given set of states with principal quantum number \( N \), the mean radius varies roughly as \( \langle \rho \rangle \sim (N + 1/2)^2 \), since the wave functions are approximately \((N + 1/2)\)-order polynomials times \( \exp[-\rho(N + 1/2)] \). Consequently, we expect the adiabatic approximation to be good for all states in the set with sufficiently large principal quantum number \( N \), e.g., for \( N \geq 10 \).

On the other hand, the model with local supersymmetry, as described in Sec. V C and in Appendix C, is an approximation to the original Hamiltonian in Eq. (5) for large values of \( m \). Thus, we expect a good agreement with the numerical results only for large \( m \)'s, e.g., \( m \geq 10 \).

In Fig. 3, we show the energy eigenvalues for a set \( N = 8 \). The numerical results are shown as solid lines and the adiabatic approximation of Eq. (13) is shown as a long-dashed line to the left. Note that it predicts the same energy eigenvalue for all of the states shown. This is also the case for the line with circles (not valid for \( m = 0 \)) showing the result of the perturbative calculation to first order on the supersymmetric model with global supersymmetry described in Appendix B, Eq. (B9). The adiabatic approximation plus perturbation to first order, Eq. (25), is shown as short-dashed lines. Finally, the predictions from our third type of supersymmetric model, with local supersymmetry, \( \epsilon_{N,m} \), in Eq. (29), are shown as dotted lines. We note that the predictions of the adiabatic approximation get worse when the perturbation is added, and that the predictions of the model of Sec. V C are very good for the larger values of \( m \). In Fig. 4, we have increased \( N \) to 15, to show that the analytic models get better with increasing \( m \) or \( N \). Once again, the model with local supersymmetry gives very good predictions for the states with largest \( m \).

To compare wave functions, we show in Fig. 5 the three components of the wave function for \( N = 8 \), \( m = 7 \). The wave function of the adiabatic approximation, and that of the model with local supersymmetry, have only one nonvanishing component, whereas the wave function corresponding to the bound energy eigenvalue in Eq. (B9) has all three components. Note, though, that the \( \chi^{(+)} \) component of the spinor has an extra node. The different predictions for \( \chi^{(-)} \) are almost indistinguishable on the figure.

In order to better see agreement between the analytic models and the numerical results for increasing quantum numbers, we show in Fig. 6 the wave functions for...
FIG. 4. The same as Fig. 3, but for \( N=15 \). We have omitted the prediction for \( m=1 \) for the model with local supersymmetry \((\epsilon_{N,m=1} = -0.0053)\) in order to be able to distinguish the different energy predictions for the higher values of \( m \).

\( N=30, m=25 \). Note that the adiabatic approximation is almost perfect for the \( \chi^{(-)} \) component of the spinor, and all the different predictions are almost indistinguishable. In general, as \( m \) increases, the relative sizes of the different spinor components change such that the \( \chi^{(-)} \) component dominates, followed by the \( \chi^{(0)} \) component.

VII. LIFETIMES

The bound states of the particle around the wire can decay in two ways. First, the magnetic moment couples to the electromagnetic field of the vacuum, and we have a decay mechanism quite similar to the electric dipole decay of atomic states. In addition, due to the finite thickness of the wire in the experiments, an atom in a bound state can hit the wire and get absorbed.

We can estimate the time \( \tau_{abs}^{N,m} \) before an atom in a bound state of quantum numbers \((N,m)\) hits the wire,

\[
\tau_{abs}^{N,m} = \frac{2\pi/\omega_{N,m}}{P_{N,m}},
\]

where \( \omega_{N,m} \) is the frequency associated with the transverse energy eigenvalue, and \( \hbar \omega_{N,m} = \epsilon_{N,m} C^2/(2r_0) \) [cf. Eq. (6)]. \( P_{N,m} \) is the probability that the atoms occupy the region \( 0 \leq \rho \leq R_{wire}/r_0 \), where \( R_{wire} \) is the radius of the wire, i.e.,

\[
P_{N,m} = \int_0^{R_{wire}/r_0} |\chi_{N,m}(\rho)|^2 d\rho.
\]

For the state \((N=40, m=25)\), and for a current of \( I=400 \) \( \mu \)A through a wire of radius 0.25 \( \mu \)m, the binding energy is \( E \approx -9 \times 10^{-5} \) eV, \( P_{N,m} \approx 6 \times 10^{-5} \) and the lifetime is \( \tau_{abs}^{40,25} \approx 72 \) msec. The time to absorption increases rapidly as one goes to larger \( m \) values within the same manifold \( N \), and it is very large for \( \text{“Rydbeg”} \) states like \((N=40, m=40)\) where \( P_{N,m} \approx 8 \times 10^{-32} \). For states with a considerable overlap with the wire our analysis needs to be modified. For these states we need to take into account that the magnetic field dependence on \( r \) is different inside the wire. As in the numerical calculations in [8], we assume that the current density in the wire is constant, and consequently the magnetic field inside the wire is proportional to \( r \). This change is readily included in our numerical routine, and for a state at approximately the same energy eigenvalue as a given state \((N,m)\) in the infinitely thin wire case, we observe that the effect of the finite thickness is to move the probability distribution further out and thus to decrease the probability for the atom to hit the wire. Also, a finite wire thickness causes a decrease in the number of nodes for the bound states, as illustrated in Fig. 7. Note that in calculating the bound states we did not consider any effects of the wire surface.
The lifetime due to the interaction with the vacuum magnetic field can be calculated with the dipole approximation applied for the two bound degrees of freedom perpendicular to the wire. This calculation is described in Appendix D, where one main result is a selection rule in $m$, Eq. (D7), $\Delta m=0,\pm 1$. This selection rule implies that, e.g., a state $(m,m)$ can decay only to $(m,m-1)$ and $(m-1,m-1)$.

As for the electric dipole transitions in atoms, the transition probability for a given transition scales with the probability for a given transition scales with the frequency we are considering, these frequencies are very small. Furthermore, compared to electric dipole transitions in atoms, the transitions do not limit the experiments. The absorption on the cold atoms. The wires emission is observed to be $30 \text{s}$.

The shortest absorption time, $t_{abs}=1/W_{abs}$, appears at $r=R_{wire}$. For a wire radius of $R_{wire}=0.5 \mu m$, and a current of $I=400 \mu A$ through a wire of radius $R_{wire}=0.25 \mu m$. This number is large for all other states we have looked at, e.g., $\tau_{abs,3s} \approx 1 \times 10^{-29}$ s and $\tau_{abs,5S} \approx 3 \times 10^{24}$ s.

A more serious concern is the effect of blackbody radiation from the hot wire on the cold atoms. The wires envisioned in the experiment have small radii and with the required current the wire heats up considerably. Let us define $p(\mathbf{k})$ as the radiative energy flux out through a unit area of the blackbody for a radiation mode in the volume element of size $d^3 \mathbf{k}$ around $\mathbf{k}$; cf., e.g., [18]. We want to calculate the intensity of radiation, $I_{\mathbf{k}}$, associated with modes around $\mathbf{k}$ hitting an atom at a distance $r$ from the wire. If we view the wire as an infinitely long slab of width $2\pi R_{wire}$, the contribution from an area $A$ on the wire, centered around a point $x_0$, is given as $p(\mathbf{k}) \cos^2 \theta / r^3$. Here $\theta$ denotes the angle between the normal of the slab and the direction from $x_0$ to the atom. To get $I_{\mathbf{k}}$ we integrate over all points $x_0$ on an infinitely long wire, thus integrating over all values of the angle $\theta$. We take the conservative viewpoint that any photon absorption will take the atom out of the trapped ground state Zeeman sublevel. If we consider only one possible transition, of resonant frequency $\omega_0$, corresponding to the wavelength $\lambda$, and with linewidth $\Gamma$ (which in radial frequency equals $2\pi/\tau$, where $\tau$ is the lifetime of the upper state of the transition), the rate of absorption, $W_{\mathbf{k}}$, of a photon in mode $\mathbf{k}$ is

$$W_{\mathbf{k}} = \frac{\Gamma}{2} \left( \frac{I_{\mathbf{k}}}{I_{sat}} \right)^2 \left[ 1 + 4 \left( \frac{\omega_0}{\Gamma} \right)^2 + \frac{I_{\mathbf{k}}}{I_{sat}} \right].$$

We have assumed that the intensity $I_{\mathbf{k}}$ is small compared to the transition saturation intensity $I_{sat}=\left( \pi \hbar c \right)/(3\lambda^2 \tau)$. For the total absorption probability we then find

$$W_{abs} = \frac{24\lambda^3 \pi}{c^3 \tau^3} R_{wire} \int_0^{\infty} \frac{x^3 dx}{\left[ 1 + 4 \left( \frac{\omega_0}{\Gamma} - x \right)^2 \right] \exp \left( \frac{\hbar \Gamma}{k_B T x} \right) - 1}.$$

The integral is calculated numerically for a given temperature of the wire (which depends on the current density in the wire).

The transition considered here is the electric dipole transition in Na used for laser cooling, $3S_{1/2}(F=2) \rightarrow 3P_{3/2}(F=3)$ with $\lambda=589$ nm and $\tau=16$ ns. The magnetic dipole transitions of the bound states around the wire are very weak, and the effect of the blackbody radiation due to these transitions is negligible.

The shortest absorption time, $t_{abs}=1/W_{abs}$, appears at $r=R_{wire}$. For a wire radius of $R_{wire}=0.5 \mu m$, and a current of $I=400 \mu A$ in a copper wire, the wire temperature is around 400 K and we find the absorption time to be $t_{abs}=1.3 \times 10^4$ s or 3.6 h. If the wire radius is decreased by a factor of 2, the temperature increases to around 850 K, and the absorption time is $t_{abs}=231$ s or almost 4 min. We are also considering using polished rhenium wire, and the temperature corresponding to optimum current and radius is on the order of 1000–1200 K. In this case the tail of the blackbody radiation spectrum reaches out to the optical resonance, and consequently, the absorption time is much shorter, ranging from $t_{abs}=5$ s at 1000 K to $t_{abs}=0.09$ s at 1200 K. These numbers are based upon an assumption that the wire has an emissivity of 1; with more realistic values on the order of 0.2 for polished rhenium, the absorption time increases by a factor of 5. Although these absorption times are rather small, rhenium wire is convenient because it can also be used as a sensitive hot wire detector for the alkali-metal atoms.

From this analysis, it seems clear that the magnetic dipole transitions do not limit the experiments. The absorption on the wire may impose a limit, but there will be atoms bound in states of high enough angular quantum number $m$ that the absorption is negligible and so we do not think absorption is a problem either. The blackbody radiation is clearly a limiting factor for the experiments using a high temperature wire, whereas for lower temperatures the limiting factor for the lifetime of the bound atoms around the wire is probably collisions with the background gas. For sodium trapped in a magnetic quadrupole trap with a background gas pressure of $3.75 \times 10^{-11}$ Torr, the lifetime due to background gas collisions is observed to be 30 s [19].
VIII. CONCLUSION

We have shown that for the system composed of a spin-1 magnetic particle coupled to a current carrying wire, bound states of two-dimensional motion around the wire exist, and the system is thus a candidate waveguide for matter waves. Previously, this waveguide was studied for a spin-1/2 particle with an exact analytic solution [5], but it turns out that the symmetry properties of the system change with the spin, and as a result we have not been able to find an exact analytic solution for the spin-1 system. A numerical solution of the problem shows that the energy eigenvalues are not degenerate in the angular quantum number \( m \), but are almost degenerate.

We have presented approximate models with analytic solutions in our attempts to describe the spin-1 system. The near-degeneracy of the numerical energy eigenvalues and the success of the supersymmetric factorization for the spin-1/2 system mean that it is useful to find a model Hamiltonian which can be solved exactly by supersymmetric factorization, and treat the difference between the exact Hamiltonian and the model Hamiltonian as a perturbation. It remains puzzling, however, why this method of finding a “nearby” Hamiltonian with global supersymmetry does not lead to any convincing results. The most disturbing outcome of these calculations is that it seems that in order to find an analytic spinor wave function with three nonvanishing components, we have to face a series of degenerate unperturbed eigenvalues. The first-order perturbation imposes an energy splitting for some of the levels which is inconsistent with perturbation theory. However, we find the states, for which the first-order energy corrections are small, useful in comparison with our other results.

In a slightly different approach we find a nearby Hamiltonian with local supersymmetry. The local supersymmetry implies that the degeneracy in \( m \) is lifted already to zeroth order in the difference between the true Hamiltonian and the model Hamiltonian. In our comparison of the different supersymmetric models with the exact results, we note that for large values of \( m \), the local supersymmetric model gives very good predictions for the energy eigenvalues. This is certainly true for the ground state and the first few excited states for a given value of \( m \). Unfortunately, the model gives only one nonvanishing component of the spinor wave function.

Our studies of the different models leave an unanswered but very interesting question: what is the small physical parameter responsible for the small breaking of the symmetry we observe in the numerical energy eigenvalues?

The waveguide we have discussed in this paper is feasible to study experimentally as well. We expect to observe bound states around the wire, in the quantum regime, with laser cooled atoms. Sodium in the ground state has total angular momentum \( F = 1 \) and thus corresponds to the calculations presented here. In the bound state with quantum numbers \( \{ N = m = 40 \} \) it has a binding energy of \( E_b = 9 \times 10^{-9} \text{ eV} \) for a wire of radius \( R_{\text{wire}} = 0.25 \text{ } \mu \text{m} \) and with a current of \( I = 400 \text{ } \mu \text{A} \). Accordingly, it should be possible to bind laser cooled sodium atoms of a kinetic temperature around 25 \( \mu \text{K} \) in such a state. These low temperatures are readily accessible via polarization gradient laser cooling. In “Rydberg” bound states (\( N = m \)), corresponding to large angular momenta, the lifetime is limited by collisions of the bound atoms with the background gas. For lower lying states and for hot wires, we expect the decay of the bound states to be dominated by blackbody radiation emitted from the hot wire.
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APPENDIX A: HERMITICITY

In order to address the question of Hermiticity of the Hamiltonian, particularly of the kinetic energy operator as \( \rho \rightarrow 0 \), we perform an analysis similar to that presented by Pauli [15]. The main differences are that in our case, the wave functions are \( (2s + 1)\)-component spinors (three-component for spin 1), and the bound motion is in two dimensions rather than three. Hermiticity implies

\[
\int v^\dagger H v \, d^3r = \int (\mathcal{H} v) v \, d^3r
\]

(A1)

for any set \( u \) and \( v \) of spinor eigenfunctions of the general Hamiltonian \( \mathcal{H} \). To prove the validity of Eq. (A1), we first consider the equality

\[
\int_{\mathcal{V}} [v^\dagger \mathcal{H} u - (\mathcal{H} v)^\dagger u] \, d^3r = \int_{\mathcal{S}} j(v^\dagger, u) \cdot da,
\]

(A2)

where the surface integral over \( j \) gives the (vanishing) probability flux. The probability current density \( j \) is proportional to

\[
j(v^\dagger, u) \propto \sum_{i=1}^{2s+1} (v_\sigma^i \nabla u_i - u_i \nabla v_\sigma^i),
\]

(A3)

where the spinor components of \( v \) and \( u \) are denoted by \( v_1, v_2, \ldots, u_1, u_2, \ldots \). To study the Hermiticity of the Hamiltonian, we will apply Eq. (A2) with \( \sigma \) surrounding the singular point of the potential. The Hermiticity of the Hamiltonian in the basis of eigenstates is ensured if the surface integral of the current density vanishes when the area of \( \sigma \) vanishes.

For our two-dimensional problem, we consider a small circle of radius \( r \) around the singularity \( r = 0 \). The corresponding path integral is

\[
I_\sigma = r^{2s+1} \sum_{i=1}^{2s+1} \int_0^{2\pi} \left[ v_\sigma^i \frac{\partial u_i}{\partial r} - u_i \frac{\partial v_\sigma^i}{\partial r} \right] \, d\phi.
\]

For the spinor components we use \( u(v) = e^{-i\phi} \chi_i^{u(v)}(r) / \sqrt{r} \), and get

\[
I_\sigma = \sum_{i=1}^{2s+1} \int_0^{2\pi} \left[ \chi_i^u \frac{d\chi_i^u}{dr} - \chi_i^u \frac{d\chi_i^u}{dr} \right] \, d\phi.
\]

(A4)
where we have chosen the radial spinor components $\chi_i(r)$ to be real. For $m_a=m_\omega$, we need to consider the radial wave functions. Since we only consider normalizable wave functions, $\int_0^\infty \sum_i \chi_i^2 dr$ is finite, each spinor component $\chi_i(r)$ must be of the form $\chi_i(r) = r^\alpha [f_i(r) + g_i(r) \ln(r)]$ for $r \to 0$ ($\alpha > -1/2$), where $f_i$ and $g_i$ are functions of $r$ that are regular at the origin. We find for the terms in square brackets in Eq. (A4)

$$
\chi_i^u \frac{d\chi_i^u}{dr} - \chi_i^r \frac{d\chi_i^r}{dr} = r^{2\alpha - 1} [f_i^u g_i^r - f_i^r g_i^u + r \mathcal{F}_i(r)],
$$

where $\mathcal{F}_i(r)$ is a combination of derivatives of $f_i$'s and $g_i$'s and $r \mathcal{F}_i(r)$ vanishes at the origin. Consequently, when $2\alpha - 1$ is positive, the Hermiticity requirement is fulfilled, and we thus require the power $\alpha$ to be strictly larger than $1/2$. However, if there are no logarithmic contributions to the spinor components the Hermiticity requirement is fulfilled for any power $\alpha > 0$.

We checked that our numerically calculated spinor components do indeed vanish with a power of $r$ larger than $1/2$.

**APPENDIX B: EXAMPLE OF PERTURBATION TREATMENT FOR THE APPROACH WITH GLOBAL SUPERSYMMETRY**

In this appendix, we present one example of the supersymmetric models with a perturbation as described in Sec. V B. We work in the basis of eigenfunctions $|0\rangle$, $|\pm\rangle$ for the operator $S_z$ with eigenvalues $0$, $\pm \hbar$,

$$
e_1 = |-\rangle, \quad e_2 = |0\rangle, \quad e_3 = |+\rangle.
$$

We have chosen the free parameters in $H^{\text{SUSY}}_m$ such that the perturbation $U_m$ has as few elements as possible, used as a naive criterion for $U_m$ being “small.” In this case, the equations look like an “expanded” spin-1/2 system. The superpotential reads

$$
\mathcal{W}_m(\rho) = \begin{pmatrix}
-\mathcal{A}_m - \frac{\beta_0}{\rho} + \frac{1}{\sqrt{2} \rho} & 0 & 0 \\
0 & -\mathcal{A}_m - \frac{\beta_0}{\rho} + \frac{1}{\sqrt{2} \rho} & 0 \\
0 & 0 & -\mathcal{A}_m - \frac{\beta_0}{\rho} + \frac{1}{\sqrt{2} \rho}
\end{pmatrix},
$$

$\mathcal{A}_m = m + \alpha$, and $\epsilon^{\text{SUSY}}_m = -\beta_0^2 (m + \alpha)^2$. $\alpha$ and $\beta_0$ are arbitrary real constants. We choose $\beta_0 > 0$ and $\alpha = 1/2$, finding the perturbation to be

$$
U_m = \begin{pmatrix}
\frac{2(1 - \beta_0)}{\rho} & 0 & 0 \\
0 & -\frac{2\beta_0}{\rho} & 0 \\
0 & 2(1 + \beta_0) & \frac{1}{\rho}
\end{pmatrix}
$$

The perturbation introduces no divergences stronger than Coulombic terms and it is independent of the value of $m$. $U_m = U$. To have the smallest number of terms in $U$, we choose $\beta_0 = 1$. Note then that $\epsilon^{\text{SUSY}}_m = \epsilon^{\text{SUSY}}_{m-N}$ and $\epsilon^{\text{SUSY}}_{m+N}$ in (13).

The ground-state wave functions have the form

$$
\chi^{(1)}_{m,m}(\rho) = K_1 \rho^{s_m} \exp \left( -\frac{\rho}{\rho_{a_m}} \right) \begin{pmatrix}
1 + \frac{2\rho}{\rho_{a_m}} \\
\sqrt{2} \\
1 + \frac{2\rho}{\rho_{a_m}}
\end{pmatrix},
$$

$$
\chi^{(2)}_{m,m}(\rho) = K_2 \rho^{s_m} \exp \left( -\frac{\rho}{\rho_{a_m}} \right) \begin{pmatrix}
1 \\
0 \\
-1
\end{pmatrix},
$$

where $K_1$ and $K_2$ are normalization constants. Also for the excited states, as we shall see below, a state $\chi^{(n)}_{m,m}(\rho)$ has the form of a polynomial in $\rho$ with powers ranging from $(m - 1/2)$ to $(N + 1/2)$ times an exponentially decreasing factor. There are no logarithmic terms in the wave functions, and thus even with the requirements of Hermiticity of the
due to the supersymmetric connection between $H_{m}^{SUSY}$ and $H_{m+1}^{SUSY}$, we can easily find the exact states via Eq. (17). The supersymmetry implies that the $n$th excited state, $\chi_{N,m}^{(1)}(\rho)$, for $H_{m}^{SUSY}$ has the same energy as the ground state, $\chi_{N,0}^{(1)}(\rho)$, for $H_{N}^{SUSY}$. By applying $A$'s to $\chi^{(2)}$, we find

$$\chi_{N,m}^{(2)}(\rho)=K_{N,m}^{N-m-1} \sum_{j=0}^{N-m} \bar{C}_{j}^{N,m} \rho^{m+j} \exp \left(-\frac{\rho}{v_{j}}\right) \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix},$$

where the coefficients $\bar{C}_{j}^{N,m}$ are found from the same recurrence relation (19) as the "adiabatic" one. Similarly, we find for $\chi^{(1)}$

$$\chi_{N,m}^{(1)}(\rho)=K_{N,m}^{N-m+1} \sum_{j=0}^{N-m} \bar{C}_{j}^{N,m} \rho^{m+j} \exp \left(-\frac{\rho}{v_{j}}\right).$$

with the vectors $v_{1}=(0,1,0)$ and $v_{2}=(0,1,0)$.

We find matrix elements of $U$ in Eq. (B3) in the basis of eigenfunctions $\chi_{N,m}^{(1)}$ and $\chi_{N,m}^{(2)}$ of each twofold degenerate level of energy eigenvalue $\epsilon_{N,m}^{SUSY}$, and diagonalize the perturbation matrix. By calculating a few examples ($N \approx 8$), we find that the supersymmetric energy plus first-order perturbation yields

$$\epsilon_{N,m}^{SUSY} + \delta \epsilon_{N,m}^{SUSY} = \frac{1}{(N+1/2)^{2}} + \frac{2}{(N+1/2) \sqrt{N(N+1)}},$$

(B9)

corresponding to the zeroth-order wave function

$$\chi_{N,m}(\rho) = \frac{1}{\sqrt{2}}[\chi_{N,m}^{(1)}(\rho) + \chi_{N,m}^{(2)}(\rho)].$$

We also find a series of nonbound states, of energy

$$\epsilon_{N,m}^{SUSY} + \delta \epsilon_{N,m}^{SUSY} = \frac{1}{(N+1/2)^{2}} + \frac{2}{(N+1/2) \sqrt{N(N+1)}},$$

(B11)

Note that for this supersymmetric model, to first order in the perturbation, the energy degeneracy in $m$ persists. This is not the case for other models we have studied. In most other models the energies that are still bound after the first-order perturbation show the same trend with $m$ for a given value of $N$ as the energies predicted from the adiabatic approximation with the first-order perturbation included.

APPENDIX C: MODEL WITH LOCAL SUPERSYMMETRY

Here we give the details of the supersymmetric model discussed in Sec. V C. In order to describe this model, we return to the supersymmetric factorization of the original Hamiltonian, Eq. (5). We look at the $m$-dependent basis of eigenstates that diagonalize $K_{m}$, and go to the limit of large $m$ in order to find an $m$-independent set of basis states. In terms of eigenstates of $S_{z}/\hbar$, this basis is

$$e_{1}=|0\rangle, \quad e_{2}=rac{1}{\sqrt{2}}(|+\rangle-|\rangle), \quad e_{3}=rac{1}{\sqrt{2}}(|-\rangle+|\rangle).$$

(C1)

In this basis, $K_{m}$ and $W_{m}(\rho)$ are

$$W_{m}(\rho) = \begin{pmatrix} \frac{a_{m}}{\rho} & 1 & 1 \\ \frac{1}{\rho} & -\frac{a_{m}}{\rho} & \frac{a_{m}}{b_{m}} \\ \frac{1}{2b_{m}} & \frac{a_{m}}{b_{m}} & -\frac{a_{m}}{\rho} \end{pmatrix},$$

(C2)

$$K_{m} = \begin{pmatrix} \frac{1}{4b_{m}^{2}} & -\frac{a_{m}}{2b_{m}^{2}} & 0 \\ -\frac{a_{m}}{2b_{m}} & \frac{a_{m}^{2}}{b_{m}^{2}} & 0 \\ 0 & 0 & \epsilon_{1} \end{pmatrix},$$

(C3)
where only one of the diagonal elements in $K_m$ equals an eigenvalue; cf. Eq. (10). In these equations, $b_m = m(m+1)$; cf. Eq. (30). It turns out that if we approximate $K_m$ by $\tilde{K}_m$ equal to $e'(m)$ times the unit matrix, with

$$e'(m) = -\left(\frac{a_m}{b_m}\right)^2,$$

(C4)

and the superpotential $W_m(\rho)$ by

$$\tilde{W}_m(\rho) = \begin{pmatrix} -\frac{a_m}{\rho} & 0 & 0 \\ 0 & -\frac{a_m}{\rho} & \frac{a_m}{b_m} \\ 0 & \frac{a_m}{b_m} & \frac{a_m - \frac{a_m}{\rho}}{b_m} \end{pmatrix}$$

(C5)

$$= \frac{a_m}{\rho} 1 + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & c_m \\ 0 & c_m & 0 \end{pmatrix},$$

(C6)

it is possible to create a chain of supersymmetric Hamiltonians in the following fashion:

$$\tilde{H}_m = -\frac{d}{d\rho} + \tilde{W}_m(\rho) + \tilde{K}_m = \tilde{A}_m^\dagger \tilde{A}_m + \tilde{K}_m,$$

where the superpotential $\tilde{W}_{m(j)}$ in $\tilde{A}_{m(j)}$ equals $\tilde{W}_m$ with the replacements

$$a_m \rightarrow a_{m+j}, \quad c_m \rightarrow \frac{a_m}{b_m} c_m.$$

Likewise, we get for $\tilde{K}_{m(j)}$

$$\tilde{K}_{m(j)} = \begin{pmatrix} e'(m) & 0 & 0 \\ 0 & e'(m) + \delta e_{m,j} & 0 \\ 0 & 0 & e'(m) + \delta e_{m,j} \end{pmatrix},$$

(C9)

with

$$\delta e_{m,j} = \frac{ja_m^2 (a_m + a_{m+j})}{b_m a_{m+j}}.$$

(C10)

The energy eigenvalue for a given state of quantum numbers $(N,m)$ is then $\epsilon_{N,m} = e'(m) + \delta e_{m,N-m}$; cf. Eq. (29).

The wave functions corresponding to these energy eigenvalues must have vanishing first components in the basis (C1), and when we transform back to the basis of eigenstates of $S_z/\hbar$, only the $|\rangle$ component is nonvanishing, as in the adiabatic approximation. This nonvanishing component for the ground state is given in Eq. (31), and the excited states may be found by application of $A^\dagger$ operators on the ground-state wave function.

APPENDIX D: DECAY DUE TO INTERACTION WITH THE VACUUM FIELD

We want to calculate the decay of a bound eigenstate of the Hamiltonian in Eq. (1) (with the magnetic field from the wire, $B = B_{wire}$), due to the perturbation

$$H_{int} = -\mu \cdot B_{vac}.$$

(D1)

The calculation resembles that of the transition probability for electric dipole transitions in atoms found in many textbooks, e.g., [20], but has some special features due to the cylindrical symmetry of the problem, and we have chosen to give the full derivation in this appendix.

With the vacuum field quantized in a cubic box of volume $V = L^3$, the magnetic field of the vacuum, $B_{vac}$, is

$$B_{vac}(R) = i \sum_{k,\lambda = 1,2} \sqrt{\frac{2\pi \hbar}{V}} \langle \lambda \hat{e}_k \rangle (a_\lambda e^{i k \cdot R} - a_\lambda^\dagger e^{-i k \cdot R}),$$

(D2)

where the sum is over all allowed values for $k$ in the volume $V$, and $\lambda$ indicates the sum over the two polarization vectors $\epsilon_k \perp k$. The frequency is $\omega_k = |k| \epsilon$, and $a_\lambda$ and $a_\lambda^\dagger$ are the usual annihilation and creation operators for the particular mode. The vector $k$ is a unit vector in the direction of $\hat{k}$.

In order to calculate the transition probability from a state of quantum numbers $(N,m)$ and longitudinal wave number $k$, with zero photons in the vacuum field, to a state $(N',m')$ and $k'$ with one photon in any mode in the vacuum field, we need to consider the matrix element

$$\mathcal{M} = -i g \mu_B \sum_{\lambda, k, l = 1,2} \sqrt{\frac{2\pi \hbar}{V}} \langle \psi_{N',m',k'} | \mathbf{S}_{\lambda} a_\lambda^\dagger e^{-i k \cdot R} | \psi_{N,m,k} \rangle,$$

(D3)

where we have inserted the expression for the magnetic moment, Eq. (2), and neglected the annihilating part of the magnetic field, since it does not contribute. This matrix element consists of a transverse part and a longitudinal part, where we refer to the coordinates perpendicular to or in the direction of the wire. For the transverse part, it is valid to make a dipole approximation in the magnetic field: even though the radii of the bound states are macroscopic (on the order of micrometers), the binding energies, and thus the wave numbers corresponding to on-shell transitions, are very small ($10^{-9}$ eV), and $k \cdot r$ is much smaller than 1. However, we cannot make a dipole approximation for the longitudinal part along the wire. Instead, the matrix element $\mathcal{M}$ is found by replacing $\exp(-i k \cdot R)$ in Eq. (D3) by $\exp(-i k_x)$. We may also readily perform the integral over the field degrees of freedom.
To evaluate the matrix element further, consider first the transverse part of it; insert expression (4) for \( \psi_{N,m,k} = \exp(-iS_x\phi\hbar)\Psi_{N,m,k} \), and observe the transverse matrix element, \( \langle \mathcal{M}_x \rangle \),

\[
\mathcal{M}_x = \left( \hat{k} \times \epsilon_{k\mathbf{h}} \right) \cdot \frac{1}{2\pi} \left\{ e^{im\phi} \frac{X_N'(m')r(r)}{\sqrt{r}} e^{is\phi\hbar} \frac{S_x}{\hbar} e^{-is\phi\hbar} \left| e^{im\phi} \frac{X_N(m)r}{\sqrt{r}} \right| \right\} \tag{D4}
\]

\[
= \left( \hat{k} \times \epsilon_{k\mathbf{h}} \right) \mathcal{Y}.
\tag{D5}
\]

The factor of 1/(2\( \pi \)) in Eq. (D4) is put explicitly for normalization of the \( \phi \)-dependent part of the wave function. In (D5), we have introduced the shorthand notation \( \mathcal{Y} \) for the relevant spin-vector matrix element, with components \( \mathcal{Y}_x \), \( \mathcal{Y}_y \), and \( \mathcal{Y}_z \). Now, note the effect of the rotation with \( \exp(-iS_x\phi\hbar) \):

\[
e^{iS_x\phi\hbar} \frac{S_x}{\hbar} e^{-iS_x\phi\hbar} = S_x, \]
\[
e^{iS_x\phi\hbar} \frac{S_y}{\hbar} e^{-iS_x\phi\hbar} = \cos \phi \frac{S_y}{\hbar} - \sin \phi \frac{S_z}{\hbar}, \tag{D6}
\]
\[
e^{iS_x\phi\hbar} \frac{S_z}{\hbar} e^{-iS_x\phi\hbar} = \cos \phi \frac{S_z}{\hbar} + \sin \phi \frac{S_y}{\hbar},
\]

implying that in terms of \( \phi \), the operator in the matrix element varies as 1 or \( \exp(\pm i\phi) \). Consequently, there is a selection rule in the quantum number \( m \):

\[
\Delta m = 0, \pm 1. \tag{D7}
\]

Thus, for a ground state at a given \( m \), there are only two possible decays: \((m,m) \rightarrow (m,m-1)\) leading to an almost vanishing photon energy, and \((m,m) \rightarrow (m-1,m-1)\). [In the spin-1/2 case there is only one decay channel for a state \((m,m)\), namely, to \((m-1,m-1)\), since \((m,m)\) and \((m,m-1)\) are degenerate.]

From Fermi’s golden rule the probability \( W \) for the particular transition \((N,m) \rightarrow (N',m')\) is

\[
W = \sum \frac{2 \pi}{\hbar} \int_\mathcal{M}_x |f_x(k) d^2k f_x(k') d^2k' \times \delta(E_{N',m',k'} - E_{N,m,k}) \delta \left( \hbar \omega_k - E_{N,m,k} \right), \tag{D8}
\]

where \( f_x \) and \( f_y \) are the densities of states for the vacuum field and the free motion along the wire. We are only interested in the bound-state-to-bound-state part of the transition. The energy of a state \((N,m,k)\), \( E_{N,m,k} \), is

\[
E_{N,m,k} = \frac{\epsilon_{N,m}}{2r_0} + \frac{\hbar^2 \kappa^2}{2M}. \tag{D9}
\]

For the energy difference we introduce a wave number, \( \tilde{k}(\kappa') \),

\[
\tilde{k}(\kappa') = \sqrt{\frac{E_{N,m,k} - E_{N',m',k'}}{\hbar c}} = \sqrt{\frac{\epsilon_{N,m} - \epsilon_{N',m'}}{2\hbar c r_0}} \frac{C^2}{\hbar^2} + \frac{\hbar^2 (\kappa' - \kappa)^2}{2M c}. \tag{D10}
\]

The density of states for the vacuum field is

\[
f_x(k) d^2k = \frac{V}{(2\pi)^2} k_x d^2k_x d^2k_y d\theta. \tag{D11}
\]

Here we have explicitly separated the wave vector into a longitudinal part, \( k_z \), and a transverse part, signified by the coordinates \( k_x \) and \( \theta \). For the longitudinal motion, if we quantize in a one-dimensional box of length \( L \) the number of modes within the interval \([\kappa, \kappa + d\kappa]\) is \( f_x(k) d\kappa = (L/2\pi) d\kappa \).

We may now calculate the longitudinal part of the matrix element. The integral is straightforward: we have to integrate \((1/L) \exp(i(\kappa - \kappa' - k_z)\xi)\) from 0 to \( L \). In order to get the transition probability, we square the matrix element and, as we in principle will look at the limit \( L \rightarrow \infty \), write

\[
\lim_{L \rightarrow \infty} \mathcal{I} = \frac{\sin^2(L(\Delta\kappa/2))}{2\pi L} = \lim_{L \rightarrow \infty} \frac{2\pi}{L} \delta(\Delta\kappa). \tag{D12}
\]

Here \( \Delta\kappa \) is shorthand for \( \kappa - \kappa' - k_z \).

We now insert the previous results in expression (D8) to get

\[
W = \int_{-\infty}^{\infty} d\kappa \int_0^2 \frac{2 \pi}{\hbar} \sum_{k \in \mathcal{M}_x} \left( \frac{g^2 m^2}{2\pi} \right) \omega_k (\hat{k} \times \epsilon_{k\mathbf{h}}) \cdot \mathcal{Y} \left( \frac{1}{\hbar c} \delta(\tilde{k}(\kappa - k_z) - |k|) \right), \tag{D13}
\]

where we have already used the \( \delta \) function in Eq. (D12) to integrate over \( \kappa' \), and have changed the \( \delta \) function in energy to a \( \delta \) function in \(|k|\).
Consider now the sum over polarizations, λ. The photon wave vector and the two perpendicular polarization vectors can be represented in Cartesian coordinates as

\[ \mathbf{k} = \mathbf{e}_x k_x + \mathbf{e}_y k_y \cos \theta + \mathbf{e}_z k_y \sin \theta, \]

\[ \mathbf{e}_{k1} = \frac{1}{|\mathbf{k}|} (\mathbf{e}_x k_y - \mathbf{e}_y k_x \cos \theta - \mathbf{e}_z k_x \sin \theta), \]

\[ \mathbf{e}_{k2} = \mathbf{e}_x \sin \theta - \mathbf{e}_y \cos \theta, \]

and since

\[ \sum_\lambda \left| (\hat{\mathbf{k}} \times \mathbf{e}_{k\lambda}) \cdot \mathcal{S} \right|^2 = \left| \mathbf{e}_{k1} \cdot \mathcal{S} \right|^2 + \left| \mathbf{e}_{k2} \cdot \mathcal{S} \right|^2, \]

we may now integrate over \( \theta \), and obtain

\[ \int_0^{2\pi} d\theta \left| \mathbf{e}_{k1} \cdot \mathcal{S} \right|^2 + \left| \mathbf{e}_{k2} \cdot \mathcal{S} \right|^2 = 2\pi \left( \frac{k_x^2}{k^2} \left| \mathcal{S} \right|^2 + \frac{k_y^2}{k^2} \left| \mathcal{S} \right|^2 + \frac{k_z^2}{k^2} \left| \mathcal{S} \right|^2 \right) \]

Finally, let us elaborate on the remaining \( \delta \) function in Eq. (D13), which ensures the energy conservation. Denote \( f(x) = \hat{k}(\kappa - k_x) - |\mathbf{k}| \), and use the property of the \( \delta \) function, \( \delta(f(x)) = \sum \delta(\mathbf{x} - x_i) \), where \( f(x) = 0 \). Also note that \( \hat{k}(\kappa - k_x) = k_x + k_y \left( \hbar (2\kappa - k_x) / (2Mc) \right) \), where \( k_x \) is shorthand for \((\epsilon_{N,m} - \epsilon_{N',m'}) C^2 / (2\hbar c r) \). Here, \( \hbar \kappa / M \) is the velocity of the bound atom in its direction of free motion, and \( \hbar k_y / M \) is a velocity of similar size, much smaller than the velocity of light \( c \). The “transverse” velocity \( \hbar k_y / M \) is even smaller. It is therefore a good approximation to perform the following calculations to first order in \( \hbar k_y / (Mc) \) and \( \hbar k_z / (Mc) \) only. To first order in this small numbers, we find two nodes for the function \( f(k_x) \),

\[ k^\pm_x = \frac{\hbar \kappa}{M c} \mp \sqrt{k_z^2 - k_x^2} \left( 1 - \frac{\hbar k_x}{2Mc} \right), \]

and, again to lowest order in \( \hbar / (Mc) \) times any wave number, \( \kappa \), \( k_x \), or \( k_z \), one finds for \( |1/f'(k_x^\pm)| \),

\[ \frac{1}{f'(k_x^\pm)} \approx \frac{\hbar}{\sqrt{k_z^2 - k_x^2}} \pm \frac{\hbar}{2Mc} \frac{2k_z^2 - k_x^2}{k_z^2 - k_x^2} \]

Inserting these last results in the \( \delta \) function, and carrying out the integral over \( k_x \), we are then left to integrate over \( k_y \) or any integral over \( u = k_z / k_y \) from 0 to 1. We find

\[ W = \frac{g^2 \mu_0^2}{\hbar} k_x \left[ \frac{2}{3} \left| \mathcal{S} \right|^2 \left( 2 - \frac{\hbar k_x}{Mc} \right) \right. \]

\[ + \left. \frac{4}{3} \left( \left| \mathcal{S} \right|^2 + \left| \mathcal{S} \right|^2 \right) \left( 1 - \frac{\hbar k_x}{Mc} \right) \right] \]

Note that the lifetime of a given state \((N,m,\kappa)\), to this order in \( \hbar / (Mc) \) times any wave number involved, is independent of \( \kappa \). The transition probability varies with the frequency \( \omega = k_x \) as \( \omega^3 \), as in the electric dipole transition between atomic states.


