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By a simple extension of a previous experimental technique we demonstrate how the detailed standing-wave features of the internal x-ray wave field during the diffraction process may be observed even when a strong reflection occurs. The preliminary results reported here indicate that dynamical diffraction may be developed as a useful lattice-location technique in nearly perfect crystals.

I. INTRODUCTION

The dynamical theory of x-ray diffraction predicts that when x-rays are diffracted by large single crystals, wave fields inside the crystal that contain nodal and antinodal surfaces are excited. The term "nodal" has been used in a loose sense. Here and in the following when referring to a nodal surface we generally mean a relative minimum surface of time-averaged x-ray intensity. For incident x-rays whose electric vector lies perpendicular to the plane of incidence (i.e., $\sigma$ polarization) a perfect nodal surface of zero intensity can be achieved only when $\text{Im}(F_n) = \text{Im}(F_H)$ [where $F_n$ is the structure factor for $(hkl)$ reflection]. For the electric vector polarized in the plane of incidence ($\pi$ polarization), geometrical considerations alone preclude the existence of perfect nodes. Notwithstanding these results we note that a strong minimum in the standing-wave fields is achieved in both cases, as is evident from Fig. 5(b). We refer to these strong minima as nodes.

The excitation of an external diffracted beam associated with a reciprocal-lattice point $(h,k,l)$ results in internal x-ray fields whose nodal and antinodal surfaces are parallel to and have the spacing of the $(hkl)$ planes. As the angle between the external beam and the crystal planes is varied in the vicinity of the Bragg condition, the phase relationship between the wave field surfaces and the crystal planes is also varied. The nodal surfaces move from being on the atomic planes to being between them. Such considerations apply to both the Bragg and Laue geometries. The Bragg case is somewhat more straightforward to analyze since only one wave field of the aforementioned type is excited (for each type of incident x-ray polarization). In this paper we discuss a direct observation of the motion of the nodal surfaces.

The problem of locating the atomic positions of impurity atoms in crystals has occupied many experimentalists during the past decade. In particular, the various interactions of heavy fast charged particles with the impurities, combined with the channeling phenomena in the host crystal, has provided spatial information about the impurity in a rather direct way. In what follows we will discuss how the motion of the nodal surfaces of x-rays in a solid under conditions of strong diffraction may be used in an analogous manner.

Batterman (1964) observed the angular dependence of fluorescence scattering of Mo $K\alpha$ x-rays on germanium while scanning through the Bragg condition for the $(220)$ planes, demonstrating in a graphic way the spatial properties of the internal wave field. Then Batterman (1969) showed how observation of fluorescent radiation from impurities under the same condition can yield information on the impurity location. The case studied was silicon grown with $\sim 5 \times 10^{19}$-cm$^{-3}$ arsenic concentration.

A limitation encountered in the above work was that in the angular region where one has most control over the motion of the x-ray wave field (i.e., within the Darwin-Prins curve) the angular yield of the arsenic fluorescence was dominated by primary extinction (the depletion of x-ray intensity with depth into the crystal due to strong coherent scattering by the atoms of the solid). Thus the big dips in Batterman’s angular fluorescence yield result from primary extinction diminishing the number of arsenic atoms which the incident x-rays can penetrate and cause fluorescence. (The arsenic atoms were distributed uniformly in depth throughout the sample.) Consequently, this feature is independent of the atomic location of the impurity, and indeed this strong reduction in yield served to mask the interesting effects due to motion of the internal wave fields during Bragg reflection. It of course also
limits the sensitivity with which the lattice location of impurities can be determined.

In this work we report on a similar experiment, the main difference being that the arsenic atoms are contained within a distance of the surface that is smaller than the extinction length for the probing x-rays. Consequently, the variation in angular yield will virtually all be due to wave-field nodal and antinodal motion, extinction effects being eliminated.

II. EXPERIMENTAL TECHNIQUE

The experimental apparatus is illustrated schematically in Fig. 1. 17.5-keV Mo Kα x-rays were diffracted off crystal 1, which served as a monochromator. The emergent x-rays were then directed to crystal 2, the sample to be studied. In this case both crystals were cut with the (220) planes parallel to the surface. Detector $D_1$, a scintillation crystal photomultiplier tube arrangement, monitored the diffracted beam intensity. An absorber was often used in front of this detector so that pulse-counting methods could be used without overloading the electronics. A lithium drifted silicon x-ray detector $D_2$ was situated as close to the sample as possible without intercepting the incident or diffracted external beams.

The low-dislocation-density silicon sample used in this experiment was arsenic doped by diffusion at 1100 °C for 20 min. The depth profile of arsenic concentration was measured by Rutherford backscattering$^1$ with 1.9-MeV helium ions, and the results are shown in Fig. 2. The surface concentration is $2 \times 10^{20} \text{cm}^{-3}$ and the depth distribution is not a typical complementary error function. Such results are common for high-dose shallow diffusions of arsenic.$^5$ Notice should be taken that the backscattering experiment was performed after the x-ray measurements because it is known that relatively low helium-ion fluxes cause arsenic atoms to move off lattice sites.$^5$

The Si (Li) detector resolution was about 200-eV full width at half-maximum, and a typical spectrum containing the arsenic fluorescence is shown in Fig. 3. The arsenic fluorescence peaks are riding upon a background due to detector tailing from higher-energy Compton and thermal scattering of the incident Mo Kα x-rays. This background was dependent on the crystal orientation near the Bragg condition and was subtracted to give the true arsenic yield in the experiment.

The data points in Fig. 4(a) show the angular yield in detector $D_1$ of x-rays diffracted from the silicon (220) planes. In Fig. 4(b) the corresponding angular yield of As Kα fluorescent radiation as

![FIG. 1. Schematic illustration of experimental setup.](image1)

![FIG. 2. Experimental backscattering results displayed as arsenic concentration in crystal 2 as a function of depth from the surface.](image2)

![FIG. 3. Typical As-fluorescence x-ray energy spectrum from detector $D_2$. The background is a vestige of the thermal and Compton scattering peaks at ~17 keV.](image3)

![FIG. 4.](image4)
seen by $D_2$ is shown. Each point represents 500 sec of counting, which yields about $10^5$ counts. The x-ray tube conditions were 50 kV anode potential at 32 mA. The random yield was determined by tilting the sample $\sim 1'$ of arc from the Bragg condition.

III. DISCUSSION AND ANALYSIS

In the following we shall discuss, without going into great detail, how the experimental results can be accounted for within the dynamical theory of x-ray diffraction. For the derivation of formulas used in this section the reader is referred to Refs. 2 and 3.

X rays incident upon a crystal lattice will diffract strongly from the $(hkl)$ planes if they satisfy the Bragg condition

$$2d(hkl) \sin \theta = \lambda,$$

where $d(hkl)$ is the spacing between $(hkl)$ planes, $\lambda$ is the x-ray wavelength, and $\theta$ is the angle between the planes and the direction of the incident beam. Actually there is a range of angles, near the Bragg condition (1), within which a strong diffracted beam will be excited. We restrict ourselves now to the

![Graphs showing reflectivity and arsenic yield](image)

FIG. 4. (a) Closed circles indicate angular yield in detector $D_1$ as crystal 2 is scanned through the Bragg condition. Solid curve is theoretical calculation described in text. (b) Data points are experimental As $K_\alpha$-fluorescence x-ray yields in detector $D_1$ as crystal 2 is scanned through the Bragg condition. Solid curve is theoretical calculation described in the text. The sketch in the inset contrasts the different results expected for impurity directly between planes (dotted line) and impurity in the planes (solid line).

![Graph showing reflectivity vs angle](image)

FIG. 5. (a) Calculated reflectivity from Eq. (3) of text for the $\sigma$ polarization state. The result for the $\pi$ state is essentially similar. (b) x-ray intensity on the $(220)$ planes vs angle of incident $\sigma$ polarized x-ray beam. The result for $\pi$ polarization is essentially similar.
TABLE I. Constants used in the calculation.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{\theta}$</td>
<td>112.0 ± 0.688</td>
</tr>
<tr>
<td>$F_{\mu}(220)$</td>
<td>0.700 ± 0.661</td>
</tr>
<tr>
<td>$\lambda(MgK_{\alpha})$</td>
<td>0.711 Å</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>17.1 cm$^{-1}$</td>
</tr>
</tbody>
</table>

The geometry of this experiment, i.e., a symmetric Bragg reflection. The theoretical description of the reflectivity $R^2$ from the surface of an infinitely thick perfect crystal is contained in the Darwin-Prins curve analytically given by

$$R^2 = \left| \eta \pm (\eta^2 - 1)^{1/2} \right|^4,$$

(2)

with the complex quantity $\eta$ being

$$\eta = -\frac{\Delta \delta \sin 2\theta + \Gamma F_{\mu}}{\Gamma |P|^2 (F_{\mu} \bar{F}_{\mu})^{1/2}}.$$

(3)

Here $\Delta \delta$ is the deviation from the Bragg condition (1), $F_{\mu}$ and $\bar{F}_{\mu}$ are the structure factors for the reflections $(hkh)$ and $(h-h-h)$, respectively, $\Gamma = (a^2/mc^2)N/\pi$ with $N$ the number of unit cells per unit volume, and $P$ is 1 or $\cos 2\theta$ for the $\sigma$ and $\pi$ polarization states. A plot of $R^2$ vs $\Delta \delta$ is shown in Fig. 5(a).

In order to compare the data in Fig. 4(a) with this result, it is essential to realize that for our experimental arrangement the incident x-ray beam on crystal 2 has an angular width governed by the reflectivity curve from crystal 1, the monochromator. Thus the total reflected intensity in detector $D_1$ should be a convolution of Eq. (2) with itself. This is the solid curve in Fig. 4(a), taking account of both polarizations. The vertical scale is normalized to the data and the horizontal zero is chosen to center the data points around the calculated curve. The shape of the experimental result is in quite good agreement with the calculation as it should be if both crystals are of high quality.

The expected variation of arsenic yield with angle may be calculated in a simple way based on the assumption that all the arsenic atoms are lying in the (220) planes. (Arsenic is known to be highly substitutional from previous measurements.) For this case the yield of arsenic fluorescence at any given depth can be taken to be proportional to the silicon absorption and the local arsenic concentration. Using an energy conservation argument and the dynamical theory prediction for the imaginary part of the internal x-ray field wave vector, one finds that in a depth increment $dz$ the fraction of incident energy absorbed, $dl$, is

$$dl = (1 - R^2)\mu(\eta)e^{\eta x},$$

(4)

with

$$\mu(\eta) = \frac{A_0}{\sin \eta} \left[ 1 - \left| P \right| \left[ \frac{F_{\mu}}{\left| F_{\mu} \right|^2} \left[ \eta \pm (\eta^2 - 1)^{1/2} \right] \right] \right].$$

(5)

The sign in Eqs. (2) and (5) is chosen to make $R^2 \leq 1$. Here $\mu(\eta)$ is the linear absorption coefficient. For illustration, Eq. (4) is also plotted in Fig. 5(b) for a depth of 0.2 $\mu$m into the surface for the $\sigma$ polarization state. The dip on the low-angle side of the Bragg condition is characteristic of the nodes of the x-ray field lying on the (220) planes while the peak on the high-angle side shows the antinode lying on the planes. In order to compare with the data, Eq. (4) multiplied by a linear approximation to the impurity depth distribution is integrated over the depth $z$ and convoluted with the reflectivity curve from crystal 1. The result of this exercise (including both polarization states) is the solid curve in Fig. 4(b). Table I contains values of the parameters used in the calculation.

In Fig. 4(b) the vertical scale of the measured points has been normalized to the calculated curve at the random value. We feel at this preliminary stage that the agreement between theory and results is satisfactory, although it is hoped that the disparity that does exist in the angular arsenic yield may be accounted for in the future. Possible explanations for this disagreement are crystal strain and arsenic atoms not sitting exactly at substitutional position. It is known that at high concentrations of arsenic in silicon a significant fraction of the arsenic is electrically inactive, which suggests that arsenic complexes as well as substitutional As$^+$ ions may exist in the crystal. The lattice strain and exact positions of the atoms in the proposed complexes are not known. These considerations could easily affect our results.

In order to give the reader an intuitive feeling for the kind of sensitivity one has to the position of As in the silicon lattice, we note from symmetry that if the arsenic atoms were situated directly between the planes, the data would be reflected around the angle corresponding to the maximum yield in the convoluted Bragg reflection. The sketch in the inset of Fig. 4(b) illustrates this result. Thus the large increase in arsenic fluorescent yield would be on the low-angle side and the dip on the high-angle side.
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