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Abstract

The neural bases of inhibitory function are reviewed, covering data from paradigms assessing inhibition of motor responses (antisaccade, go/nogo, stop-signal), cognitive sets (e.g., Wisconsin Card Sort Test), and emotion (fear extinction). The frontal cortex supports performance on these paradigms, but the specific neural circuitry varies: response inhibition depends upon fronto-basal ganglia networks, inhibition of cognitive sets is supported by orbitofrontal cortex, and retention of fear extinction reflects ventromedial prefrontal cortex-amygdala interactions. Inhibition is thus neurobiologically heterogeneous, although right ventrolateral prefrontal cortex may support a general inhibitory process. Dysfunctions in these circuits may contribute to psychopathological conditions marked by inhibitory deficits.
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Inhibition is a key concept in psychology because so much of successful behavior depends on it: we need to inhibit distracting information in order to focus attention, inhibit irrelevant cues in order to retrieve particular memories, and inhibit habitual responses in order to make adaptive choices. Inhibitory successes and failures have real consequences, and the articles in this special issue attest to the fact that various forms of psychopathology are prominently characterized by inhibitory deficits. It is important to note, however, that inhibition is not unitary. Friedman & Miyake (2004), for example, conducted comprehensive analyses on a large dataset featuring several inhibitory tasks and found evidence for not one unique inhibitory process, but three: Prepotent Response Inhibition, Resistance to Distractor Interference (ignoring or filtering out task-irrelevant information), and Resistance to Proactive Interference (preventing previously relevant but now irrelevant information from intruding into memory) (for other ways of parsing the behavioral data on inhibition, see Harnishfeger, 1995; Nigg, 2000). On the basis of these results, they urged researchers to be more specific when referring to inhibition. In addition, inhibition’s value as an explanatory construct with respect to certain paradigms has been questioned. For example, MacLeod, Dodd, Sheard, Wilson, & Bibi, (2003) investigated two phenomena widely believed to reflect inhibitory processes—negative priming and directed forgetting—and argued instead that these may primarily reflect a combination of routine memory retrieval and response conflict (in negative priming) and selective rehearsal (in directed forgetting). Considering the complexity of the behavioral research in this field, Aron (2007) argued that a neuroscientific approach may be particularly useful to researchers interested in inhibition. In particular, it may be possible to parse inhibition biologically by identifying brain regions that consistently and selectively participate in specific types of inhibitory tasks. Along this line of thought, demonstrating that increased activity in one brain region is consistently and
specifically tied to decreased activity in another would provide strong support for an inhibitory account.

This paper reviews the neurobiological substrates of inhibitory processes, and is organized into three main sections. We begin in Section I with inhibition of motor responses. Because there is little disagreement over the fact that humans (and non-human animals) can inhibit motor movements and there is a consistent literature on this research issue, response inhibition provides an excellent starting point. Section II covers cognitive inhibition, which is the topic addressed by the other papers in this issue. Cognitive inhibition is a broad concept that has been used to explain a wide variety of phenomena, including negative priming, Stroop interference, directed forgetting, and performance on the “think/no-think” memory paradigm (Anderson & Green, 2001) and the Wisconsin Card Sorting Test (WCST: Berg, 1948). Many of these phenomena have not been the focus of much neuroscientific study, and a review of all the relevant behavioral data is beyond the scope of this paper. Thus, we focus on the WCST, which has been widely investigated in the neuroscience literature. However, the WCST is a complex task that depends on many cognitive functions besides inhibition. Therefore, we also review findings from a paradigm that has successfully parsed cognitive inhibition into two components—attentional shifting and reversal learning (Dias, Robbins, & Roberts, 1996a, 1996b, 1997). Section III addresses extinction of conditioned fear, a form of emotion inhibition that is well-understood at both the behavioral and neural level.

All three sections feature a short introduction, description of the relevant paradigms, brief treatment of psychological mechanisms underlying performance, and a review of neuroscientific findings from work with non-human animals, investigations of patients with brain lesions, and neuroimaging experiments. To preview the main conclusions, inhibition is generally supported
by top-down control mechanisms mediated by the frontal lobes. However, different forms of inhibition recruit distinct sectors of frontal cortex, including the dorsolateral, ventrolateral, orbitofrontal, and ventromedial prefrontal cortex (Figure 1), and the neural structures involved in inhibition vary accordingly. For example, fear extinction depends upon interactions between the ventromedial prefrontal cortex (VMPFC) and the amygdala (Quirk, 2006), but neither of these structures is critical to inhibition of motor responses or cognitive sets. Notably, there may be an exception to this rule. The right ventrolateral PFC (VLPFC)—also known as the inferior frontal cortex and encompassing Brodmann areas 44, 45, and 47/12 (Petrides & Pandya, 2002)—has been implicated in inhibition of both motor responses and cognitive sets, thus this region may support a general inhibitory process (for review, see Aron, Robbins, & Poldrack, 2004). The paper concludes with a brief summary and proposals for future directions, with a particular focus on experimental studies of psychopathology (Section IV).

I. Inhibition of Behavioral Responses

Response inhibition encompasses a variety of processes aimed at controlling motor behavior, particularly suppression of unwanted, prepotent, or reflexive actions. As it is widely accepted that motor movements can be withheld or withdrawn, response inhibition is a non-controversial concept (Aron, 2007). Furthermore, Friedman & Miyake (2004) found evidence for Prepotent Response Inhibition as a basic inhibitory process. In their analysis, the antisaccade, stop-signal, and Stroop paradigms loaded heavily on Prepotent Response Inhibition. However, others (e.g., Nigg, 2000) have argued that the Stroop task is more closely tied to a facet of cognitive inhibition (resistance to interference) than to response inhibition. Moreover, the go/nogo task (which was not considered in Friedman & Miyake, 2004) has been widely used in
neuroscientific studies of response inhibition (Aron, Robbins, et al., 2004). Therefore, we concentrate on data from the antisaccade, go/nogo, and stop-signal tasks. Each of these paradigms features a prepotent motor response that the participant must inhibit on a subset of trials. Successful performance permits the investigation of brain regions that support control over motor activity. Relative to healthy controls, individuals with schizophrenia exhibit deficits in saccade inhibition (e.g., Fukushima et al., 1988), while individuals with attention deficit hyperactivity disorder (ADHD) perform poorly on go/nogo and stop-signal tasks (e.g., Durston et al., 2003). Thus, response inhibition deficits may serve as endophenotypes for these conditions (Almasy & Blangero, 2001; Aron & Poldrack, 2005; Hutton & Ettinger, 2006).

*Studying Response Inhibition in the Laboratory: the Antisaccade, Go/NoGo, and Stop-signal Tasks*

The standard *antisaccade task* features two trial types: prosaccade and antisaccade (Hallett, 1978). Trials include presentation of an instructional cue indicating the trial type (prosaccade, antisaccade), a period of central fixation, and the sudden appearance of a lateral target. On prosaccade trials the participant moves his or her eyes from fixation towards the target as quickly as possible. By contrast, on antisaccade trials participants are to rapidly direct their gaze towards the direction opposite the target. Correctly executed antisaccades are hypothesized to engage two processes: inhibition of reflexive saccades towards the target and generation of voluntary saccades away from it.

In the antisaccade task there is a substantial preparatory interval between presentation of the instructional cue and the target. No such preparatory interval exists in standard *go/nogo tasks*; instead, participants respond to frequent go stimuli while withholding responses to
infrequently presented nogo stimuli. For example, in a recent study participants viewed a stream of letters and responded to every letter but “X”—the nogo stimulus—with a button press; when “X” was presented, the response needed to be withheld (Menon, Adelman, White, Glover, & Reiss, 2001). Slower reaction times (RTs) on successful nogo trials relative to go trials, as well as frequent errors of commission, demonstrate the difficulty of inhibiting the prepotent go response.

Although the go/nogo paradigm minimizes the preparatory interval relative to the antisaccade task, a critique of the paradigm is that on successful nogo trials the response is omitted entirely rather than withdrawn, raising the possibility that response inhibition may be confounded with selective attention (needed to discriminate between the go and nogo stimuli) and response selection as opposed to inhibition (Rubia, Smith, Brammer, & Taylor, 2003). An arguably more pure test of response inhibition is the stop-signal task (Logan & Cowan, 1984; Logan, Cowan, & Davis, 1984). The stop-signal task retains go trials but does not feature nogo stimuli. Instead, individual go trials are occasionally interrupted by a stop signal indicating that the ongoing response should be halted (e.g., on critical trials the go stimulus is presented and the participant begins to execute a button press, but then the stop signal is presented and the participant must cancel the button press). Inhibitory difficulty can be modulated by varying the interval between presentation of the go and stop stimuli, referred to as the stop-signal delay (SSD). When SSD is short, stopping is easier; when SSD is long, stopping is more difficult. By analyzing both the SSD associated with stopping successes and failures and the reaction time on go trials, it is possible to calculate the latency of the inhibitory process, referred to as the stop-signal reaction time (SSRT: Logan et al., 1984). Shorter SSRTs are associated with more efficient inhibition.
Psychological Processes Underlying Inhibition of Motor Responses

Performance in response inhibition paradigms has been explained via a race model and neurocognitive models of executive control, which are complementary. According to the race model, performance in the stop-signal task reflects the outcome of a contest between independent go and stop processes: whichever reaches a threshold value first determines the behavioral outcome (Logan et al., 1984). In the antisaccade task, the race is between reflexive processes underlying rapid orientation towards the lateral target and controlled processes supporting inhibition (Massen, 2004; Munoz & Everling, 2004). A prediction of the race model is that consistently delaying either the stop or go process should allow the other to reach threshold first. This hypothesis was supported by a study which showed that increasing the latency of correct antisaccades led to an increase in antisaccade errors, presumably because the prosaccade process reached threshold first on a larger number of trials (Massen, 2004). Notably, RT on prosaccade trials was not affected, supporting a corollary hypothesis of the race model—namely, that the stop and go processes operate in parallel and do not interfere with each other.

The race model highlights the competition between volitional/controlled processes and prepotent/reflexive processes that must be inhibited. Neurocognitive models posit that this competition is supported by interactions between executive mechanisms in the frontal lobes and posterior cortical/subcortical regions devoted to stimulus processing and motor responses (Miller & Cohen, 2001). A benefit of neurocognitive models is that they can provide insight into the mechanisms supporting volitional control. For example, effective performance in the antisaccade task depends on the ability to maintain a task goal (“look opposite the target”) in the face of the competing tendency to orient towards the target (Nieuwenhuis, Broerse, Nielen, & Jong, 2004).
According to neurocognitive models, if the task goal is adequately represented in working memory, an inhibitory signal is sent from the frontal lobes to oculomotor regions and the saccade is inhibited. By contrast, failures of executive control—or “goal neglect”—should lead to failures of saccade inhibition. Psychological studies have found support for this hypothesis. For example, high working memory loads generated via a secondary n-back task disrupt saccade inhibition, leading to increased antisaccade errors relative to low memory load conditions (Mitchell, Macrae, & Gilchrist, 2002). Similarly, individuals with shorter working memory spans are more prone to antisaccade errors than individuals with longer spans (Unsworth, Schrock, & Engle, 2004), and both healthy aging and schizophrenia—each of which is associated with impaired frontal function—are associated with increased antisaccade errors (Nieuwenhuis et al., 2004; see also Minas & Park, 2007). These results make a point which might be particularly important for studies on psychopathology: failed attempts at response inhibition need not necessarily reflect a specific deficit in inhibitory mechanisms. Instead, they may be due to failures of executive control, that is, failure to maintain task goals and rapidly recruit the inhibitory mechanisms that underlie the stop process. These kinds of executive deficits are not specific to inhibition and would presumably be apparent in other contexts.

Neurobiological Mechanisms of Response Inhibition

Antisaccade task. The antisaccade task is attractive for neuroscientific investigations of response inhibition because the neural networks underlying saccade generation are well-understood (Figure 2; for more extensive reviews, see Hikosaka, Takikawa, & Kawagoe, 2000; Hutton & Ettinger, 2006; Munoz & Everling, 2004). Most important for this review is the fact that saccade generation is supported by interactions involving multiple sectors of the frontal
lobes (including the frontal eye fields (FEF), supplementary eye fields (SEF), and the
dorsolateral PFC (DLPFC)), the basal ganglia (including the caudate, putamen, and substantia
nigra), and the superior colliculus (SC), which influences saccade execution via connections with
the midbrain.

Consistent with race models, outcomes in the antisaccade task depend upon the relative
activity levels of two populations of neurons in the SC, saccade and fixation neurons (Munoz &
Everling, 2004). Whether or not a saccade occurs is determined by which of these two classes of
neurons exceeds a critical activity threshold first. The sudden appearance of the visual target will
prompt a rapid increase in the activity of saccade neurons. Therefore, it is hypothesized that
correct antisaccade performance depends on the baseline activity of saccade neurons being
suppressed below the baseline activity of fixation neurons, such that target appearance does not
push the activity of saccade neurons past threshold first.

Suppression of the baseline activity of saccade neurons is believed to stem from the
inhibitory influence of other neural structures. A series of studies involving patients with damage
to the frontal lobes implicates the DLPFC as the source of those inhibitory signals (Pierrot-
Deseilligny, Rivaud, Gaymard, & Agid, 1991; Pierrot-Deseilligny, Muri, Ploner, Gaymard,
Demeret, & Rivaud-Pechoux, 2003; Ploner, Gaymard, Rivaud-Pechoux, & Pierrot-Deseilligny,
2005). Damage to this region (or the white matter tracts that connect it to the basal ganglia)
yields increased errors on antisaccade trials. In addition, functional magnetic resonance imaging
(fMRI) studies of healthy individuals report greater DLPFC activation during antisaccades as
opposed to prosaccades (e.g., Ford, Goltz, Brown, & Everling, 2005; Matsuda et al., 2004).
Other possible sources of inhibitory signals are the SEF and the FEF (Munoz & Everling, 2004).
Electrophysiological recording studies in monkeys have demonstrated increased pre-target
activity in SEF fixation neurons preceding correct antisaccades relative to both incorrect antisaccades and correct prosaccades (Amador, Schlag-Rey, & Schlag, 2004; Schlag-Rey, Amador, Sanchez, & Schlag, 1997). Human fMRI studies have obtained similar results, reporting increased pre-target activity in both the SEF (Ford et al., 2005) and FEF (Cornelissen et al., 2002; Ford et al., 2005; O’Driscoll, Alpert, Matthysse, Levy, Rauch, & Holzman, 1995) for correct antisaccades versus incorrect antisaccades and correct prosaccades.

Finally, the basal ganglia are critical to saccade generation and inhibition (for review, see Hikosaka et al., 2000). The substantia nigra, one of the major output structures of the basal ganglia, tonically inhibits the SC and prevents it from exciting midbrain saccade generators. However, the caudate can inhibit the substantia nigra, disinhibiting the SC and leading to a saccade. By contrast, a second neural circuit passing through other sectors of the basal ganglia, including the globus pallidus and the subthalamic nucleus, can excite the substantia nigra, increasing inhibition of the SC and preventing saccades.

Research on schizophrenia implicates basal ganglia dysfunction in impaired antisaccade performance. Compared to healthy controls, individuals with schizophrenia (e.g., Fukushima et al., 1988; Sereno & Holzman, 1995), first-degree relatives of schizophrenics (Clementz, McDowell, & Zisook, 1994; Crawford, Sharma, Puri, Murray, Berridge, & Lewis, 1998), and healthy participants with elevated levels of schizotypy (e.g., O'Driscoll, Lenzenweger, & Holzman, 1998) generate increased numbers of antisaccade errors. Functional neuroimaging has linked these deficits to decreased recruitment of the caudate, putamen, and globus pallidus (Crawford, Puri, Nijran, Jones, Kennard, & Lewis, 1996; Raemaekers et al., 2002; Raemaekers, Ramsey, Vink, van den Heuvel, & Kahn, 2006). Although impairments in saccade inhibition are not specific to schizophrenia (Brownstein et al., 2003; Munoz & Everling, 2004), these data
suggest that the antisaccade task may be sensitive to neural deficits implicated in the disorder (Hutton & Ettinger, 2006).

*Go/NoGo and Stop-signal tasks.* Inhibition of manual motor responses in go/nogo and stop-signal tasks also depends upon the interaction of frontal and basal ganglia control regions with motor output structures, including the thalamus and primary motor cortex (Figure 3; for review, see Band & van Boxtel, 1999). Lateral PFC regions appear to support inhibition in these paradigms. In monkeys, electrical potentials elicited by nogo stimuli were recorded from both the DLPFC and VLPFC regions, and electrically stimulating these regions approximately 100 ms after presentation of the go stimulus resulted in complete cancellation or dramatic delay of the go response (Sasaki, Gemba, & Tsujimoto, 1989; see also Sakagami, Tsutsui, Lauwereyns, Koizumi, Kobayashi, & Hikosaka, 2001). Similarly, an fMRI study of macaques found that relative to go trials, nogo trials elicited strong activity in bilateral VLPFC (Morita, Nakahara, & Hayashi, 2004).

Convergent findings from human research suggest that the right VLPFC is especially critical to inhibition of motor responses. A noteworthy study administered the stop-signal task to patients with unilateral lesions of either right or left frontal regions (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; see also Aron, Monsell, Sahakian, & Robbins, 2004). Compared to both normal controls and patients with left frontal damage, patients with right frontal damage exhibited increased SSRTs, a behavioral proxy of inefficient inhibition. Furthermore, the size of lesions in the right VLPFC was positively correlated with SSRT; notably, no other region in either hemisphere showed this relationship.

Functional neuroimaging studies reveal that nogo stimuli consistently elicit activity in a network of primarily right lateralized regions, including the VLPFC (Garavan, Hester, Murphy,
Fassbender, & Kelly, 2006; Garavan, Ross, & Stein, 1999; Konishi, Nakajima, Uchida, Kikyo, Kameyama, & Miyashita, 1999; Liddle, Kiehl, & Smith, 2001; Menon et al., 2001), and the stop-signal task consistently reveals activity in the right VLPFC (Chevrier, Noseworthy, & Schachar, 2007; Rubia et al., 2001; Rubia et al., 2003). Interactions between the right VLPFC and subcortical structures may underlie response stopping. A recent fMRI study observed right VLPFC and subthalamic nucleus (STN) activation on successful stop trials, and activity in these regions was correlated across participants (Aron & Poldrack, 2006). Furthermore, shorter SSRTs were associated with greater activation in the right VLPFC and STN on stop trials. Confirming the importance of right VLPFC to response inhibition, in a study with healthy controls Chambers et al. (2006) used transcranial magnetic stimulation to temporarily deactivate three cortical regions just prior to performance of the stop-signal task: right VLPFC, right DLPFC, and right parietal cortex. Only deactivation of the right VLPFC impaired stop-signal performance, leading to increased SSRT and increased errors of commission.

Finally, a recent fMRI study demonstrated right VLPFC activity during a modified version of the antisaccade task (Chikazoe, Konishi, Asari, Jimura, & Miyashita, 2007). As noted earlier, the classic antisaccade task involves establishment of a preparatory set prior to antisaccade execution, while the go/nogo and stop-signal tasks minimize preparation and put stronger demands on inhibition at the time of response execution. To address this issue, Chikazoe et al. (2007) modified the antisaccade task so that the preparatory period was minimized and demands on inhibition at the time of response execution were maximized. With these modifications, right VLPFC activation was observed on successful antisaccade trials versus control saccade trials.
Summary

Response inhibition has been studied with the antisaccade, go/nogo, and stop-signal tasks, each of which requires inhibition of a prepotent motor response. Performance on these tasks is well-modeled as a race between reflexive/prepotent go processes and volitional/controlled stop processes. Neurobiologically, response inhibition depends upon the interaction of frontal control systems with the basal ganglia and motor output regions. Although a variety of frontal regions are recruited by these tasks, right VLPFC activity has been directly tied to inhibitory control across multiple paradigms. Dysfunction in fronto-basal ganglia circuits has been observed in forms of psychopathology associated with deficits in response inhibition, including schizophrenia (e.g., Raemaekers et al., 2002, 2006) and ADHD (e.g., Aron & Poldrack, 2005; Casey et al., 1997; Nigg & Casey, 2005).

II. Inhibition of Cognitive Sets

It is relatively easy to infer when response inhibition has occurred: a motor response is withheld or withdrawn. By contrast, cognitive inhibition is often used to refer to a considerably more diverse and complex group of processes. For example, Joormann, Yoon, and Zetsche (2007; see also Joormann, 2004) argue that depression is associated with deficits in cognitive inhibition related to selective attention, working memory, and episodic memory. Specifically, depressed individuals have difficulty disengaging attention from emotionally negative material, inhibiting representations of negative material in working memory, and resisting their propensity to selectively retrieve negative memories from long-term storage. These phenomena are important and well-documented. However, as Joorman et al. acknowledge, whether or not they truly reflect inhibitory deficits is more controversial.
An example of this controversy is directly addressed in the papers by Dorahy (2007) and Minas and Park (2007), which review negative priming research as it applies to dissociative identity disorder and schizophrenia, respectively. Negative priming refers to the fact that if a target stimulus served as a distractor on the preceding trial, the latency to respond to it in the current trial is increased (for reviews, see May, Kane, & Hasher, 1995; Tipper, 2001). Most explanations of negative priming invoke an inhibitory mechanism: during selective attention tasks, target representations are amplified and distractor representations are inhibited, thus when a stimulus that was a distractor becomes a target, its representation begins in an inhibited state and processing is slowed. Based on this proposal, the negative priming paradigm is widely used as a test of inhibitory functions.

Competing hypotheses argue that negative priming does not depend on inhibition. For example, as Dorahy reviews, a theory emphasizing episodic retrieval proposes that distractors are initially given a “do not respond” tag (Neill & Valdes, 1992). When the same stimuli are presented as targets, automatic retrieval of the “do not respond” tag causes conflict, and resolving this conflict slows responding. This hypothesis thus explains negative priming without postulating an inhibitory mechanism. Minas and Park describe the feature mismatch account developed by Park and Kanwisher (1994), which is based on the fact that in many negative priming paradigms a perceptual characteristic serves to distinguish targets from distractors (e.g., distracting words are printed in red, while target words are printed in white). The feature mismatch account proposes that stimuli are encoded along with their perceptual characteristics, such that when a former distractor is presented as a target, there is conflict between the old perceptual features that are retrieved from memory (e.g., word was printed in red) and the new perceptual features being presented (e.g., word is now printed in white). This mismatch causes
conflict which takes time to resolve, and, again, this hypothesis accounts for negative priming without recourse to inhibition.

Supporting these hypotheses, in several studies MacLeod and colleagues have provided data suggesting that negative priming may be more closely tied to routine memory retrieval and conflict resolution than to inhibition (reviewed in MacLeod et al., 2003; see also MacDonald & Joordens, 2000). They have also critically analyzed data from “think/no-think” (Anderson & Green, 2001), directed forgetting (MacLeod, 1999), and lexical decision (Meyer & Schvaneveldt, 1976) tasks, and in each case have provided convincing alternatives to inhibitory explanations (MacLeod et al., 2003). It is important to note that a rapprochement may be possible: inhibitory processes may be more critical during stimulus encoding, while conflict resolution may be more critical during retrieval (Tipper, 2001). Aron (2007) argues that neuroscientific data may help resolve this controversy: demonstrating that increased activity in one brain region consistently causes decreased activity in another would provide compelling support for an inhibition account.

Researchers are beginning to examine the neural correlates of performance on various tasks thought to involve cognitive inhibition (e.g., Anderson, Ochsner, Kuhl, Cooper, Robertson, Gabrieli, et al., 2004; Depue, Curran, & Banich, 2007; Egner & Hirsch, 2005), and the body of knowledge in this area is small but growing. Rather than attempt to survey the scattered offerings, we concentrate on a larger body of work involving paradigms that manipulate rule-based stimulus response associations, referred to as cognitive sets (Buchsbaum, Greer, Chang, & Berman, 2005). Cognitive sets are typically established and maintained on the basis of positive feedback for correct responses. On critical trials, however, the previously correct response is no longer rewarded. In this case, the participant must switch from the old set to a new one; failure to do so results in perseverative errors. One hypothesis is that these types of switches depend on
cognitive inhibition of the old set, but set-switching likely involves many cognitive processes besides inhibition. Therefore, below we review research from a task that has successfully decomposed set-switching into simpler component processes (Dias, Robbins, & Roberts, 1996a, 1996b, 1997).

**Studying Cognitive Inhibition in the Laboratory: the Wisconsin Card Sort Test, Dimensional Shifts, and Visual Discrimination Reversals**

The Wisconsin Card Sort Test (WCST) is a classic test of cognitive flexibility (Berg, 1948), and successful performance appears to depend on the ability to inhibit prior cognitive sets. In the WCST, participants are given a deck of cards and asked to sort them according to four reference cards. All the cards depict geometric shapes that vary in form, color, and number: any of these dimensions can be used as the basis for sorting. Importantly, participants are not informed of the sorting rule and must deduce it by trial-and-error, using feedback provided by the experimenter. Over time, healthy participants deduce the rule (e.g., “sort by color”) and respond accordingly. However, after 10 successful trials the experimenter changes the rule without warning (e.g., to “sort by number”). Effective behavior is hypothesized to depend on inhibiting the old cognitive set so that the new rule can be identified and used to guide responding.

The WCST is complex—in addition to cognitive inhibition, it makes demands on learning, selective attention, set-switching, and error correction. To reduce this complexity, new paradigms probe some of these component processes more directly (Figure 4; Dias, Robbins, & Roberts, 1996a, 1996b, 1997). In the paradigm developed by Dias and colleagues, trials begin with the presentation of two compound visual stimuli, one on the left and one on the right
(Figure 4a). Each stimulus consists of one or more lines of varying orientation overlaid on a different polygon—for example, a triangle (left) and a square (right), each overlaid with a unique pattern of lines. Based on feedback presented after each trial, the participant learns to attend to one dimension (e.g., polygons) while ignoring the other (e.g., lines), and also learns that a particular exemplar from the attended dimension (e.g., triangle) constitutes the correct stimulus (Figure 4b).

Once the participant has learned to attend to the correct stimulus, three manipulations are possible. First, in an intra-dimensional shift (Figure 4c), novel stimulus pairs are presented and reward feedback is transferred from one exemplar to another within the same dimension (e.g., from triangle to diamond). Second, in an extra-dimensional shift (Figure 4d), rewards are shifted to an exemplar from the other dimension (e.g., from the triangle to an exemplar from the line stimuli). Third, in a visual discrimination reversal (also simply called a reversal), reward feedback is shifted from one member of a stimulus pair to the other (e.g., from the compound stimulus on the left to the compound stimulus on the right; Figure 4e).

*Psychological Processes Supporting Inhibition of Cognitive Sets*

Successful performance on the WCST depends on multiple psychological processes. First, the correct stimulus-response rule must be learned and held in working memory. Second, upon receipt of either positive or negative feedback, the contents of working memory are monitored and updated (Monchi, Petrides, Petre, Worsley, & Dagher, 2001). Receipt of positive feedback supports maintenance of ongoing behavior, while negative feedback signals a need to shift set. Set-shifting is hypothesized to involve inhibiting the old set, attending to previously ignored stimulus dimensions, and forming new stimulus-response associations.
Most errors in the WCST are perseverative in nature, which suggests inhibitory deficiencies (Demakis, 2003; Sullivan, Mathalon, Zipursky, Kersteen-Tucker, Knight, & Pfefferbaum, 1993). However, the paradigm developed by Dias and colleagues involving dimensional shifts and discrimination reversals has revealed that perseverative errors in this type of paradigm may stem from two sources: failures of selective attention versus failures to update stimulus-reward associations following a reversal (Dias et al., 1996b, 1997). While both of these types of failures yield perseveration, the latter is more clearly related to inhibitory function and has been directly related to the orbitofrontal cortex (OFC).

**Neurobiological Mechanisms of Cognitive Inhibition**

*Wisconsin Card Sort Test.* The WCST is sensitive to frontal lobe dysfunction. In a classic study, Milner (1963) tested patients who had undergone cortical excisions as part of treatment for epilepsy. Patients with DLPFC damage were markedly impaired on the WCST, committing an increased number of perseverative errors relative to patients with damage to other frontal or temporal regions, and a recent meta-analysis confirmed that frontal lesions (as opposed to posterior lesions) are differentially associated with perseverative errors on the WCST (Demakis, 2003).

A meta-analysis of neuroimaging studies examined activations elicited across various stages of the WCST (Buchsbaum et al., 2005). A bilateral pattern of fronto-parietal activity was revealed, consistent with recruitment of fronto-parietal attention networks in the task (e.g., Woldorff, Hazlett, Fichtenholtz, Weissman, Dale, & Song, 2004). More focused investigations by Monchi and colleagues have identified dissociable roles for the DLPFC and VLPFC in the WCST (Monchi et al., 2001; Monchi, Petrides, Doyon, Postuma, Worsley, & Dagher, 2004).
Specifically, DLPFC was activated by both positive and negative feedback, while the VLPFC was only activated by receipt of negative feedback. The DLPFC activations are hypothesized to reflect this region’s role in monitoring the contents of working memory, which would be updated upon reception of both kinds of feedback (Petrides, 2000). By contrast, selective activation of VLPFC by negative feedback is consistent with a role for this region in inhibition during set-shifting, given its well-established role in response inhibition. Furthermore, the caudate was also activated by negative feedback, consistent with the larger role for fronto-basal ganglia circuitry in inhibitory functions (e.g., Nigg, 2000). Supporting this hypothesis, a series of studies by Konishi and colleagues revealed that right VLPFC activation observed during set-shifting in the WCST overlapped with a right VLPFC region identified in a go/nogo study (Konishi et al. 1998, 1999), consistent with a general inhibitory role for this region.

*Dimensional shifts and visual discrimination reversals.* Data from the WCST provide some support for the conclusion that inhibition of cognitive sets is supported by a fronto-basal ganglia network. This tentative conclusion has been refined and extended by a series of studies targeting the neural correlates of dimensional shifts and visual discrimination reversals in marmosets. In an initial investigation, marmosets learned to selectively attend to one of two dimensions (polygons versus lines; Figure 4) and to reliably select exemplars within that dimension to obtain a food reward (Dias et al., 1996a). After training, the experimental group received excitotoxic lesions to the PFC, including lateral and OFC regions. Compared to control animals, the experimental group showed no deficits on either reacquisition of visual discrimination or on performance of intra-dimensional shifts. However, they required many more trials to successfully complete extra-dimensional shifts and also made significantly more perseverative errors during discrimination reversals. This result indicates that two component
processes implicated in the WCST—namely, shifting attention from one perceptual dimension to another and reversing a pre-existing stimulus-response association—are supported by discrete PFC regions.

In a subsequent study, separate lateral PFC and OFC lesions were made to dissociate their unique effects (Dias et al., 1996b). Neither group exhibited difficulties in reacquiring visual discriminations or performing intra-dimensional shifts. However, compared to controls, the lateral PFC lesion group was significantly impaired on extra-dimensional shifts (but unimpaired on reversals), while the OFC group was significantly impaired on reversals (but unimpaired on extra-dimensional shifts). These results were interpreted as supporting a dissociation between attentional processing recruited during extra-dimensional shifting (supported by lateral PFC), and affective processing underlying the substitution of one stimulus-reward association for another during reversals (supported by OFC). This interpretation is consistent with the fact that the DLPFC is implicated in a number of executive functions, including attentional shifting, while the OFC is connected to limbic and striatal regions associated with emotional information processing and reward (Rolls, 1996, 2000). A third study further extended these findings by demonstrating that the lateral and OFC lesions used in these studies do not disrupt learning per se, but are specifically tied to inhibitory control of attentional and affective processing (Dias et al., 1997). In this study, lesions were made to the lateral PFC and OFC before training. The acquisition of visual discriminations was not affected, but specific deficits in extra-dimensional shifting and reversals, respectively, were observed once again.

A conceptually related investigation of humans with damage to the DLPFC or OFC revealed similar results (Hornak et al., 2004). The task involved choosing one of two stimuli on each trial; monetary rewards and punishments were differentially associated with the two stimuli.
Neither the DLPFC group nor the OFC group had difficulty learning the task. However, after a certain number of trials the stimulus-outcome contingencies were reversed such that the previously rewarded stimuli became associated with punishment and vice-versa. As in the studies with marmosets, this reversal revealed severe deficits in humans with OFC lesions, who showed perseverative responding even after receiving large monetary punishments. As a group, the patients with DLPFC lesions did not show the same deficit. However, a subset of DLPFC patients were severely impaired and performed as poorly as patients with OFC damage. Post-test questioning revealed that these patients were inattentive to visual signals associated with monetary rewards and punishments that were provided to facilitate performance. Thus, at least in some cases, DLPFC lesions were again associated with attentional failures.

Collectively, these studies indicate that lateral PFC and OFC make differential contributions to tasks demanding cognitive flexibility, such as the WCST. Lateral PFC regions support attentional shifts between perceptual dimensions. By contrast, the OFC is recruited by discrimination reversals, which require a change in stimulus-response mapping. Critically, cognitive inhibition is more directly assessed by reversals than by extra-dimensional shifts, since the previously rewarded exemplar is still present and must be ignored (Hampshire & Owen, 2006). Therefore, these data suggest that the OFC is more directly involved in cognitive inhibition than lateral PFC regions. Notably, neuroimaging experiments and studies with brain damaged patients indicate that successful reversals depend in part on connections between the OFC connections and the striatum (e.g., Cools, Clark, & Robbins, 2004; Cools, Ivry, & D’Esposito, 2006). In addition, there is some evidence that patients with OFC damage make an increased number of perseverative errors on the WCST (Freedman, Black, Ebert, & Binns, 1998), as would be expected based on these findings.
Summary

Flexible behavior depends on the ability to efficiently use selective attention and working memory in the face of distracting information. Deficits in these abilities have been associated with depression (Joormann et al., 2007), schizophrenia (Minas & Park, 2007), and dissociative identity disorder (Dorahy, 2007), among other psychopathological conditions. However, whether these deficits are specifically related to inhibitory failures is controversial. Inhibition of previously rewarded cognitive sets is thought to be important for successful performance on the WCST, but neuroscientific research reveals that performance on the WCST depends upon a large number of brain regions, including the VLPFC, DLPFC, parietal lobes, and basal ganglia. Activity in many of these regions may reflect processes unrelated to inhibition. New paradigms designed to tease apart these component processes reveal that extra-dimensional shifting depends upon the integrity of lateral PFC regions. By contrast, stimulus reversals—which make heavy demands on cognitive inhibition—depend upon the OFC. These findings are consistent with the hypothesis that the DLPFC is involved in attentional shifts while the OFC is more directly implicated in inhibitory and affective processes evoked by stimulus reversals (Hornak et al., 2004).

III. Inhibition of Emotional Responses

Emotion dysregulation is characteristic of a variety of forms of psychopathology (American Psychiatric Association, 1994), and dysregulated fear responses play a prominent role in phobias, panic disorder, and post-traumatic stress disorder (Barlow, 2002). By studying extinction, researchers have made substantial progress in understanding the psychological and
neural mechanisms underlying the inhibition of conditioned fear responses (Quirk, 2006).

Below, we review evidence indicating that the VMPFC, amygdala, and hippocampus are critical brain regions involved in fear extinction. Due to space limitations we must omit many important details; interested readers are directed to more extensive reviews of the behavioral (Bouton, 2004) and neurobiological (Myers & Davis, 2007) literatures covering this topic.

*Studying Extinction in the Laboratory*

During the *acquisition* phase of fear conditioning experiments, a neutral stimulus (the to-be conditioned stimulus, or CS) is paired with a noxious unconditioned stimulus (US), such as an electric shock. Due to this pairing, the CS acquires the ability to elicit fear responses which can be assessed behaviorally (e.g., by measuring freezing behavior) and physiologically (e.g., by measuring increased skin conductance responses). During the *extinction* phase the CS is once again presented alone. On early trials in this phase the CS elicits fear responses that then progressively diminish in frequency and intensity. This reduced response to the CS constitutes extinction.

Many experiments feature one or two variations on this basic theme. In *differential conditioning paradigms* two CSs are presented. During acquisition, one (the CS+) is paired with the US while the other (the CS-) is not (acting as a control condition): conditioning is measured as the difference in response to the CS+ versus the CS-. In addition, it is valuable to distinguish between short-term and long-term extinction processes. When the extinction phase is presented at little or no delay after the acquisition phase, effects reflect short-term processes and constitute within-session extinction (Quirk, Russo, Barron, & Lebron, 2000). By contrast, presentation of
the CS at a delay after the original extinction phase tests long-term memory for extinction learning (i.e., extinction retention).

*Psychological Processes Underlying Extinction*

Extinction depends on multiple psychological processes (Bouton, 2004; Myers & Davis, 2007), but the particular importance of associative learning mechanisms is supported by three phenomena: spontaneous recovery, reinstatement, and renewal. Spontaneous recovery refers to the fact that tests of long-term extinction often reveal substantial fear responding (for review, see Rescorla, 2004). This observation demonstrates that extinction is not supported by forgetting or unlearning of CS-US associations. Instead, it reflects inhibitory learning that suppresses the expression of the excitatory CS-US associations formed during acquisition. Spontaneous recovery suggests that the inhibitory extinction learning fades more rapidly than the excitatory conditioning learning, for reasons that are currently unclear.

The inhibitory hypothesis of extinction learning is also supported by reinstatement (Rescorla & Heth, 1975). Reinstatement refers to the fact that unsignaled US presentations, delivered after extinction, will restore the ability of the CS to elicit a fear response. Because the CS and US are only presented together during acquisition, reinstatement implies that excitatory CS-US associations must persist throughout extinction. It is important to note that reinstatement only occurs if the unsignaled US presentations are delivered in the context where reinstatement testing will take place (Bouton & Bolles, 1979). This finding demonstrates a critical principle: the response elicited by an extinguished CS is very sensitive to contextual manipulations.

The clearest examples of the context-dependency of extinction come from renewal studies (Bouton, 2004). In so-called ABA renewal paradigms, fear is acquired in context A and
extinguished in context B. When the CS is once again presented in context A, a robust (“renewed”) fear response is observed. Fear renewal is not observed if the CS is tested in the extinction context (e.g., an ABB paradigm would not reveal renewal). Renewal paradigms thus highlight another important asymmetry with respect to conditioned fear: the excitatory associations that underlie fear generally persist across contexts, while the inhibitory learning that supports extinction is context-bound.

This asymmetry has been explained by positing that context serves as an “occasion-setter” that facilitates the retrieval of a particular CS memory (Holland, 1992). On this account, acquisition leads to a robust, excitatory CS-US association. During extinction, an inhibitory CS-“no US” association is formed in a particular context. The occasion-setter hypothesis proposes that context determines which of these two memories is retrieved and expressed (Bouton, 2004). Specifically, the extinction context prompts retrieval and expression of the inhibitory association, while other contexts lead to retrieval and expression of the excitatory association. This hypothesis has considerable heuristic values since it can account for a wide range of renewal effects.

*Neurobiological Mechanisms of Extinction*

Extinction is supported by neural systems involved in fear learning, inhibition, and contextual processing, namely, the amygdala, the VMPFC, and the hippocampus, respectively (Figure 5). Below we review both human and non-human animal studies that illustrate the specific contributions made by these structures to extinction.

*Amygdala.* The amygdala is well-known for its role in the acquisition of conditioned fear (for reviews, see Davis, 1994; LeDoux, 1995). During acquisition, sensory cortices transmit
information regarding the CS and US to the basolateral amygdaloid complex (BLA); this region is crucial for the formation of excitatory CS-US associations. Expression of conditioned fear depends on the amygdala’s central nucleus (CE), which receives input from the BLA and activates a number of brainstem and hypothalamic effector sites, resulting in the fear response. From a molecular perspective, remarkable progress has been achieved to elucidate cellular and molecular mechanisms (particularly those involving N-methyl-D-aspartate (NMDA) receptors and glucocorticoids) implicated in both long-term memory of conditioned fear as well as extinction learning, but these processes are beyond the scope of this review (the interested reader is referred to Schafe, Nader, Blair, & LeDoux, 2001, and McGaugh & Roozendaal, 2002, for excellent reviews).

The role of the amygdala in extinction has also emerged from functional neuroimaging studies in humans. A handful of fMRI studies have demonstrated increased amygdala activation to the CS+ during within-session extinction (Gottfried & Dolan, 2004; LaBar, Gatenby, Gore, LeDoux, & Phelps, 1998; Milad, Wright, Orr, Pitman, Quirk, & Rauch, 2007), although one study recorded a greater amygdala response to the CS- versus the CS+ (Phelps, Delgado, Nearing, & LeDoux, 2004). Importantly, this effect was correlated with skin conductance responses (SCRs) such that a larger amygdala response to the CS- (relative to the CS+) correlated with a smaller conditioned response during extinction (Phelps et al., 2004).

An important goal for future work will be to find additional evidence for brain-behavior relationships during extinction in humans. An exciting step in this direction has been made by investigations examining the effects of the NMDA receptor partial agonist D-cycloserine (DCS). Based on studies demonstrating that both systemic and intra-amygdala injections of DCS facilitated extinction in rodents (Ledgerwood, Richardson, & Cranney, 2003; Walker, Ressler,
Lu, & Davis, 2002), Ressler and colleagues (Ressler et al., 2004) examined the effects of DCS on extinction in a clinical population. In a double-blind design, participants with acrophobia (an extreme and irrational fear of heights) received either single doses of DCS or placebo before undergoing two sessions of virtual exposure therapy in a virtual reality glass elevator. Outcome measures included skin conductance fluctuations and subjective ratings of distress during exposure, as well as self-reports of anxiety and avoidance of heights. Follow-up assessments were conducted one week and three months post-treatment.

No effects of DCS were observed during the first treatment session, indicating that the drug does not have anxiolytic effects. However, at every time point thereafter significantly better outcomes on virtually every measure were observed in the DCS group (versus the placebo group). Furthermore, at three months follow-up the DCS group reported exposing themselves to feared heights significantly more frequently than the control group, demonstrating that the effects generalized to the real world and were maintained long after treatment. These findings have since been conceptually replicated in a study of social anxiety disorder (Hofmann et al., 2006). As Ressler et al. (2004) point out, these studies showcase a new role for psychoactive drugs. Rather than being directed at presumed biochemical abnormalities in a patient population, DCS has been used to augment a learning process—extinction—that is critical for fear inhibition. An important issue to examine in the future will be whether DCS is also a useful adjunct to forms of psychotherapy which do not depend primarily on exposure.

**Ventromedial PFC (VMPFC).** The data reviewed above indicate that extinction involves the formation of inhibitory associations in the amygdala, but what neural structure is the source of the inhibition? A large body of evidence from rodent studies points to the VMPFC (Sotres-Bayon, Bush, & LeDoux, 2004). In an early study, Morgan, Romanski, and LeDoux (1993)
lesioned the VMPFC, established conditioned fear, and then conducted extinction sessions over several days. Compared to control animals, the VMPFC-lesioned group required significantly more days to extinguish fear responses to the CS, suggesting a loss of top-down inhibitory influence on the amygdala by the VMPFC.

Subsequent studies have revealed a more nuanced picture. Quirk et al. (2000) tested two groups of rodents: one group with extensive (“inclusive”) VMPFC lesions (VMPFC-i group), and one group with lesions restricted to the rostral VMPFC (VMPFC-r group). In the VMPFC-r group, a section of caudal VMPFC referred to as infralimbic (IL) cortex was spared. Both within-session extinction (on Day 1) and extinction retention (on Day 2) were examined. No group differences in extinction were evident on Day 1. This important and surprising finding indicates that the VMPFC is not critical for short-term extinction. However, on Day 2 the VMPFC-i group showed virtually complete recovery of fear, whereas fear extinction was maintained in the other two groups. In other words, although they had displayed normal within-session extinction, the VMPFC-i group exhibited a complete failure of extinction retention. This result demonstrates that the VMPFC—particularly the IL cortex—is critical for long-term memory of extinction. To test this account, Milad and Quirk (2002) made electrophysiological recordings from the IL cortex. In agreement with the lesion data, spiking activity was not observed in response to the CS during acquisition or within-session extinction, but strong IL activity was recorded in response to the CS on Day 2 extinction. Furthermore, this activity was related to extinction retention: rats with increased IL activity demonstrated better memory for extinction.

Finally, Quirk, Likhtik, Pelletier, and Pare (2003) found that electrical stimulation of the VMPFC reduced the sensitivity of the central nucleus of the amygdala to inputs from the BLA.
and the insula. The authors proposed that the VMPFC inhibits the amygdala via intercalated cells, which send inhibitory projections to the central nucleus. Increased excitatory input from the VMPFC to the intercalated cells thus yields increased inhibition of the central nucleus, which in turn results in reduced expression of fear (Figure 5).

Functional neuroimaging research indicates that the VMPFC’s role in fear extinction has been conserved in humans. In humans, the rostral cingulate, subgenual cingulate, and medial OFC are generally considered to constitute the VMPFC. Three studies suggest a role for one or more of these regions in within-session extinction of conditioned fear. Two found that the VMPFC responded more strongly to the CS+ (versus the CS-) during within-session extinction (Gottfried & Dolan, 2004; Milad et al., 2007); this pattern of responding was also observed in the caudal OFC (Gottfried & Dolan, 2004). By contrast, another study identified two regions in the VMPFC—one in the subgenual cingulate, one in the medial gyrus—that responded more strongly to the CS- than the CS+, and in fact showed substantially decreased responding to the CS+ (Phelps et al., 2004).

Interestingly, none of these studies reported correlations between VMPFC activity and psychophysiological measures of within-session extinction. However, in one study extinction success on Days 1 and 2 (as measured by SCRs) was correlated with subgenual cingulate activity during a test of extinction recall given on Day 2 (Phelps et al., 2004). In a psychophysiological study, Milad and colleagues (Milad, Quinn, Pitman, Orr, Fischl, & Rauch, 2005) found that long-term extinction retention was positively correlated with the thickness of the medial OFC as measured by structural MRI. Furthermore, in a re-analysis of these data, this group showed that extinction retention fully mediated the link between medial OFC thickness and the personality trait of extraversion (Rauch, Milad, Orr, Quinn, Fischl, & Pitman, 2005).
Thus, a thicker medial OFC was associated with a better capacity to retain fear extinction, which in turn was associated with an extroverted personality. Finally, a recent fMRI study tested extinction recall in an ABB renewal paradigm (Milad et al., 2007). This study featured a paradigm in which conditioned fear to two CS+s was established but only one CS+ was extinguished (CS+E); the other was not (CS+U). During the test of extinction recall, significantly greater VMPFC activity was elicited by the CS+E as opposed to the CS+U.

In summary, the human and rodent literatures indicate that the VMPFC is critically involved in fear extinction. One apparent discrepancy concerns within-session extinction. Studies in rodents consistently reveal that VMPFC is not critical for within-session extinction, whereas human studies reveal VMPFC activity on such tests. It is not clear how to account for this difference, but the lack of correlations between within-session VMPFC activations and behavioral measures of conditioning suggests that this region may not actually be critical to within-session extinction in humans. Another possibility is that greater explicit awareness of CS-US contingencies in humans may lead to the deployment, during within-session extinction, of emotion regulation strategies that recruit VMPFC regions (Urry et al., 2006).

_Hippocampus_. In their test of context-dependent extinction retention, Milad et al. (2007) found significant hippocampal activation. Furthermore, activity in both the hippocampus and VMPFC was positively correlated with extinction retention. This study thus provides the first evidence that the human hippocampus and VMPFC work together to constrain fear expression in a contextually-sensitive fashion.

These findings are consistent with results from non-human animals. An important study conditioned rats in one context and conducted extinction training in a different context (Corcoran & Maren, 2001). After extinction, muscimol (a gamma-aminobutyric receptor agonist
that temporarily inactivates brain tissue) was injected in the dorsal hippocampus. Extinction retention was then tested, either in the context in which extinction training had been conducted, or in a different context. As expected, control animals injected with saline showed extinction retention when the extinction training and testing contexts were the same but showed fear renewal when these two contexts differed. By contrast, rats injected with muscimol displayed equivalent fear in both contexts. This finding indicates that the hippocampus is required for appropriate retrieval of contextual information relevant to expression of extinction; indeed, this brain region may be a critical contributor to occasion-setting as it relates to fear extinction. A subsequent study indicates that the hippocampus may also be important for the acquisition and consolidation of extinction (Corcoran, Desmond, Frey, & Maren, 2005). Specifically, muscimol injections in the dorsal hippocampus given after acquisition attenuated within-session extinction and prevented the consolidation of context-dependent extinction.

The importance of the hippocampus in emotion inhibition is suggested by evidence of hippocampal dysfunction in various forms of psychopathology, including depression and post-traumatic stress disorder (PTSD: Davidson, Jackson, & Kalin, 2000; Phillips, Drevets, Rauch, & Lane, 2003). In particular, chronic PTSD is associated with reductions in hippocampal volume (Bremner et al., 1995; Bremner et al., 1997). A long-standing question concerns the direction of causality in this relationship: are individuals with smaller hippocampal volumes more likely to develop PTSD following trauma exposure, or does PTSD drive a reduction in hippocampal volume? An important study by Gilbertson and colleagues (Gilbertson et al., 2002) supports the former hypothesis. They studied monozygotic twin pairs in which one twin was a Vietnam combat veteran and the other was not. Furthermore, the veterans were divided into two groups: those with PTSD, and those without. As in previous studies, veterans with PTSD had smaller
hippocampal volumes than those without. However, the critical finding concerned these men’s twins, who had not been exposed to trauma—unaffected brothers of veterans with severe PTSD had significantly smaller hippocampal volumes than brothers of veterans without PTSD. In other words, small hippocampal volume appears to be a risk factor for the development of PTSD. This may be related to extinction: individuals with small hippocampal volumes may be impaired in their ability to either acquire and/or retrieve information that should help restrict the expression of fear to particular contexts.

Summary

Extinction of conditioned fear is a well-studied form of emotional inhibition. Whereas conditioned fear generalizes across contexts, extinction is remarkably context-dependent, as demonstrated by renewal studies. Neurobiologically, extinction is supported by new learning in the amygdala and appears to reflect the operation of inhibitory signals sent from VMPFC; the hippocampus is critical for the formation and retrieval of contextual information. These findings have considerable clinical relevance with respect to anxiety disorders. For example, the etiology of PTSD is well-modeled as a particularly intense fear conditioning episode, and in comparison with healthy controls, patients with PTSD demonstrate amygdala hyper-responsivity and attenuated recruitment of VMPFC regions during emotional provocation paradigms (reviewed in Rauch, Shin, & Phelps, 2006). Despite this overlap, relatively few studies have actually used fear conditioning and extinction paradigms in conjunction with patient populations—more studies of this kind are needed. A small number of studies has already successfully used DCS to augment extinction learning in patients with phobias (Ressler et al., 2004; Hofmann et al., 2006). Thus,
future research on the extinction of conditioned fear is expected to contribute both to basic science and to the understanding and treatment of psychopathology.

IV. Conclusions and Future Directions

Adaptive behavior in a fluctuating and unpredictable environment relies on flexible and accurate inhibition of prepotent responses, cognitive sets, and emotions. Various forms of inhibition have been described, including response inhibition (e.g., inhibition of prepotent or reflexive behavioral responses), cognitive inhibition (e.g., inhibition of irrelevant information), and emotional inhibition (e.g., inhibition of fear responses). The goal of the present review was to summarize and critically discuss the neural bases of inhibitory function through an integration of experimental tasks and approaches, including functional neuroimaging and lesion studies in humans and neurophysiological data in animals. Several important points emerged. First, although the prefrontal cortex plays a pivotal role in inhibitory functions, it is clear that specific facets of inhibition rely on partially non-overlapping neural pathways. Specifically, response inhibition, cognitive inhibition, and emotional inhibition are supported by a right-lateralized fronto-basal ganglia circuitry, the OFC, and interactions between the VMPFC and the amygdala, respectively. Accordingly, from both a psychological and neurobiological perspective, inhibition is a heterogeneous construct, and findings from the present review support recent taxonomic approaches to inhibition-related functions (Friedman & Miyake, 2004; Nigg, 2000). Critically, recent advances in experimental psychology and affective neuroscience have allowed researchers to “dissect” inhibitory functions and identify its critical sub-components, opening new avenues for a more precise characterization of various disorders featuring impairments in inhibition-related processes, including ADHD (e.g., Nigg & Casey, 2005), schizophrenia (e.g., Fukushima
et al., 1988), PTSD (e.g., Bremner et al., 1995, Rauch et al., 2006), depression (e.g., Goeleven, De Raedt, Baert, & Koster, 2006), and personality disorders (Nigg, Silk, Stavro, & Miller, 2005). In ADHD research, for example, this approach has allowed researchers to identify dysfunctions in response inhibition, but generally normative cognitive inhibition (see Nigg, 2000, for a review). Future research is warranted to evaluate whether dysfunctions in neural pathways subserving separable inhibition-related processes might serve as endophenotypes for various psychopathological conditions (Almasy & Blangero, 2001).

Second, the right VLPFC appears to be critically implicated in both response inhibition and cognitive inhibition, suggesting that this region supports a general inhibitory process (Aron, Robbins, et al., 2004; Konishi et al., 1999). This finding is intriguing, particularly when considering that the VLPFC is one of the last regions to develop ontogenetically (Pandya & Barnes, 1987). Consistent with this anatomical evidence, increases in cortical thickness (Sowell, Thompson, Leonard, Welcome, Kan, & Toga, 2004) and task-related functional activation (Rubia et al., 2006) have been described in VLPFC regions throughout development. Moreover, a recent study using diffusion tensor imaging to assess brain connectivity in vivo showed maturation of connections between right VLPFC and the basal ganglia between the age of 7 and 31 years; notably, enhanced connectivity correlated with improved recruitment of cognitive control in a go/nogo task (Liston et al., 2006). Collectively, these findings indicate that prolonged development of regions critically implicated in inhibition-related functions might provide a vulnerability window increasing the risk for specific forms of psychopathology.

Several critical issues should be investigated in future studies. First, recent evidence indicates that individual difference variables, including sex (e.g., Li, Huang, Constable, & Sinha, 2006; Garavan et al., 2006), age (e.g., Nielson, Langenecker, & Garavan, 2002) and genotypes
(e.g., Pezawas et al., 2005), modulate inhibition-related functions and underlying neural circuitries. A better understanding of the modulatory effects of these variables, particularly with respect to their role in increasing vulnerability to psychopathology, is needed. Second, our understanding of the contributions of various neurotransmitters (including serotonin, dopamine, and noradrenaline) to inhibitory-related functions is limited (for review, see Robbins, 2007). Early conceptualizations emphasized the role of serotonin in behavioral inhibition (e.g., Soubrié, 1986), but recent evidence indicates that other neurotransmitters (e.g., noradrenaline) are also critically involved (Chamberlain, Muller, Blackwell, Clark, Robbins, & Sahakian 2006). Clearly, a better understanding of the neurochemical correlates of inhibition promises to have important implications for pharmacological treatments of disorders characterized by inhibition-related dysfunctions (Lucki, 1998; Robbins, 2007).

A final theme emerging from the present review is that there is an acute need for increased research on cognitive inhibition. The basic phenomena that constitute response inhibition and fear extinction are relatively clear-cut and well-understood. By contrast, performance on many of the paradigms thought to tap cognitive inhibition—including negative priming and the WCST—may primarily reflect the contribution of other processes, including routine memory retrieval and conflict resolution (Aron, 2007; MacLeod et al., 2003; but see Tipper, 2001). Careful behavioral and neuroscientific research is needed to clarify this picture. The most powerful neuroscientific demonstrations of inhibitory effects will likely not rely solely on fMRI data. As Aron (2007) points out, the blood-oxygenation-level-dependent (BOLD) effect measured in most fMRI studies does not primarily or selectively reflect the spiking output of a brain region. In other words, decreased BOLD signal in a neural structure, while informative, does not necessarily imply inhibition of that structure. Complementary approaches, including
studies of populations with brain lesions, single-cell recording studies in non-human animals, and intra-cranial recordings in humans, will be necessary to arrive at a complete picture. Regardless of the exact mechanisms involved, many of the tasks hypothesized to assess cognitive inhibition are already useful for revealing deficits associated with various forms of psychopathology, as the other articles in this special issue illustrate.
Footnotes

1 Although functional neuroimaging techniques have significantly improved our understanding of brain pathways implicated in inhibition, it is important to emphasize that—due to their correlational nature—these approaches cannot demonstrate whether particular brain regions are necessary for specific functions. This critical information can be derived from studies in experimental animals, studies investigating humans with focal brain lesions (Rorden & Karnath, 2004), as well as studies utilizing transcranial magnetic stimulation to induce transient and “virtual” lesions (Pascual-Leone, Walsh, & Rothwell, 2000). Throughout this review, information gathered from these different approaches will be integrated.
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Figure Captions

Figure 1. Regions of prefrontal cortex (PFC) implicated in inhibition.  
a) Dorsolateral PFC (blue) and ventrolateral PFC (orange).  
b) Ventromedial PFC (red) and orbitofrontal cortex (green). Reprinted with permission from Davidson, Pizzagalli, Nitschke, & Putman (2002). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

Figure 2. Neural bases of antisaccades. Simplified fronto-basal ganglia-collicular loop underlying saccade generation and inhibition (adapted from Munoz & Everling, 2004). Saccades are controlled by the midbrain reticular formation, which receives projections from the superior colliculus, SEF, and FEF. In addition, the DLPFC, SEF, FEF, and basal ganglia can influence eye movements via their projections to the superior colliculus. Note that many structures and connections have been omitted for simplicity.

Figure 3. Neural basis of response inhibition in the go/nogo and stop-signal tasks (adapted from Band & van Boxtel, 1999). Manual responses are under the influence of two neural loops. The primary loop (black lines) involves connections between cortical structures (including the DLPFC and VLPFC), the basal ganglia, and the thalamus. This loop is directly implicated in response selection and response inhibition. The secondary loop (gray lines) involves connections between more restricted cortical regions, the cerebellum, and the thalamus, and is thought to fine-tune activity in the first loop. Output from these loops is integrated at the level of primary motor cortex, which projects to the spinal cord (heavy black line). Several connections and
cortical regions have been omitted for simplicity. DLPFC: dorsolateral prefrontal cortex; SMA: supplementary motor area; VLPFC: ventrolateral prefrontal cortex.

**Figure 4.** Example trials from the test of dimensional shifts and discrimination reversals (adapted from Dias et al., 1996). Trials feature two compound stimuli consisting of line exemplars overlaid on polygon exemplars. Correct choices are indicated by a plus (+), incorrect choices are indicated by a minus (-).  

- **a)** Compound discrimination: The participant must first identify the correct exemplar (e.g., the triangle) from the correct dimension (e.g., the polygons).  
- **b)** Correct performance requires retaining the selection rule across trials.  
- **c)** *Intra-dimensional shift:* A new exemplar (diamond) in the same dimension (polygons) becomes the correct stimulus.  
- **d)** *Extra-dimensional shift:* An exemplar from the other dimension (lines) becomes correct.  
- **e)** *Discrimination reversal:* Stimuli from the previous trial are retained, but the previously correct stimulus becomes incorrect and vice-versa.

**Figure 5.** Neural mechanisms involved in the acquisition and extinction of conditioned fear. During fear acquisition, sensory information regarding the CS+ and US enters the basolateral amgydaloid (BLA) complex via the cortex and thalamus; the BLA is where CS-US associations are formed. The BLA sends excitatory projections to the central nucleus (CE) of the amygdala. The central nucleus controls fear expression via its projections to a number of effector sites. These include the lateral hypothalamus (LH), periaqueductal gray (PAG), and reticularis pontis caudalis (RPC), which are important for autonomic components of the fear response, freezing behavior, and startle-potentiation, respectively. The VMPFC mediates extinction of conditioned fear, possibly through its connections with intercalated cell masses (ITC). The VMPFC sends
excitatory projections (+) to the ITC, which in turn send inhibitory projections (-) to the CE. Thus, the net effect of vmPFC activity is inhibition of both CE activity and the fear response. The hippocampus also sends projections to the amygdala, and has been implicated in contextual control of extinction.
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