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Abstract

An agemodel not relying upon orbital assumptions is estimated over the last 2 Ma using depth in marine sediment cores as a proxy for time. Agemodel uncertainty averages ±10 Ka in the early Pleistocene (~2–1 Ma) and ±7 Ka in the late Pleistocene (~1 Ma to the present). Twelve benthic and five planktic δ18O records are pinned to the agemodel and averaged together to provide a record of glacial variability. Major deglaciation features are identified over the last 2 Ma and a remarkable 33 out of 36 occur when Earth’s obliquity is anomalously large. During the early Pleistocene deglaciations occur nearly every obliquity cycle giving a 40 Ka timescale, while late Pleistocene deglaciations more often skip one or two obliquity beats, corresponding to 80 or 120 Ka glacial cycles which, on average, give the ~100 Ka variability. This continuous obliquity pacing indicates that the glacial theory can be simplified. An explanation for the ~100 Ka glacial cycles only requires a change in the likelihood of skipping an obliquity cycle, rather than new sources of long-period variability. Furthermore, changes in glacial variability are not marked by any single transition so much as they exhibit a steady progression over the entire Pleistocene. The mean, variance, skewness, and timescale associated with the glacial cycles all exhibit an approximately linear trend over the last 2 Ma. A simple model having an obliquity modulated threshold and only three adjustable parameters is shown to reproduce the trends, timing, and spectral evolution associated with the Pleistocene glacial variability.
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1. Introduction

The onset of glaciation near 3 Ma is thought to owe to a gradual cooling trend over the last 4 Ma (Shackleton and Hall, 1984; Raymo, 1994; Ravelo et al., 2004) which is itself part of a longer-term trend over the last 50 Ma (Zachos et al., 2001). Early-Pleistocene (~2–1 Ma) glacial cycles have a 40 Ka timescale; thus these cycles are readily attributed to the 40 Ka changes in Earth’s obliquity (e.g. Raymo and Nisancioglu, 2003; Huybers, 2006). In contrast, late-Pleistocene (~1 Ma-present) glacial cycles have a longer ~100 Ka timescale often attributed to obital precession (Hays et al., 1976; Imbrie et al., 1992; Ghil, 1994).

Existing hypotheses for this “mid-Pleistocene transition” (or mid-Pleistocene revolution) from 40 to ~100 Ka glacial cycles call for shifts in the controls on glaciation to activate new sources of low-frequency variability (Saltzman and Sutera, 1987; Maasch and Saltzman, 1990; Ghil, 1994; Raymo, 1997; Paillard, 1998; Clark et al., 1999; Tziperman and Gildor, 2003; Ashkenazy and Tziperman, 2004). The recent results of Huybers and Wunsch (2005) (hereafter HW05), however, show that the late Pleistocene glacial terminations are paced by changes in Earth’s obliquity, suggesting that a more unified glacial theory is possible,
related to obliquity both during the early and late Pleistocene. Here, the argument is made that the progression from 40 to ~100 Ka glacial cycles is not marked by any specific transition and does not require any real change in the physics of glacial cycles.

The paper is organized as follows: In Section 2 the depth-derived agemodel of Huybers and Wunsch (2004) (hereafter HW04) is extended from 0.8 to 2 Ma. The reader not interested in agemodel construction may safely skip this section. In Section 3 the hypothesis testing procedures outlined in HW05 (but now applied to many more observations) are used to evaluate the relationship between orbital variations and glacial variability. Section 4 discusses the trends in Pleistocene glacial variability, and Section 5 presents a simple model which describes these trends and the timing of the glacial cycles. The paper is concluded in Section 6.

2. The timing of Pleistocene glaciation

The use of age estimates not depending on orbital assumptions are required to avoid circular reasoning when assessing the link between glacial and orbital variability. This section presents an extension of the depth-derived agemodel of HW04 from 0.8 to 2.0 Ma. This agemodel improves on previous non-orbitally tuned Pleistocene age estimates (Williams et al., 1988; Raymo and Nisancioglu, 2003) by combining numerous age–depth relationships, correcting for down-core compaction, and by providing for age uncertainty estimates. Most agemodels spanning the Pleistocene (e.g. Shackleton et al., 1990; Lisiecki and Raymo, 2005) constrain ages by aligning variations in the δ18O record with variations in the orbital parameters, thus precluding an objective evaluation of the orbital influence on glacial timing.

2.1. Converting depth to age

Conversion of sediment core depths into age estimates is based on the graphic correlation methodology of Shaw (1964) and detailed in HW04. Only those instances where the methodology is extended or altered from HW04 are dwelled on here. Geomagnetic age control comes from the Brunhes–Matuyama transition (B–M) (0.78 Ma), the Jaramillo (0.99–1.07 Ma), and Olduvai (1.77–1.95 Ma) subchrons, and the Matuyama–Gauss transition (2.58 Ma) (Berggren et al., 1995; Cande and Kent, 1995). These geomagnetic ages are derived from a combination of radiometric dating techniques, sea-floor spreading rates, and astronomically derived age estimates—the last indicating that geomagnetic age estimates do contain limited orbital assumptions. However, only six geomagnetic ages are utilized in the course of 2 Ma and the orbital assumptions are but one constraint on the geomagnetic ages, minimizing the influence of the orbital assumptions. Also, the B–M is radiometrically dated to sufficient accuracy (±2 Ka) (Singer and Pringle, 1996) that it is essentially independent of orbital assumptions, and thus so is the agemodel between the present and 0.78 Ma. Geomagnetic events are assumed to occur in the same isotopic stages identified by Raymo and Nisancioglu (2003) for core DSDP607.

References and statistics for each sediment core used in this study are given in Table 1. Approximately synchronous time horizons are identified between sediment cores by identifying corresponding δ18O events in the separate stratigraphies. (Event synchronization is limited by the signal propagation time through the ocean and the resolution of the δ18O stratigraphy.) HW04 identified 17 events over 780 Ka, giving an average event spacing of 46 Ka. Here, a total of 104 δ18O events are identified between the present and the Matuyama–Gauss transition providing an average δ18O event spacing of 24 Ka (see

Table 1

Sediment cores

<table>
<thead>
<tr>
<th>Name</th>
<th>Reference</th>
<th>Species</th>
<th>$\delta$</th>
<th>$\Delta t$</th>
<th>Lat.</th>
<th>Lon.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSDP607</td>
<td>Ruddiman et al. (1989)</td>
<td>B</td>
<td>4.0</td>
<td>3.5</td>
<td>41N</td>
<td>33W</td>
</tr>
<tr>
<td>MD900063</td>
<td>Bassinot et al. (1994)</td>
<td>P</td>
<td>4.6</td>
<td>2.3</td>
<td>5N</td>
<td>74E</td>
</tr>
<tr>
<td>ODP663</td>
<td>de Menocal et al. (unpublished)</td>
<td>P</td>
<td>3.9</td>
<td>3.0</td>
<td>1S</td>
<td>12W</td>
</tr>
<tr>
<td>ODP664</td>
<td>Raymo (1997)</td>
<td>B</td>
<td>3.7</td>
<td>3.4</td>
<td>0</td>
<td>23W</td>
</tr>
<tr>
<td>ODP677</td>
<td>Shackleton et al. (1990)</td>
<td>B,P</td>
<td>3.9</td>
<td>2.1,1.8</td>
<td>1N</td>
<td>84W</td>
</tr>
<tr>
<td>ODP846</td>
<td>Mix et al. (1995a)</td>
<td>B</td>
<td>3.7</td>
<td>2.5</td>
<td>3S</td>
<td>91W</td>
</tr>
<tr>
<td>ODP849</td>
<td>Mix et al. (1995b)</td>
<td>B</td>
<td>2.9</td>
<td>3.6</td>
<td>0</td>
<td>111W</td>
</tr>
<tr>
<td>ODP925</td>
<td>Bickert et al. (1997) and Curry and Cullen (1997)</td>
<td>B</td>
<td>3.7</td>
<td>2.2</td>
<td>4N</td>
<td>43W</td>
</tr>
<tr>
<td>ODP927</td>
<td>Cullen and Curry (1997), and Curry and Cullen (1997)</td>
<td>B,P</td>
<td>4.5</td>
<td>3.2,2.2</td>
<td>6N</td>
<td>43W</td>
</tr>
<tr>
<td>ODP980</td>
<td>Flower (1999), McManus et al. (1999, 2002), and Oppo et al. (1998, 2001).</td>
<td>B</td>
<td>12.3</td>
<td>1.6</td>
<td>55N</td>
<td>17W</td>
</tr>
<tr>
<td>ODP982</td>
<td>Venz et al. (1999).</td>
<td>B,P</td>
<td>2.5</td>
<td>2.3,2.0</td>
<td>57N</td>
<td>18W</td>
</tr>
<tr>
<td>ODP983</td>
<td>Channell et al. (1997) and McManus et al. (2003)</td>
<td>B</td>
<td>11.4</td>
<td>0.9</td>
<td>61N</td>
<td>22W</td>
</tr>
<tr>
<td>TT013-PC18</td>
<td>Murray et al. (2000)</td>
<td>B</td>
<td>1.5</td>
<td>3.7</td>
<td>2S</td>
<td>140W</td>
</tr>
<tr>
<td>TT013-PC72</td>
<td>Murray et al. (2000)</td>
<td>B</td>
<td>1.6</td>
<td>3.3</td>
<td>0</td>
<td>139W</td>
</tr>
</tbody>
</table>

Characteristics and primary references for each core. Columns from left to right display δ18O species benthic (B) and/or planktic (P), the mean sediment accumulation rate ($\delta$, cm/Ka), the mean interval between δ18O measurements ($\Delta t$, Ka), and the latitude and longitude of each core site.
There are 14 sediment cores which extend to the B–M transition, nine to the bottom of the Jaramillo, four to the bottom of the Olduvai, and two extend back to the Matuyama–Gauss transition. The choice is made to truncate cores at the oldest geomagnetic event which they reach. This prevents having to extrapolate age–depth relationships outside of regions bounded by geomagnetic or core-top age control. Such a truncation is chosen because age error is expected to grow six times more quickly when one end of the age–depth relationship is not constrained in time (HW04).

2.2. Agemodel uncertainty

A Monte Carlo approach is used to estimate agemodel uncertainty. Uncertainty estimates account for sediment accumulation rate variations, sediment compaction, the time for the $\delta^{18}O$ signal to propagate throughout the oceans, and uncertainty in magnetic event ages and their identification relative to $\delta^{18}O$ stages. Unless otherwise stated, uncertainty estimates follow HW04.

It is assumed that there are as many degrees of freedom as there are sediment cores. This differs from HW04 where the degrees of freedom were assumed to be fewer than the total number of cores owing to covariation between accumulation rates at different sites. Further analysis,
based on the cores used in this study, indicates that accumulation rate variations are as likely to be anti-correlated as they are to be positively correlated so that there appears no reason to reduce the total number of degrees of freedom. This assumption of greater degrees of freedom along with a greater number of $\Delta^{18}O$ events reduces average uncertainty estimates from $/C69$ Ka in HW04 to $/C67$ Ka for the period between the B–M and the present.

The correction for sediment compaction, on average, makes ages 10 Ka younger between the B–M and the present. The influence of compaction on earlier ages is much smaller—on average making ages 1 Ka younger—primarily because changes in compaction are less pronounced further down-core (Bahr et al., 2001). A secondary reason is that geomagnetic events, which fix event ages independent of compaction, are more closely spaced between the B–M and Matuyama–Gauss transitions than between the B–M and present. The average magnitude of the compaction correction uncertainty below the B–M is taken to be $/C60$ ka.

Geomagnetic ages are assumed to be known to within $/C65$ Ka (Berggren et al., 1995; Cande and Kent, 1995) except for the B–M which is known to within $/C62$ Ka. An additional $/C62$ Ka is added to account for uncertainty in the identification of when a geomagnetic event occurs within a sediment core (Tauxe et al., 1996).

The estimated agemodel uncertainty is shown in Fig. 3. Uncertainty tends to grow away from geomagnetic and $\Delta^{18}O$ events and follows a Brownian bridge structure (see HW04). Agemodel uncertainty averages $/C610$ Ka during the early Pleistocene and $/C67$ Ka during the late Pleistocene. Late-Pleistocene ages are more certain because of the greater number of sediment cores.

![Fig. 2. Similar to Fig. 3 but for benthic $\Delta^{18}O$ records.](image-url)
Although not relying on orbital assumptions itself, the extended depth-derived agemodel is similar to orbitally tuned estimates. The difference between the extended depth-derived ages and the orbitally tuned agemodel of Lisiecki and Raymo (2005) has a standard deviation ($\sigma$) of only $\pm 6$ Ka, less than the expected uncertainty for the depth-derived ages. The small standard deviation could owe to the fact that the Lisiecki and Raymo (2005) agemodel estimation procedure explicitly seeks to minimize variations in accumulation rate, an approach not unlike the depth-derived procedure. Differences between the extended depth-derived agemodel and the agemodel of Shackleton (1995) have $\sigma = \pm 7$ Ka. Interestingly, the two orbitally tuned agemodels (Shackleton, 1995; Lisiecki and Raymo, 2005) have discrepancies over the last 2 Ma of $\sigma = \pm 6$ Ka, similar to the discrepancies between the depth-derived and orbitally tuned age estimates. It can be inferred that the orbitally tuned age estimates are unlikely to be more accurate than the depth-derived ages.

2.3. Averaged $\delta^{18}O$ record

To reduce noise owing to measurement error and local climate variability (e.g. Mix, 1987), the individual $\delta^{18}O$ records are averaged using the extended depth-derived agemodel. Prior to averaging, however, it is necessary to account for mean offsets between the $\delta^{18}O$ records, owing primarily to mean differences in water temperature but also to differences in the ambient $\delta^{18}O$ of the water and vital effects (e.g. Lynch-Stieglitz et al., 1999). Otherwise, when short records drop out back in time the mean value would change. To account for these mean offsets in $\delta^{18}O$, the record average between 0.7 Ma and the present is subtracted from each record.

Averaging requires that all records first be interpolated to the same sample spacing. To account for differing sampling resolution between cores, records are weighted according to the inverse of the average sampling resolution,

$$f(t) = \sum_{i=1}^{N(t)} w(t, i) \times y'(t, i),$$

$$w(t, i) = u(t) \times s(i)^{-1}. \quad (1)$$

Here, $\bar{y}(t)$ is the average $\delta^{18}O$ at time $t$, $N(t)$ is the number of records available as, function of time, and $y'(t, i)$ is the $\delta^{18}O$ anomaly of the $i$th record relative to the average between 0.7 Ma and the present. The average sampling resolution is given by $s(i)$ and $u$ is a constant chosen so that the sum of the weights always equals unity, $\sum_{i=1}^{N(t)} w(t, i) = 1$. Eq. (2) ensures that the contribution of each record to the average is proportional to the number of data points it contributes. Prior to averaging, records are smoothed using a running 5 Ka average to help suppress noise and local climate variability.

Fig. 4 shows the averaged $\delta^{18}O$ record, referred to as the stack, plotted against the $\delta^{18}O$ compilation of Lisiecki and Raymo (2005). The two records have very similar structures. When the Lisiecki and Raymo (2005) compilation is placed on the depth-derived agemodel (see the supplementary material) the cross correlation with the depth-derived stack is 0.95.

An evolutionary spectrum of the depth-derived stack shows the usual features: variability is primarily concentrated at 40 Ka periods during the early Pleistocene and at ~100 Ka periods during the late Pleistocene. The onset of 100 Ka variability is concomitant with increased variability near ~20 Ka. Prior to drawing any conclusion from the evolutionary spectrum, however, it is useful to analyze the stack using a few other statistical methods.

3. A test of the orbital hypothesis

HW05 showed that the timing of glacial terminations during the late Pleistocene coincide with periods of increased obliquity. Here, those results are extended to include both early-Pleistocene deglacial events and smaller amplitude deglacial events during the late Pleistocene. The increased number of observations increases the statistical power of the test. Furthermore, the longer record places the late-Pleistocene glacial termination in the perspective of the earlier, smaller amplitude, and shorter period variations.

A formal hypothesis test is conducted. The hypothesis, $H_1$, is that deglaciations are triggered at a particular phase of Earth’s obliquity. The null hypothesis, $H_0$, is that deglaciations are independent of the phase of obliquity. Discussion is framed around obliquity because
the early-Pleistocene variability is characterized by 40 Ka periods (Raymo and Nisancioglu, 2003) and the late-Pleistocene glacial terminations are known to initiate during times of increased obliquity (HW05). Precession and eccentricity are also considered. The orbital pacing of the early (C24–1 Ma) and late-Pleistocene (1 Ma to the present) glacial variability are tested separately as these are generally characterized as distinct modes of glacial variability.

To conduct the hypothesis test three elements are required: (1) an objective identification of what constitutes a deglacial event and when it occurs, (2) a test statistic to measure the stability of deglacial timing with respect to orbital variations, and (3) an estimate of the probability distribution functions (PDFs) associated with H_0 and H_1. Each element is discussed in turn.

3.1. Identification

The criterion adopted for identification of deglacial events is that the increase in \( \delta^{18}O \) (decrease in ice volume) between a local minimum and the following maximum must exceed one standard deviation of the \( \delta^{18}O \) record, i.e. greater than 0.35\%. To ensure only sustained events are identified, the stack is first smoothed using a 5 Ka running average. A total of 36 events are identified, 20 in the early Pleistocene and 16 in the late. This large number of events, relative to the seven glacial terminations considered in HW05, permits more accurate differentiation between H_0 and H_1. If a different magnitude is used as the criterion for identification of events, for example one-half or two standard deviations of the stack, the number of identified events changes, but the results of the hypothesis test are unaffected.

Two options for defining a unique time for each deglacial event are the half-way-point in time or the half-way-point in \( \delta^{18}O \) between the local minimum and maximum bracketing each deglaciation. Here the half-way-point in time is used because this is independent of the particular shape of the deglacial event. Test results are insensitive to which definition is used. Fig. 5 shows each deglaciation event.

3.2. Rayleigh’s R

To measure the relationship between the timing of deglacial events and orbital variations it is useful to employ Rayleigh’s R (see Upton and Fingleton, 1989; HW05). First, the phase of obliquity is sampled at the mid-point of each deglacial event. Rayleigh’s R is then calculated by converting phases into unit vectors and computing the vector average,

\[
R = \frac{1}{N} \sum_{n=1}^{N} \cos \phi_n + i \sin \phi_n
\]

Here, \( \phi_n \) is the phase of obliquity sampled at the nth deglacial event, and the vertical bars indicate the magnitude. R is real and non-negative with a maximum value of one when the phases are all the same.

Fig. 4. Glacial variability over the last 2 Ma. The averaged \( \delta^{18}O \) record is shown at top on the depth-derived agemodel (thick line). For comparison, the \( \delta^{18}O \) compilation of Lisiecki and Raymo (2005) is also shown (thin line). Units are in \( \text{\%}_e \) and the mean between 700 Ka and the present has been removed. An evolutionary spectrum of the depth-derived record is shown at bottom. Shading indicates the log_{10} of the spectral power. Spectra are calculated using a 400 Ka sliding window. Horizontal dashed lines are at 1/100, 1/41, and 1/22 Ka.
Compared with the more conventional use of Fourier analysis, Rayleigh’s $R$ is well-suited for measuring the relationship between orbital and glacial variability. First, nonlinearities associated with the variable duration and asymmetry of the glacial cycles do not affect the statistic. Such nonlinearities complicate the Fourier representation, creating overtones and redistributing spectral energy throughout the continuum. Second, agemodel errors cause linear changes in the phase whereas even small agemodel errors can cause large and complicated distortions of the Fourier spectrum (see Thomson and Robinson, 1996). Finally, compared with most measures of phase-coupling, Rayleigh’s $R$ requires fewer realizations in order to establish significance (Upton and Fingleton, 1989).

3.3. Probability distributions for $H_0$ and $H_1$

To obtain a PDF for $H_0$ (that deglaciations are independent of orbital phasing) it is assumed that the orbital phase is uniformly distributed over 0 to 360° with respect to the timing of deglaciations. A realization of $R$ for the early Pleistocene is obtained by sampling 20 phases from the uniform distribution. By binning $10^2$ such realization an estimate of the PDF is obtained. Similarly, an estimate of the PDF for the late Pleistocene is obtained by binning $R$ values computed using 16 random phases. If more complicated distributions are assumed for the phasing of the orbital variations, such as those derived from using surrogate data (Schreiber and Schmitz, 2000) or ensemble runs of a model (HW05), the hypothesis test results are unchanged.

The larger number of deglacial events permits more stringent testing of the orbital hypothesis. As opposed to the 5% significance level used in HW05, a 1% significance level is used here (i.e. 99% confidence that $H_0$ can be rejected). The critical value at which $H_0$ can be rejected for obliquity at the 1% level is $R = 0.47$ for the early Pleistocene (having 20 events) and $R = 0.52$ for the late Pleistocene (slightly larger because it has only 16 events). As a rule, test statistics will only be reported to one significant figure except when additional figures serve to make a point.

The probability distribution for $H_1$, that deglacials always occur during the same phase of obliquity, is somewhat more involved to estimate. A Monte Carlo technique is used (Press et al., 1999) where each deglacial event is assumed to initiate at a local maximum (zero phase) of obliquity. However, deglacials will generally not be observed to occur at maximum obliquity owing to agemodel errors. To simulate this effect deglacial ages are

---

Fig. 5. Obliquity pacing over the last 2 Ma. (a) $\delta^{18}O$ stack on the extended depth-derived agemodel. The magnitude of one standard deviation in $\delta^{18}O$ is indicated at right, and deglacial events exceeding this magnitude are indicated by a dot. Horizontal bars indicate the two-standard-deviation agemodel uncertainty. Intervals where two or more obliquity cycles elapse between deglacial events are shaded. (b) The time variability of Earth’s obliquity in degrees with the mid-point of each deglacial event indicated by a dot. (c,d) Unit circle with obliquity phases during each deglacial event plotted for the early (c) and late (d) Pleistocene. The vector average associated with each group of phases (Rayleigh’s $R$ value) exceeds the 99% confidence level indicated by the shaded circle. The one-standard-deviation uncertainty in mean phase is indicated by the arc. Numbers above the obliquity record and plotted on the Rayleigh circles count the number of obliquity cycles starting from the present.
perturbed according to the uncertainties estimated for the stack (see Section 2). The obliquity phase is then sampled at the perturbed ages and used to calculate realizations of $R$ for the early and late Pleistocene. By binning $10^4$ realizations of $R$, the probability distribution associated with $H_1$ is estimated. The estimated distributions for $H_0$ and $H_1$ are shown in Fig. 6. Table 2 lists the critical values at which $H_0$ can be rejected for each orbital parameter.

The uncertainty associated with the mean obliquity phase during deglaciations is also estimated using Monte Carlo techniques. The mean phase is calculated for each of the $10^4$ realizations discussed above, and the standard deviation of these mean phases gives the expected uncertainty. Note that much of the agemodel uncertainty is systematic—associated with magnetic reversal ages and auto-correlation in accumulation rates—thereby increasing uncertainty in the mean phase. Table 2 lists the mean phase uncertainty for each orbital parameter.

For the hypothesis test to be meaningful, the data must be capable of distinguishing between $H_0$ and $H_1$. The relevant quantity is known as the power of the test (e.g. Devore, 2000) and is the probability of correctly rejecting $H_0$ when $H_1$ is true. A low power indicates that even if deglaciations always occur at the same phase of obliquity the test is unlikely to discern this relationship. Table 2 lists the power of the test for each orbital parameter. The obliquity test during the late Pleistocene and eccentricity test during both the early and late Pleistocene are definitive, having powers of nearly 1.

**Table 2**

Summary of hypothesis test results

<table>
<thead>
<tr>
<th>Early Pleistocene (2–1 Ma)</th>
<th>Late Pleistocene (1–0 Ma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>cv 1%</td>
</tr>
<tr>
<td>Obliquity</td>
<td>0.7</td>
</tr>
<tr>
<td>Precession</td>
<td>0.2</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Columns from left to right are the observed Rayleigh’s $R$ value, the critical value at which the null-hypothesis can be rejected at the 1% level, the power of the test, and the one-standard-deviation uncertainty associated with the mean phase. Columns are repeated for the early and late Pleistocene. Only the obliquity $R$ values permit rejection of the null hypothesis. Early-Pleistocene tests have a lower power and greater phase uncertainty owing to greater agemodel uncertainty.
The larger agemodel uncertainty during the early Pleistocene decreases the associated obliquity power to 0.6, but which is still large enough to permit a meaningful test. The power of the precession tests is small because agemodel uncertainty approaches half a precession cycle, and it is impossible to determine whether precession paces deglaciations.

3.4. Test results

During the early Pleistocene, the stability of the obliquity phase is significant at the 99% level \( R = 0.7 \), as expected, given that early Pleistocene glacial cycles are known to have a 40 Ka timescale (Pisias and Moore, 1981; Raymo et al., 1989; Ruddiman et al., 1989). More interestingly, late Pleistocene deglacial events have \( R = 0.8 \). Thus, the late Pleistocene 100 Ka world shows greater obliquity phase stability than the 40 Ka world. In a sense, we are still in the 40 Ka world. The Pleistocene obliquity phase stability is remarkable, with 33 of the 36 deglacial events occurring within \( \pm 90^\circ \) of maximum obliquity. Apparently, the timing of deglacial events throughout the Pleistocene are controlled by obliquity variations. Mean phases are consistent with deglaciations initiating during maximum obliquity to within one standard deviation.

When the identical test is applied to precession and eccentricity, neither shows significant phase stability with respect to early or late Pleistocene deglaciations. Owing to the large power associated with the eccentricity test, it is clear that eccentricity does not pace the deglacial events. The precession test is inconclusive owing to the small power of the test.

The results of the test are insensitive to plausible reformulations. If a 5%, rather than 1%, significance level is adopted test results do not change. If deglacial events are identified using only the benthic or planktic records, test results are unaltered. Results are also unchanged if the Pleistocene record is divided into other intervals, as long as these span numerous obliquity cycles. It is thus concluded that obliquity paces both the early and late Pleistocene glacial variability. Apparently, the well-known shift in the period of variability during the mid-Pleistocene belies an underlying consistency in the record, that deglacial events almost always occur during times of high obliquity.

3.5. Insolation

Having confirmed that deglaciations occur during times of increased obliquity, it is useful to investigate the insolation pattern associated with this orbital configuration. Fig. 7 shows the diurnal average insolation contoured against latitude and day of the year, as well as the anomalies associated with maxima in obliquity and precession. Anomalies are calculated by averaging the insolation pattern at times of local maxima in obliquity (or precession) over the last 2 Ma and then subtracting the mean insolation over the entire 2 Ma period.

During summer months, maxima in obliquity are associated with anomalies ranging from \(-2 \text{ W/m}^2\) in the tropics to \(+15 \text{ W/m}^2\) at high latitudes. Positive anomalies in the annual average insolation occur at latitudes above \(40^\circ\) and range up to \(5 \text{ W/m}^2\). The redistribution of insolation caused by obliquity variations is small relative to the mean, but are sustained, persisting for \(~10\text{ Ka}\). For comparison, consider that glacial terminations involve approximately \(5 \times 10^{15} \text{ Kg}\) of ice melting per year (Fairbanks, 1989). If the ice is assumed to initially be at \(-20^\circ\text{C}\), the energy required for melting is equivalent to \(1 \text{ W/m}^2\) distributed over the Earth’s surface above 50 N. Thus, from a simple energetics point of view, even a small imbalance in net incoming radiation can account for deglaciations.

Precession is often described as a stronger control on insolation variability than obliquity. Indeed, diurnal average insolation anomalies associated with precession reach up to \(30 \text{ W/m}^2\) at high Northern Hemisphere latitudes, roughly twice that of obliquity. But these high-latitude positive anomalies occur only during May and June and are compensated by equally large negative anomalies during August and September. Thus the influence of precession on the insolation integrated over the summer period can be quite small (see Huybers, 2006). Whether the seasonal redistribution of insolation associated with precession can help trigger a deglaciation remains an open question probably best addressed using coupled ice-sheet-climate models.

3.6. Obliquity cycle skipping

So far discussion has focused on the timing of deglacial events, but it is also useful to consider when deglacial events do not occur. During the early Pleistocene, deglacial events generally occur every obliquity cycle, but there are important exceptions where an obliquity cycle is skipped, most notably during Marine Isotope Stage 36 at 1.2 Ma—an event previously noted as being anomalous in \(\delta^{18}O\) (Mudelsee and Schulz, 1997) and Chinese Loess records (Heslop et al., 2002). Near 1.6 and 1.8 Ma \(\delta^{18}O\) maxima are associated with weak deglacial events, also giving \(~80\text{ Ka}\) variability. These long glacial cycles are identifiable in the individual \(\delta^{18}O\) records (Figs. 1 and 2). Long cycles at 1.6 and 1.2 Ma are found in all six of the \(\delta^{18}O\) records spanning this interval. The 1.8 Ma event is more ambiguous, appearing in only three of the four benthic records and not the planktic record.

Cycle skipping is more frequent during the late Pleistocene, where most deglacial events are separated by two (80 Ka) or three (120 Ka) obliquity cycles. But here too there are exceptions. Near 0.7 and 0.6 Ma deglacial events occur more nearly every 40 Ka. As opposed to a distinct transition from short- to long-period glacial variability, the overall impression is of a progression toward increased obliquity cycle skipping.
There does not appear to be any systematic relationship between the time when obliquity beats are skipped and the amplitude of the obliquity cycles. Of the skipped obliquity cycles, half are associated with larger than average amplitude cycles and half with smaller amplitude cycles (see Fig. 4). It thus appears that deglaciations occur during increased obliquity, but obliquity cycle skipping arises from internal climatic factors. For the precession parameter, terminations are seen to initiate when eccentricity (and hence precession variability) is near zero at 0.8 and 0.4 Ma as well as for the most recent termination. This result indicates that large values of the precession parameters are not required for initiation of a deglaciation.

4. The Pleistocene progression

The ~100 Ka glacial cycles have generally been viewed as a mode of climate variability distinct from the 40 Ka variations (Hays et al., 1976; Maasch and Saltzman, 1990; Imbrie et al., 1992; Tziperman and Gildor, 2003). In the absence of any change in the external forcing (Pisias and Moore, 1981), the onset of ~100 Ka variations has been taken to mark the presence of an internal climatic transition (Shackleton et al., 1988; Ruddiman et al., 1989; Birchfield and Ghil, 1993; Park and Maasch, 1993; Tiedemann et al., 1994; Bolton and Maasch, 1995; Mudelsee and Schulz, 1997). In keeping with this view, modeling studies have invoked a transition—or equivalently a bifurcation—to
describe the early and late Pleistocene glacial variability (Maasch and Saltzman, 1990; Matteucci, 1990; Paillard, 1998; Tziperman and Gildor, 2003; Ashkenazy and Tziperman, 2004). A bifurcation implies the sudden appearance of a qualitatively different mode of variability for a nonlinear system (e.g. Strogatz, 1994).

There are three lines of evidence suggesting that a single bifurcation does not adequately describe events in and around the mid-Pleistocene. The first argument follows from the presence of 80 Ka glacial cycles prior to the mid-Pleistocene at 1.6 and 1.2 Ma and 40 Ka glacial cycles as late as 0.6 Ma. Because long-period glacial cycles are present during the early Pleistocene, there can be no single transition to long-period variability. One can invoke the presence of multiple bifurcations, or the influence of stochastic processes causing temporary bifurcations, but the explanatory power of such a description is limited—what series of event could not be described as a set of bifurcations?

A second line of evidence has to do with regional climate shifts. If the climate system underwent a bifurcation with respect to glacial variability, it seems that other elements of the system would show a contemporaneous shift. Conversely, gradual changes in the other components or asynchronous shifts are more difficult to rationalize as owing to a single bifurcation.

Raval et al. (2004) examined climate records from high latitudes, the subtropics, and tropics and concluded that the onset of glacial variability ~2.7 Ma does not coincide with a reorganization at low latitudes. A similar conclusion appears to hold for the mid-Pleistocene, near 0.8 Ma. Slow cooling of the deep oceans appears to have completed prior to 1 Ma (Billups, 1998; McIntyre et al., 1999; Marlow et al., 2000). The δ13 C of North Atlantic intermediate depth water, indicative of nutrient cycling and ocean transport, appears to be stable over the Pleistocene (Raymo et al., 2004). At lower latitudes, δ13 C are reported to become more negative near 1 Ma, but then return to early-Pleistocene value by 0.4 Ma (Raymo et al., 1997). African aridity seems to increase gradually with a transition, if anywhere, near 1.4 Ma (DeMenocal, 1995). Chinese loess deposits show a transition to greater variability in mean grain size at 1 Ma and in magnetic susceptibility at 0.6 Ma (Heslop et al., 2002). Both seasonal upwelling along the California margin and the East–West δ18 O gradient across the tropical Pacific shows an increase near 1.7 Ma (Ravel et al., 2004). The Western Equatorial Pacific has approximately stable average surface temperatures over the last 5 Myr (Wara et al., 2005), with an increase in the period and amplitude of variability at 0.5 Ma (Medina-Elizalde and Lea, 2005). The Eastern Equatorial Pacific shows a cooling trend over the last 1.5 Ma (Liu and Herbert, 2004; Wara et al., 2005).

As is true for nearly all geophysical measurements, Pleistocene climate records show variability at all times and timescales. Transitions and changes in different component of the climate system occur continuously over the last 2 Ma, and the mid-Pleistocene does not appear especially anomalous. Also note that the phasing of Equatorial Pacific surface temperatures relative to ice-volume variaries appears to be stable over the entire Pleistocene (Medina-Elizalde and Lea, 2005), indicating an invariant relationship between high- and low-latitude climate variability.

The final line of evidence for a gradual rather than sudden transition relies upon the evolution of the statistical properties of the δ18 O stack. The analysis of the stack is complementary to the examination of numerous regional climate records in that the stack reflects aggregate changes in both ice volume and temperature. Ice-volume variations are nearly anti-phased with temperature variations in the tropics (Liu and Herbert, 2004; Medina-Elizalde and Lea, 2005) and at high latitudes (Blunier et al., 1998). This anti-phased behavior is conveniently monitored by the δ18 O of foraminiferal calcite because greater ice volume and lower temperatures both serve to increase δ18 O values. Furthermore, because the agemodel is not orbitally tuned, the stack permits analysis of changes in orbital period variability over the last 2 Ma without relying on orbital assumptions.

4.1. Average frequency

Most studies identify the onset of ~100 Ka variability near 0.8 Ma as indicating a transition from one mode of glacial variability to another (e.g. Shackleton et al., 1988; Ruddiman et al., 1989; Park and Maasch, 1993; Bolton and Maasch, 1995; Mudelsee and Schulz, 1997). The obliquity pacing results, however, indicate that the ~100 Ka variability is not a pure mode, but is rather derived from the skipping of obliquity beats. Thus, focusing on the ~100 Ka band to the exclusion of other frequencies is too narrow a definition to accurately quantify Pleistocene trends in glaciation.

An analogy can be made with the sirens of a passing fire truck. Owing to Doppler shifting of the sound waves, the sirens will sound at increasingly low frequencies. If the presence of the fire truck was only gauged by monitoring a single frequency, one might wrongly conclude that it appeared from nowhere.

A quantity better able to describe the evolution of the glacial cycle frequency is the first moment of the spectrum, $M_1 = P^{-1} \times \sum_{i=1}^{N} p_i \times \Delta f_i$. Here, $p_i$ is the power density at the $i$th frequency band associated with a central frequency $\Delta f_i$, and $P$ is the sum of the power at all the bands. The quantity $M_1$ indicates the average frequency of the variability. Only frequencies below $\frac{1}{4}$ Ka are considered as the higher frequency variability is damped by smoothing and averaging of the δ18 O records.

The evolution of statistical quantities is estimated using a 200 Ka rectangular sliding window. Conclusions are unchanged if a longer window is used; a longer window makes results less noisy but provides fewer independent
realizations and would broaden any abrupt features. Shorter windows introduce serious aliasing of the \(\sim 100 \text{ Ka} \) glacial cycles and thus are not easily interpreted.

Fig. 8b shows that \( M_1 \) follows an approximately linear trend, beginning at the \( \frac{1}{20} \text{ Ka} \) frequency 2 Ma and evolving to a lower \( \frac{1}{70} \text{ Ka} \) frequency. Such a trend is evident in the evolutionary spectrum (Fig. 4) and agrees with the increasing number of skipped obliquity cycles (Fig. 5). Were this trend to continue, glacial cycles lasting 160 Ka would presumably appear.

### 4.2. Mean and variance

Long-term trends are also evident in the average \( \delta^{18}O \), associated with increased ice volume (Raymo, 1994) and ice-volume variability. The \( \delta^{18}O \) maximum near 0.9 Ma (stage 22), the largest seen up to that time, has generally been identified with a glacial transition (Prell, 1982; Maasch, 1988; De Blonde and Peltier, 1991; Berger and Jansen, 1996; Mudelsee and Schulz, 1997). But it can also be argued that the glacial maxima at 1.2 Ma (stage 36) and
possibly at 0.6 Ma (stage 16) represent unprecedented increases in \(\delta^{18}O\) which are associated with transitions toward longer period variability.

Rather than speaking of a series of independent transitions, it is probably more useful to describe these events as a trend. Fig. 8c shows the mean computed using a sliding 200 Ka window, giving 10 independent realizations of the mean value. Changes in the mean value show the most step-like transition of any quantity investigated, but even here a linear trend is the best order-one description. The residual variance after removing the best-fit trend from the 10 independent realizations of the mean is \((0.076\%)^2\), somewhat smaller than if the best-fit step wise transition is removed \((0.082\%)^2\).

Mudelsee and Schulz (1997) note that changes in the mean value preceded the onset of \(~100\) Ka variability, and describe this as an unexplained feature of the Pleistocene variability. Here, a simple explanation is offered, that increases in the mean \(\delta^{18}O\) value do occur concomitant with increases in the period, but that the identification and comparison of particular transition times is an inappropriate description of the variability.

The standard deviation shows a more linear trend than the mean (Fig. 8d). The trend toward lower frequency variability and a greater standard deviation may have a simple relationship to one another. For example, in the simple linear system \(dx/dt = \sin wt\) the amplitude of the oscillations in \(x\) are inversely proportional to the frequency, \(w\). The amplitude of the derivative of \(x\), however, is insensitive to the forcing period, making it interesting to explore the time rate of change in \(\delta^{18}O\) (Fig. 8e). Fig. 8f shows that a trend toward increasing standard deviation exists even in the time rate of change in \(\delta^{18}O\). This indicates that the trend toward lower frequencies is not alone sufficient to explain the greater amplitude of variability. The implication is that the climatic sensitivity to external forcing and/or internal variability has increased through time.

Ravelo et al. (2004) have considered the sensitivity of glacial variability to obliquity forcing. Sensitivity appears to increase between 4 and 1 Ma, but then declines toward the present, seemingly at odds with the above interpretation of continuous obliquity pacing and a continuous increase in sensitivity. The difference in interpretation arises because of the narrow versus broad-band analysis of the variability. Ravelo et al. (2004) assume a linear relationship between the obliquity forcing and the climatic response. Similarly, Lisiecki and Raymo (in press) interpret the climate response to orbital forcing within the context of a linear relationship. Here, it is argued that the response to obliquity became increasingly nonlinear, resulting in greater variability at periods other than 40 Ka. If variations with 40, 80, and 120 Ka periods are all considered as related to obliquity, a positive trend is obtained in sensitivity over the last 2 Myr, similar to the trend in standard deviation (Fig. 8d).

Note that the interpretation of glacial variability as the forced response to insolation variability is but one possibility. Another possibility is that glacial cycles are a free mode of variability but which is phase-locked by the insolation forcing (Saltzman et al., 1984; Tziperman et al., in press). In this case, the timing of glacial variability may be controlled by obliquity but the amplitude of the variability would be largely independent.

### 4.3. Asymmetry

A final quantity of interest is the skewness of the rate of change in \(\delta^{18}O\), a measure of the asymmetry between accumulation and ablation. Over the course of the Pleistocene a nearly linear trend is present from zero skewness to increasingly large values (Fig. 8g). This indicates that deglaciations became increasingly rapid relative to ice-sheet growth. The presence of asymmetry in the glacial cycles agrees with the results of Raymo (1992) and Ashkenazy and Tziperman (2004). The existence of a trend in the asymmetry is also consistent with finding of Lisiecki and Raymo (in press).

One complexity arises in that sediment composition or accumulation rates may covary with other climate changes (Herbert, 1994). For instance, if the average rate of accumulation was to decrease during deglaciation, age estimates would be compressed with deglaciations appearing more rapid and glacial cycles more asymmetric. The most recent glacial cycles are known to be highly asymmetric because the rate of climate change can be found using radiometric techniques (e.g. Thompson and Goldstein, 2005) or annual layer counts (e.g. Meese et al., 1997). These climate-independent dating techniques, however, are not applicable beyond a few hundred-thousand years ago, making inferences regarding the more subtle early-Pleistocene asymmetry more circumspect.

Taking the observations at face value, asymmetric variability indicates that a purely linear response to the Milankovitch forcing is an insufficient explanation of the early-Pleistocene glacial variability. Numerous explanations have been put forward for the asymmetry between rates of glaciation and deglaciation including the interaction between accumulation and isostatic rebound (Le Treut and Ghil, 1983), ice-sheet instabilities (Pollard, 1983; Marshall and Clark, 2002), decreases in the albedo of aging snow (Gallec et al., 1992), and changes in accumulation caused by rapid expansion of sea ice (Tziperman and Gildor, 2003). There appears no fundamental reason why any of these physical mechanisms could not evolve gradually. For example, while the extent of sea ice in the North Atlantic sector does change rapidly on a seasonal basis, a long-term cooling trend could serve to gradually increase the amplitude of these changes.

Lisiecki and Raymo (in press) have examined trends in a different compilation of \(\delta^{18}O\) records (Lisiecki and Raymo, 2005), and come to similar conclusions that there exist gradual trends toward greater ice volume, variance, and skewness through time and that the mid-Pleistocene is not marked by any distinct transition. Taken together, the
gradual trend in glacial cycle variability and continuous obliquity pacing indicate that Pleistocene glacial variability is better described by a progression than by any single transition.

5. A simple model

To describe the Pleistocene progression in glacial variability the simple model of the data presented in HW05 is extended to include a temporal trend,

\[ V_t = V_{t-1} + \eta_t \quad \text{and if} \quad V_t \geq T_t \quad \text{terminate,} \]

\[ T_t = at + b - c(\theta')_t. \]

Here \( V \) is ice volume in normalized units, \( t \) is time, \( \eta_t \) represents the balance of accumulation and ablation over one time step, and \( T_t \) is a time-variable threshold consisting of a linear trend modulated by obliquity, \( \theta' \). The prime indicates that obliquity is normalized to zero mean and unit variance. Ice volume is parameterized to accumulate through time until the threshold condition is crossed, invoking a termination which linearly resets ice volume to zero over 10 Ka. The model describes a simple limit cycle consisting of steady accumulation followed by rapid collapse, a behavior which has been produced by more sophisticated ice-sheet models (Marshall and Clark, 2002). The obliquity modulation of the threshold condition may be rationalized in that increased annual average high-latitude insolation could heat an ice-sheet, increasing melting and lubrication of the ice-sheet base, and increasing the likelihood of a collapse (HW05).

There are only three adjustable parameters associated with Eq. (3), each associated with the threshold condition: the slope (a), intercept (b), and obliquity amplitude (c). Net accumulation is set to \( \eta = 1 \); adjustments in this parameter can equivalently be made by changing the threshold conditions. Unlike the model presented in HW05, this model is insensitive to initial conditions because the termination condition always resets ice volume to zero near the beginning of the model run. Selecting a slope of \( a = 0.05 \text{ Ka}^{-1} \), an intercept of \( b = 126 \), and an obliquity amplitude of \( c = 20 \) reproduces the timing of most deglaciations over the last 2 Ma (see Fig. 9a). Exceptions are that a deglaciation near 1.35 Ma is missed, the long glacial cycle at 1.6 Ma is not reproduced, termination 3 initiates 10 Ka too early, and some of the smaller late-Pleistocene deglaciations are not reproduced. One other shortcoming is that while the amplitudes of the late-Pleistocene deglaciation are reproduced, the early-Pleistocene variations are too small. The inclusion of a

Fig. 9. Results from the simple model given in Eq. (3). (a) Model output is plotted against the \( \delta^{18} \text{O} \) stack on the depth-derived agemodel. (b) Model threshold having a linear trend with superimposed obliquity variability. Vertical lines indicate the mid-point of each termination and always occur near maximum obliquity (\( R = 0.9 \)). After tuning the model’s three adjustable parameters (see text), it describes the timing of most deglaciations. (c) At bottom is an evolutionary spectral estimate of the model results. Shading indicates the logarithm of the power density (in units/\text{cycle/Ka}) as a function of time (Ka) and frequency (1/Ka). Horizontal lines are at \( 100, 41, \) and 22 Ka. Similar to the spectrogram of the \( \delta^{18} \text{O} \) stack (Fig. 4), energy is concentrated at the obliquity period during the late Pleistocene, but with increasing obliquity beat skipping and asymmetry between glaciation and ablation rates, concentrations of power appear at \( \frac{1}{100} \) and \( \frac{1}{22} \) Ka bands. Horizontal dashed lines indicate the \( \frac{1}{10}, \frac{1}{41}, \) and \( \frac{1}{22} \) Ka frequencies.
more complicated threshold condition or additional modulation of the accumulation rate by orbital variations could improve the model fit with the observations, but at the expense of making the model more complicated.

One insight obtained from Eq. (3) pertains to why the mid-point of each termination occurs near maximum obliquity. The initiation of a model termination generally occurs while obliquity is large but still increasing, i.e. before maximum obliquity. Because the duration of a termination is \( \sim 10 \text{ Ka} \), the termination mid-point occurs 5 Ka after its initiation, typically in the vicinity of maximum obliquity. The mean phase of obliquity during deglaciations is 6 \( \pm 23 \text{°} \), and the Rayleigh’s \( R \) value is 0.9, indicating a high degree of phase stability.

An evolutionary spectrum of the model output (Fig. 9c) shows that it reproduces the main spectral features associated with the \( \delta^{18} \text{O} \) record (Fig. 4). Spectral energy remains nearly constant at the 40 Ka period. (More precisely, the obliquity period is at 41 Ka.) Growth of energy is seen at periods longer than obliquity near 1.4 Ma and culminates in strong \( \sim 100 \text{ Ka} \) power by 0.5 Ma. Energy at \( \sim 22 \text{ Ka} \) periods appears near 1 Ma and remains up to the present. Importantly, this change in model spectral characteristics occurs without any sudden change in the mode of glacial variability. The gradual increase in the threshold value causes glacial cycles to more often skip obliquity beats and accounts for the increase in low-frequency variability. Likewise, the increasing threshold value causes the deglaciation to become increasingly rapid and increases the asymmetry of the glacial cycles. Such asymmetry in a time-series introduces overtones and harmonics in the Fourier spectrum (e.g. Bracewell, 2000) and accounts for the appearance of an overtone of the obliquity period near \( 4.3 \text{ Ka} \) and a combination tone at \( \frac{1}{100} + \frac{1}{30} + \frac{1}{29} \text{ Ka} \). Note that the concentration of variability at the 29 Ka period in the model output is not found in the \( \delta^{18} \text{O} \) stack, but has been identified in other studies of \( \delta^{18} \text{O} \) variability (Yiou et al., 1991; Bolton and Maasch, 1995; Mix et al., 1995b; HW04).

The addition of a stochastic component to the model simulates the presence of weather at the highest frequencies and the myriad climatic processes not resolved by the model at longer periods (see Wunsch, 2004). Here a stochastic component is parameterized by changing the accumulation term, \( \eta_t \), in Eq. (3) from a constant to a random realization from a normal distribution with a mean and standard deviation of one. The timing of deglaciation is still controlled by obliquity (Rayleigh’s \( R \) averages 0.75 \( \pm 0.2 \)), but obliquity cycle skipping is now random so that the glacial sequence need not coincide with the \( \delta^{18} \text{O} \) stack.

Even with the stochastic forcing, the model reproduces the progression in statistical quantities described in Section 4. By selecting a positive slope for the threshold value, ice volume and its variance will increase through time. The fixed rate of accumulation coupled with an increasing threshold makes the average glacial cycle frequency decrease. Furthermore, because ice volume is always made to decrease to zero in a 10 Ka period, the asymmetry between rapid deglaciation and slow accumulation will increase through time, in agreement with the trend toward greater skewness in the rate of change of \( \delta^{18} \text{O} \). A typical realization of the stochastic model and the evolution of its period, mean, variability, and skewness are shown in Fig. 10. Trends are very similar to those observed for the stack and occur for a wide range of parameterizations and noise conditions.

A number of other simple models have been used to describe Pleistocene glacial variability (e.g. Paillard, 1998; Clark et al., 1999; Tziperman and Gildor, 2003). Each of these models relates the \( \sim 100 \text{ Ka} \) variability to the precession forcing. A troublesome feature of these models is that the early-Pleistocene variability shows significant \( \sim 22 \text{ Ka} \) precession period variability, at odds with the \( \delta^{18} \text{O} \) data. This suggests that a model relying upon precession to generate the \( \sim 100 \text{ Ka} \) period will, in general, have difficulty generating predominantly 40 Ka period variability during the early Pleistocene. Models relying upon 40 Ka variations to pace the \( \sim 100 \text{ Ka} \) glacial cycles should more readily reproduce the early-Pleistocene 40 Ka variations.

The study by Ashkenazy and Tziperman (2004) compared their model results against the \( \delta^{18} \text{O} \) proxy of glacial variability. The model achieves a maximum cross-correlation with the \( \delta^{18} \text{O} \) record of 0.3 when the \( \delta^{18} \text{O} \) agemodel is not tuned to orbital variability and 0.5 when the agemodel is tuned. Their model has eight adjustable parameters including a switch near 0.9 Ma. By comparison, the model given in Eq. (3) has only three adjustable parameters and achieves a cross-correlation of 0.7 with the \( \delta^{18} \text{O} \) stack. That Eq. (3) has fewer adjustable parameters and obtains a higher cross-correlation indicates a more skillful description of the Pleistocene glacial variability.

The simplicity of Eq. (3), however, is such that the long-term trend in the threshold value could arguably be identified with a number of independent processes. Candidates are a long-term decrease in greenhouse gases (Raymo, 1997) causing global cooling and the ability to sustain larger ice-sheets. A related possibility is that global cooling effects deep ocean temperature and sea-ice variability (Tziperman and Gildor, 2003). Another candidate is scouring of the continental regolith (Clark et al., 1999) causing greater friction between the ice-sheet and its bed and permitting the accumulation of greater continental ice volume. While rationalizations can be offered to relate the trend in the threshold to physical mechanisms, the analysis presented here is incapable of distinguishing between mechanisms. A more physical model of the glacial cycles will be required to distinguish the controls on the long-term evolution of the glacial cycles.

6. Further discussion and conclusions

The Pleistocene has generally been described as having two distinct modes of glacial variability characterized by 40 and \( \sim 100 \text{ Ka} \) periods of variability. Indeed, the early
Pleistocene has been called Milankovitch’s other unsolved mystery (Raymo and Nisancioglu, 2003). The continuous obliquity pacing of deglaciations, however, indicates that both the early- and late-Pleistocene glacial cycles derive from similar mechanisms and that there is but a single Pleistocene glacial mystery. A physical model capable of generating 40 Ka variability during the early Pleistocene will probably also explain the late-Pleistocene variability. The obliquity hypothesis also resolves or side steps many of the problems facing the conventional orbital theory of the glacial cycles. To highlight this point, the major problems associated with the orbital theory (following the list of Elkibbi and Rial, 2001) are listed and addressed below:

1. The ~100 Ka variations in insolation forcing due to eccentricity changes are too small to directly cause the glacial cycles (Imbrie et al., 1993): The results of the hypothesis test (Section 2) indicate that eccentricity does not pace the glacial cycles.

Fig. 10. Statistical evolution of a realization of Eq. (3) using the stochastic accumulation parameterization. Results are similar with those of the $\delta^{18}$O stack (see Fig. 8). (a) Typical realization of the model output. Units are in normalized ice volume. (b) Weighted average of the frequency ($M_1$, see text), (c) mean value, and (d) standard deviation of the model ice volume. (e) The rate of change in ice volume and the evolution of the associated (f) standard deviation and (g) skewness. All statistics generally follow a linear trend as indicated by the dashed line.
The $\delta^{18}$O data do not show a 413 Ka period, corresponding to the most energetic eccentricity band of variability (Imbrie et al., 1993): Again, the period of glacial variability is unrelated to eccentricity.

The mid-Pleistocene transition occurs without a corresponding change in the insolation forcing (Pisias and Moore, 1981): Pleistocene glaciation undergoes a gradual evolution unrelated to changes in the insolation forcing.

Glacial cycles vary in duration from $\sim$80 to $\sim$120 Ka during the last pleistocene (Raymo, 1997; Petit et al., 1999): This supports the obliquity pacing hypothesis which calls on glacial cycles to be quantized in multiples of the basic 40 Ka period.

Spectral peaks exist at frequencies other than those in the insolation forcing (Nobes et al., 1991; Bolton and Maasch, 1995; HW04): This can be explained by the obliquity cycle skipping and the asymmetry between rates of deglaciations and accumulation (see Section 4.3). Note that much of the variability resides at non-orbital periods indicating the presence of a significant stochastic contribution (Wunsch, 2004) or a significantly nonlinear response to the insolation forcing (Huybers and Curry, 2006).

A final issue, not discussed by Elkhibi and Rial (2001), is that the glacial cycles are symmetric between the hemispheres whereas the seasonal precession forcing is anti-symmetric: This is readily addressed in that the annual average and seasonal insolation anomalies caused by changes in obliquity are, like the glacial cycles, symmetric between the hemispheres (see Section 3.5).

A related issue, touched in item (3), is that the transition from 40 to $\sim$100 Ka modes of glacial variability has generally been described as rapid relative to the duration of the Pleistocene. This view derives from the sudden onset of $\sim$100 Ka variability. But because the $\sim$100 Ka variability is not a fundamentally new mode of variability, a more general description of the variability is required. Examination of the evolution of the mean value, variance, average period, and asymmetry of the glacial cycles all indicate that the variability slowly evolves over the course of the Pleistocene.

A succinct description of Pleistocene glacial variability is codified in Eq. (3) using only three adjustable parameters. In words, ice tends to accumulate until some threshold is reached, causing a deglaciation. The threshold level is modulated by obliquity and exhibits a long-term trend. The modulation causes terminations to occur near maxima in obliquity while the trend causes an increase in the mean, variance, asymmetry, and period of the ice-volume variability. The model exhibits a gradual progression in its qualitative behavior rather than a bifurcation. That Eq. (3) reproduces the primary structure of the glacial variability indicates that obliquity pacing alone is a sufficient description of Pleistocene glaciation.

Analysis of the $\delta^{18}$O record provides important clues and constraints regarding the nature of the glacial variability, but is insufficient to uniquely determine the causes of the glacial cycles. Major uncertainties remain regarding the Pleistocene glacial variability, including the origins of the progression in the glacial cycle variability and the physical mechanisms responsible for glacial terminations. Use of more physical models of the climate variability and incorporation of a greater variety of climate proxies is essential to furthering our understanding of Pleistocene glaciation.
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