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The expansion of operators as ordered power series in the annihilation and creation operators $a$ and $a^\dagger$ is examined. It is found that normally ordered power series exist and converge quite generally, but that for the case of antinormal ordering the required $c$-number coefficients are infinite for important classes of operators. A parametric ordering convention is introduced according to which normal, symmetric, and antinormal ordering correspond to the values $s = +1, 0, -1$, respectively, of an order parameter $s$. In terms of this convention it is shown that for bounded operators the coefficients are finite when $s > 0$, and the series are convergent when $s > \frac{1}{2}$. For each value of the order parameter $s$, a correspondence between operators and $c$-number functions is defined. Each correspondence is one-to-one and has the property that the function $\langle a^k \rangle$ associated with a given operator $P$ is the one which results when the operators $a$ and $a^\dagger$ appearing in the ordered power series for $P$ are replaced by their complex eigenvalues $a$ and $a^\ast$. The correspondence which is realized for symmetric ordering is the Weyl correspondence. The operators associated by each correspondence with the set of $\delta$ functions on the complex plane are discussed in detail. They are shown to furnish, for each ordering, an operator basis for an integral representation for arbitrary operators. The weight functions in these representations are simply the functions that correspond to the operators being expanded. The representation distinguished by antinormal ordering expresses operators as integrals of projection operators upon the coherent states, which is the form taken by the $P$ representation for the particular case of the density operator. The properties of the full set of representations are discussed and are shown to vary markedly with the order parameter $s$.

I. INTRODUCTION

AMBIGUITIES in the ordering of operator products were among the earliest questions to occur in the development of quantum mechanics. In more recent years we have come to understand a close relationship between particular types of measurements and the operator orderings best suited to describing them. In many quantum-mechanical problems, such as those of quantum optics, we are now concerned with the ordering of general operator functions rather than simple operator products.

In the present paper we shall discuss the representation of arbitrary operators that refer to a system which we choose, for simplicity, to have only a single degree of freedom. We shall describe this system in terms of a pair of complex operators, $a$ and $a^\dagger$, which we refer to as the annihilation and creation operators. These operators, which obey the commutation relation $[a, a^\dagger] = 1$, play a fundamental role in descriptions of systems of harmonic oscillators and quantized fields. Operators with the same algebraic properties may be defined for a broad class of different dynamical systems by forming complex linear combinations of pairs of observables $q$ and $p$ that are canonically conjugate, $[q, p] = i\hbar$.

Because of ordering problems which arise from the noncommutativity of the operators $a$ and $a^\dagger$, the representation of operators is a considerably richer subject than the representation of $c$-number functions. We examine several aspects of this structure in the present paper with particular emphasis upon the types of ordering that are most useful in the description of physical experiments. In the paper which follows, we shall apply this analysis to the closely related problem of expressing quantum-mechanical ensemble averages in forms that offer, as much as possible, the simplicity of classical ensemble averages. The present discussion of operator ordering will provide the basis for our discussion there of the $P$ representation, the Wigner distribution, and other ways of representing density operators.

It is conventional to distinguish the products $(a^\dagger)^m a^m$ and $a^m(a^\dagger)^m$ by calling the first normally ordered and the second antinormally ordered. In general an operator is said to be normally (antinormally) ordered if the operator $a$ stands always to the right (left) of the operator $a^\dagger$. It is clear that any polynomial in the operators $a$ and $a^\dagger$ may be cast into normally or antinormally ordered form by using the commutation relation a finite number of times.

A problem we discuss in detail is that of expanding an arbitrary operator as an ordered power series in the operators $a$ and $a^\dagger$. We show that virtually every operator of interest possesses a convergent power-series expansion in the normally ordered products $(a^\dagger)^n a^m$. Power-series expansions in the antinormally ordered products $a^m(a^\dagger)^m$ are, however, of considerably less generality. We show that for many well-behaved operators, ones that are bounded and of finite trace, the required $c$-number coefficients are infinite.

These two varieties of ordering have been discussed recently in a number of references and some discussion
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has also been given of other varieties of ordering.\(^1\)\(^5\)\(^6\)

The emphasis of the work published to date has been principally upon the development of formal expressions for ordered operators rather than upon their explicit meaning. Since those meanings are not in all cases self-evident and we want in any case to understand their limitations, we have found it necessary to exercise some mathematical care in the development of our arguments.

In order to examine more closely the role of operator ordering in power-series expansions and to be able to interpolate between normal and antinormal ordering, we have been led to introduce a parametrized ordering convention. This convention associates with every complex number \(s\) a unique way of ordering all products of the operators \(a\) and \(a^\dagger\). Normal ordering, antinormal ordering, and a type of ordering that is symmetric in the operators \(a\) and \(a^\dagger\) correspond to the values \(s = +1, -1,\) and \(0\), respectively, of the order parameter \(s\). We are not attempting by introducing this continuum of orderings to deal with all possible forms of ordering nor do we know of any physical applications for arbitrarily ordered operator functions. We shall continue to center our attention on the three principal forms of ordering. By embedding them in a continuum of orderings, we provide for them a natural context for viewing their differences and interrelationships.

Our parametrized ordering convention enables us to consider the existence of ordered power-series expansions for intermediate orderings. We show that for bounded operators the required \(c\)-number series coefficients are finite whenever the ordering is closer to normal ordering than to antinormal ordering, i.e., for \(\Re s > 0\). We show as well that for such operators the power series converge, in a sense which we make precise in Sec. IV, when the ordering is closer to normal than to symmetric ordering, or, more precisely, for \(\Re s > \frac{1}{2}\).

These ordered power-series expansions and the associated formulas for the \(c\)-number coefficients afford for every value of the order parameter \(s\) a relatively direct type of correspondence between operators and \(c\)-number functions. The rule characterizing each correspondence is to replace the \(s\)-ordered products \((a^\dagger)^n a^m\), in the power-series expansion of a given operator by the monomials \((a^\dagger)^n a^m\). The properties of these correspondences, which are one to one, depend markedly upon the order parameter \(s\). The classes of operators for which they are appropriate and the types of functions which they associate with different classes of operators are discussed in Sec. VII. The correspondence specified by \(s = 0\) and associated with symmetric ordering may be identified with a correspondence introduced by Weyl.\(^6\)

Our main interest in these correspondences is the possibility of using the function associated with a given operator as a weight function in an integral representation of that operator. This possibility is realized in Secs. VI and VII, where for each correspondence we introduce a set of operators that forms a basis for such an integral representation. We discuss the properties of these representations and of their weight functions in Secs. VI–VIII.

We begin with two introductory sections. Section II summarizes the useful properties of the coherent states and of the displacement operators \(\exp(\alpha a^\dagger - \alpha^* a)\). In Sec. III we discuss the properties of an integral representation for arbitrary operators that is based upon the displacement operators. This expansion, which is due to Weyl,\(^6\) provides the basis for much of our subsequent analysis.

## II. COHERENT STATES AND DISPLACEMENT OPERATORS

An important part of our discussion will be based upon the use of a particular set of quantum states. If the system being studied is the electromagnetic field, these are the states that describe completely coherent fields. The systematic use of such coherent states has been found particularly well suited to the solution of a number of quantum-electrodynamical problems and problems of other types involving harmonic-oscillator degrees of freedom. In this section we shall indicate how states of a corresponding type may be defined for a broad range of physical systems. This extension of the definition of coherent states furnishes the opportunity to review their properties briefly.

Let us consider for simplicity a dynamical system that is described by a single pair of Hermitian observables \(q\) and \(p\) which are canonically conjugate, \([q, p] = i\hbar\), and have eigenvalues which range continuously from minus infinity to plus infinity. The operators we shall use in defining the coherent states are complex linear combinations of \(q\) and \(p\). Corresponding to any real parameter \(\lambda\), different from zero, we may form the combinations

\[
a = (2\hbar)^{-1/2}(\lambda q + \lambda^{-1} p),
\]

\[
a^\dagger = (2\hbar)^{-1/2}(\lambda q - \lambda^{-1} p).
\]

These operators satisfy the familiar commutation relation

\[
[a, a^\dagger] = 1
\]

and therefore possess the same algebraic properties as the operators associated with the complex amplitude of
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a harmonic oscillator or the photon annihilation and creation operators of quantum electrodynamics.

The operator \( a \) possesses, as we shall see, a two-dimensional continuum of eigenstates. Let us first note that it has a particularly simple eigenstate corresponding to the eigenvalue zero. If we denote this state by \( |0\rangle \), then its defining equation
\[
a |0\rangle = 0
\]
may be written in the representation in which \( q \) is diagonal as
\[
(\lambda^2 \dot{q} + \hbar \ddot{q}) |q\rangle = 0.
\]
The wave function for this state is therefore a Gaussian function which takes the normalized form
\[
|q\rangle |0\rangle = (\lambda^2/\pi \hbar)^{1/4} \exp[-(\lambda^2 q^2)/2\hbar].
\]
This state, incidentally, is one for which the uncertainty product \( \Delta p \Delta q \) assumes its minimum value of \( 1/2 \) \( \hbar \) with the ratio \( \Delta p/\Delta q = \lambda^2 \).

It is clear from the algebraic properties of the operators \( a \) and \( a^\dagger \) that we may construct, just as in the case of the harmonic oscillator, a sequence of states for the system which correspond to integer eigenvalues for the product \( a^\dagger a \). These states, which we label as \( |n\rangle \), satisfy the equation
\[
a^\dagger a |n\rangle = n |n\rangle
\]
for \( n = 0, 1, 2, \ldots \). They may be generated from the state \( |0\rangle \) by the rule
\[
|n\rangle = (n!)^{-1/2} (a^\dagger)^n |0\rangle.
\]
The wave functions \( \langle q |n\rangle \) which represent these states are easily seen to take the same form as the familiar stationary-state wave functions for the harmonic oscillator. They are the Hermite functions which form a complete basis for the expansion of any quadratically integrable function. These states \( |n\rangle \) therefore form a complete set.

It may be noted that no specification has been made of the Hamiltonian of the system that we are discussing. Since the system may have arbitrary dynamical behavior, the states \( |n\rangle \) will not in general be energy eigenstates. Only when the Hamiltonian is a function of the operator
\[
a^\dagger a = (2\hbar)^{-1} (\lambda^2 p^2 + \lambda^2 q^2 - \hbar)
\]
will the states \( |n\rangle \) be stationary. The Hamiltonian of a harmonic oscillator of mass \( m \) and angular frequency \( \omega \) is
\[
H = (2m)^{-1} (p^2 + m^2 \omega^2 q^2).
\]
The states \( |n\rangle \) become the stationary states of this Hamiltonian when the arbitrary parameter \( \lambda \) is given the value \( (m \omega)^{1/2} \). A normal mode of the electromagnetic field in a dielectric possesses a Hamiltonian of the form of Eq. (2.9) with \( \lambda = \sqrt{\epsilon} \sqrt{\omega} \), where \( \epsilon \) is the dielectric constant. In this case the state \( |n\rangle \) is an \( n \)-photon state.

Let us now define for each complex number \( \alpha \) the exponential operator
\[
D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a),
\]
which is unitary and obeys the relation
\[
D(\alpha) D^{-1}(\alpha) = D(-\alpha).
\]
These operators, which were introduced by Weyl, are easily written in forms in which the operator \( a^\dagger \) appears exclusively to the right or to the left of the operator \( a \). By means of the identity
\[
\exp A \exp B = \exp(A + B + \frac{1}{2} [A, B]),
\]
which holds whenever the commutator \([A, B]\) commutes with both \( A \) and \( B \), we find as the normally ordered form
\[
D(\alpha) = e^{-|\alpha|^2/2} a^{\alpha^*} e^{-a^\dagger \alpha},
\]
and as the antinormally ordered form
\[
D(\alpha) = e^{i|\alpha|^2} e^{-\alpha^* a} e^{-a^\dagger \alpha}.
\]
By differentiating these two ordered forms of the operators \( D(\alpha) \) with respect to \( -\alpha^* \), we find
\[
-\partial/\partial \alpha^* D(\alpha) = D(\alpha)(a + \frac{1}{2} a^\dagger) = (a - \frac{1}{2} a^\dagger) D(\alpha),
\]
which implies the relation
\[
D^{-1}(\alpha) a^\dagger D(\alpha) = a + \alpha
\]
and its adjoint
\[
D^{-1}(\alpha) a D(\alpha) = a^\dagger + \alpha^*.
\]
Because of their property of displacing the operators \( a \) and \( a^\dagger \) in a conjugate fashion, the operators \( D(\alpha) \) have been called displacement operators.

It is evident from their definition that the displacement operators obey a simple multiplication law. By applying the identity (2.13) we find
\[
D(\alpha) D(\beta) = D(\alpha + \beta) \exp[\frac{1}{2} (\alpha^* \beta^* - \alpha^* \beta)].
\]
Thus, apart from unimodular phase factors, the displacement operators form an Abelian group.

For each complex number \( \alpha \) the coherent state \( |\alpha\rangle \) is defined by
\[
|\alpha\rangle = D(\alpha) |0\rangle.
\]
From Eqs. (2.4) and (2.17) it is clear that the state \( |\alpha\rangle \) is an eigenstate of the operator \( a \) with eigenvalue \( \alpha \),
\[
a |\alpha\rangle = \alpha |\alpha\rangle.
\]
The displacement transformation (2.20) leaves the variances of the coordinate and momentum variables unaltered so that they have for all coherent states the
values
\[ (\Delta p)^2 = \lambda^2 (\Delta q)^2 = \frac{\lambda^2 \hbar}{2}, \]  
(2.22)
which are characteristic of the ground state (2.6).

By using Eqs. (2.4), (2.8), (2.14), and (2.20), we may relate the coherent states to the states \(|n\rangle\):
\[
\begin{align*}
|\alpha\rangle &= D(\alpha)|0\rangle \\
&= e^{-|\alpha|^2/2} e^{\alpha a^*}|0\rangle \\
&= e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} (n!)^{-1/2} \alpha^n |n\rangle.
\end{align*}
\]  
(2.23)
This expansion and the orthonormality of the basis states \(|n\rangle\) allow us to write the scalar product \((\beta|\alpha)\) in the form
\[
(\beta|\alpha) = \exp(-\frac{i}{2} |\alpha|^2 - \frac{i}{2} |\beta|^2 + \beta^* \alpha),
\]  
(2.24)
which shows that no two coherent states are orthogonal. The extent to which they overlap
\[
| (\beta|\alpha) |^2 = e^{-|\alpha - \beta|^2}
\]  
(2.25)
is, however, negligibly small when the states are macroscopically distinguishable, i.e., when \(|\alpha - \beta| > 1\).

The coherent states provide a convenient representation for the unit or identity operator \(1\). Let us define as a real element of area in the complex \(a\) plane
\[
\pi^{-1} d^2\alpha = \pi^{-1} d(\text{Re}\alpha) d(\text{Im}\alpha),
\]  
(2.26)
which, by writing
\[
d\alpha = (2\hbar)^{-1/2} (\lambda d\alpha + i \lambda^{-1} d\beta'),
\]  
we may recognize as the familiar differential element of phase space,
\[
\pi^{-1} d^2\alpha = \hbar^{-1} d\alpha d\beta'.
\]  

Then on using the expansion (2.23) and integrating over the complex plane, we find
\[
\int |\alpha\rangle \langle \alpha| \pi^{-1} d^2\alpha = \sum_{n=0}^{\infty} |n\rangle \langle n| = 1,
\]  
(2.27)
which illustrates the completeness of the coherent states. This relation affords for the trace of an arbitrary operator \(F\) the simple expression
\[
\text{Tr}[F] = \text{Tr} \left[ F \int |\alpha\rangle \langle \alpha| \pi^{-1} d^2\alpha \right]
= \int \langle \alpha| F |\alpha\rangle \pi^{-1} d^2\alpha.
\]  
(2.28)

### III. Completeness of Displacement Operators

The displacement operators \(D(\alpha)\), which were defined in Sec. II, possess a number of simple properties which will be particularly useful in the analysis which follows. Principal among these is the representation that they afford for a certain class of operators as weighted integrals with square-integrable weight functions. In this representation, as we shall see, they play a role very much analogous to that of the unimodular exponential functions in the Fourier integral representation of square-integrable functions. Although the completeness property has only recently been formulated rigorously,2-10 the displacement operators have often been discussed in the literature.5,7,11-16 Because our analysis is cast in terms of the complex operators \(a\) and \(a^*\), as opposed to their real parts \(q\) and \(p\), we shall need a notation for the Fourier transform that is more suited to complex numbers than to pairs of real numbers. If \(g(\xi)\) is a function of the complex variable \(\xi\), then we define its complex Fourier transform \(f(\alpha)\) by the relation
\[
f(\alpha) = \int e^{2\pi i (\alpha - \beta) \xi} g(\xi) \pi^{-1} d^2\xi,
\]  
(3.1)
where the integration is over the whole \(\xi\) plane, and the element \(d^2\xi\) is defined by Eq. (2.26). By letting \(\alpha = x + iy\) and \(\xi = u + iv\), we may write \(f(\alpha)\) in the form
\[
f(x+iy) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{2\pi i (x-y)\xi} g(u+iv) \pi^{-1} du dv,
\]  
(3.2)
from which it is evident that \(f(\alpha)\) differs from the usual Fourier transform only by a scale change of its arguments \(\text{Re}\alpha\) and \(\text{Im}\alpha\).

By recalling the familiar formula for the Fourier integral representation of the product of two \(\delta\)-functions
\[
\delta(x) \delta(y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(x+k)\xi} e^{i(y+k')\xi} \frac{dkd\xi}{(2\pi)^2},
\]  
we may express the two-dimensional \(\delta\)-function
\[
\delta^{(2)}(\alpha) = \delta(\text{Re}\alpha) \delta(\text{Im}\alpha)
\]  
in the more convenient form
\[
\delta^{(2)}(\alpha) = \int e^{2\pi i \alpha - \beta \xi} e^{-\hbar^2 \xi^2} d^2\xi.
\]  
(3.3)
In the present notation the processes of Fourier transformation and Fourier inversion are completely symmetrical. For, as is easily demonstrated with the aid of Eq. (3.3), if the functions \( f(\alpha) \) and \( g(\alpha) \) stand in the relationship
\[
f(\alpha) = \int e^{a^*\alpha - a^*\xi} g(\xi) \pi^{-1} d^2 \xi, \tag{3.4}
\]
then the inverse relationship is
\[
g(\alpha) = \int e^{a^*\alpha - a^*\xi} f(\xi) \pi^{-1} d^2 \xi. \tag{3.5}
\]
Thus, if \( f(\alpha) \) is the complex Fourier transform of \( g(\alpha) \), then \( g(\alpha) \) is the complex Fourier transform of \( f(\alpha) \).

The form which other familiar relations assume in this notation may be similarly derived through the use of the definition (3.1) and Eq. (3.3). If the functions \( f_1(\alpha) \) and \( f_2(\alpha) \) are the complex Fourier transforms of the functions \( g_1(\xi) \) and \( g_2(\xi) \), then we have
\[
\int f_1^*(\alpha) f_2(\alpha) d^2 \alpha = \int g_1^*(\xi) g_2(\xi) d^2 \xi, \tag{3.6}
\]
and
\[
\int f_1(\alpha) f_2^*(\alpha) d^2 \alpha = \int g_1(\xi) g_2^*(\xi) d^2 \xi. \tag{3.7}
\]

Let us digress for a moment and remind ourselves of the class of functions to which the definition (3.1) and the relations (3.4)–(3.7) apply. This class, which is known as the Lebesgue class \( L_2 \), consists of all ordinary (i.e., measurable) functions \( f(\alpha) \) for which the norm \( ||f|| \) defined by
\[
||f|| = \left( \int |f(\alpha)|^2 \pi^{-1} d^2 \alpha \right)^{1/2} \tag{3.8}
\]
is finite.\(^{17, 18}\) (For our purposes the term measurable may be largely ignored, and the terms \( L_2 \) and square-integrable used interchangeably.) Under the operation of Fourier transformation the class of \( L_2 \) functions is mapped onto itself in a one-to-one fashion. If in Eq. (3.4) the function \( g(\xi) \) is in \( L_2 \), so is \( f(\alpha) \), and the inverse relation (3.5) is valid. If in Eqs. (3.6) and (3.7) the functions \( g_1(\xi) \) and \( g_2(\xi) \) are in \( L_2 \), then so are the functions \( f_1(\alpha) \) and \( f_2(\alpha) \) and Eqs. (3.6) and (3.7) hold. For \( L_2 \) functions the Schwarz inequality takes the form
\[
\left| \int f(\alpha) g(\alpha) \pi^{-1} d^2 \alpha \right| \leq \int |f(\alpha) g(\alpha)| \pi^{-1} d^2 \alpha \leq ||f|| ||g||. \tag{3.9}
\]


The notation that we have introduced may be used to derive a useful property of the traces of the displacement operators. By using the trace relation (2.28) we may write the trace of the operator \( D(\alpha) \) in the form
\[
\text{Tr}[D(\alpha)] = \int \langle \xi | D(\alpha) | \xi \rangle \pi^{-1} d^2 \xi.
\]

If we now write the displacement operator in its normally ordered form (2.14) and employ the eigenvalue property of the coherent states, we find
\[
\text{Tr}[D(\alpha)] = e^{-i a^2/2} \int \langle \xi | e^{a^*\xi - a^*\alpha} | \xi \rangle \pi^{-1} d^2 \xi
\]
\[
= e^{-i a^2/2} \int e^{a^*\xi - a^*\alpha} \pi^{-1} d^2 \xi.
\]

By referring to the \( \delta \)-function formula (3.3), we recognize this as
\[
\text{Tr}[D(\alpha)] = \pi \delta^{(2)}(\alpha - a),
\]
or, since the exponential is unity at \( a = 0 \),
\[
\text{Tr}[D(\alpha)] = \pi \delta^{(2)}(\alpha). \tag{3.10}
\]

From this relation and the multiplication law (2.19), we find
\[
\text{Tr}[D(\alpha) D^{-1}(\beta)] = \pi \delta^{(2)}(\alpha - \beta), \tag{3.11}
\]
which may be viewed as a species of orthogonality rule for the displacement operators.\(^{15}\)

Before presenting a derivation of the completeness property of the displacement operators, we shall use their orthogonality to suggest the main features of their completeness. Let us suppose that the operator \( F \) and the function \( f(\xi) \) stand in the relation
\[
F = \int f(\xi) D^{-1}(\xi) \pi^{-1} d^2 \xi. \tag{3.12}
\]

Then we may write
\[
\text{Tr}[F D(\alpha)] = \int f(\xi) \text{Tr}[D^{-1}(\xi) D(\alpha)] \pi^{-1} d^2 \xi,
\]
which, by virtue of the orthogonality rule (3.10), implies that
\[
f(\alpha) = \text{Tr}[F D(\alpha)]. \tag{3.13}
\]

To see whether this solution is well behaved, we write
\[
\text{Tr}[F^2] = \int f(\xi) \text{Tr}[F^2 D^{-1}(\xi)] \pi^{-1} d^2 \xi
\]
\[
= \int |f(\xi)|^2 \pi^{-1} d^2 \xi,
\]

\(^{15}\)
which implies that the function $f(\xi)$ is square-integrable when the trace $\text{Tr}[F^*F]$ is finite. This trace is closely related to the Hilbert-Schmidt norm $\|F\|$ for the operator $F$ which is defined by
\[
\|F\| = [\text{Tr}(F^*F)]^{1/2}. \tag{13.15}
\]
We shall say that an operator is bounded if this norm is finite. With this terminology, we may draw from Eqs. (13.12)–(13.14) the conclusion that if a bounded operator $F$ possesses the expansion (13.12), then the weight function $f(\xi)$ is given by Eq. (13.13), is unique, is in $L_3$, and has the same norm as the operator $F$, i.e.,
\[
\|f\| = \|F\|. \tag{13.16}
\]
We shall now derive the expansion (13.12) and several other identities. Our method will utilize the properties of the matrix elements of the displacement operators between coherent states. Let us denote by the symbol $I(\alpha, \beta, \gamma, \delta)$ the integral
\[
I(\alpha, \beta, \gamma, \delta) = \int \langle \beta | D(\xi) | \alpha \rangle \langle \gamma | D(-\xi) | \delta \rangle \pi^{-1/2} d\xi. \tag{13.17}
\]
We note that by writing the displacement operators in their normally ordered form (2.14) and using the eigenvalue property of the coherent states, we may write the integral in the form
\[
I(\alpha, \beta, \gamma, \delta) = \langle \beta | \alpha \rangle \langle \gamma | \delta \rangle \times \int \exp[\alpha(\gamma - \beta)^* - \xi^* (\alpha - \delta) - |\xi|^2/\pi] \pi^{-1/2} d\xi. \tag{13.18}
\]
The Gaussian integral which appears here occurs in a number of other places in the course of this paper; it is evaluated explicitly in Appendix A, Eq. (A.2). By applying that result we find
\[
I(\alpha, \beta, \gamma, \delta) = \langle \beta | \alpha \rangle \langle \gamma | \delta \rangle \exp[(\beta - \gamma)^* (\delta - \alpha)]. \tag{13.19}
\]
If we simplify this expression by using formula (2.24) for the scalar product of two coherent states, we find
\[
I(\alpha, \beta, \gamma, \delta) = \langle \gamma | \alpha \rangle \langle \beta | \delta \rangle \tag{13.20}
\]
and so obtain the integral identity
\[
\langle \gamma | \alpha \rangle \langle \beta | \delta \rangle = \int \langle \beta | D(\xi) | \alpha \rangle \langle \gamma | D(-\xi) | \delta \rangle \pi^{-1/2} d\xi, \tag{13.21}
\]
which holds for all complex numbers $\alpha$, $\beta$, $\gamma$, and $\delta$.

Let us now recall that a matrix element identity of the form $\langle \beta | F | \alpha \rangle = \langle \beta | G | \alpha \rangle$, if it holds for a complete set of states $| \alpha \rangle$, $| \beta \rangle$, $| \gamma \rangle$, ..., is equivalent to the corresponding operator equation $F = G$. Thus, since the coherent states form a complete set of states as shown by Eq. (2.27), we see that the integral identity (13.21) implies the operator identities
\[
| \alpha \rangle \langle \beta | = \int \langle \beta | D(\xi) | \alpha \rangle D(-\xi) \pi^{-1/2} d\xi \tag{13.22}
\]
and
\[
1 \langle \gamma | \alpha \rangle = \int D(\xi) \langle \alpha | \gamma \rangle D(-\xi) \pi^{-1/2} d\xi, \tag{13.23}
\]
where 1 is the identity operator.

We now note that by using twice the resolution (2.27) of the identity operator we may express an arbitrary bounded operator $F$ as an integral over the coherent-state dyadics $| \alpha \rangle \langle \beta |$ in the form
\[
F = \int | \alpha \rangle \langle \beta | F | \beta \rangle \pi^{-1/2} d\alpha d\beta. \tag{13.24}
\]
Thus if we substitute in this integral the expression (13.19) for the dyadic $| \alpha \rangle \langle \beta |$, we arrive at the expansion
\[
F = \int \langle \alpha | F | \beta \rangle \langle \beta | D(\xi) | \alpha \rangle D(-\xi) \pi^{-1/2} d\xi d\alpha d\beta, \tag{13.25}
\]
and by using Eqs. (2.27) and (2.28) we find
\[
F = \int \langle \alpha | FD(\xi) | \alpha \rangle D(-\xi) \pi^{-1/2} d\xi d\alpha = \int \text{Tr}[FD(\xi)] D(-\xi) \pi^{-1/2} d\xi, \tag{13.26}
\]
which is the expansion (13.12). This argument concludes our derivation of the completeness property of the displacement operators.

Let us now observe that by multiplying both sides of expansion (13.25) by an arbitrary bounded operator $G$ and forming the trace, we obtain the identity
\[
\text{Tr}[FG] = \int \text{Tr}[FD(\xi)] \text{Tr}[GD(-\xi)] \pi^{-1/2} d\xi. \tag{13.27}
\]
When the operators $F$ and $G$ are both bounded, the left-hand side of this equation is finite because of the Schwarz inequality
\[
|\text{Tr}(FG)| \leq \|F\| \|G\|. \tag{13.28}
\]
By referring to the inequality (3.9) and Eqs. (3.13) and (3.16), we may impose the same upper bound upon the right-hand side of Eq. (13.28).

If we multiply both sides of the identity (13.20) by the coherent-state matrix element $\langle \alpha | F | \gamma \rangle$ of an arbitrary operator $F$ and integrate over $\alpha$ and $\gamma$ by using Eqs. (2.27) and (2.28), then we arrive at the identity
\[
1 \text{Tr}[F] = \int D(\xi) FD^{-1}(\xi) \pi^{-1/2} d\xi. \tag{13.29}
\]
By multiplying both sides of this equation by an arbitrary operator $G$, we may obtain the relations

$$G \text{Tr}[F] = \int GD(\xi)FD^{-1}(\xi)\pi^{-1}d^2\xi \tag{3.26}$$

and

$$\text{Tr}[G] \text{Tr}[F] = \int \text{Tr}[GD(\xi)FD^{-1}(\xi)]\pi^{-1}d^2\xi. \tag{3.27}$$

Let us now observe that if some set of states $|a\rangle$, $|b\rangle$, $|c\rangle$, $\cdots$ forms a complete orthonormal set, then the matrix elements $\langle a | D(\xi) | b\rangle \cdots$ form a complete orthonormal set of functions. For if we let $F=|c\rangle\langle d|$ and $G=|b\rangle\langle a|$ then Eq. (3.27) becomes

$$\delta_{a,b}\epsilon_{c,d} = \int \langle a | D(\xi) | c\rangle\langle d | D^{-1}(\xi) | b\rangle\pi^{-1}d^2\xi$$

$$= \int \langle a | D(\xi) | c\rangle\langle b | D(\xi) | d\rangle\pi^{-1}d^2\xi, \tag{3.28}$$

which verifies the orthonormality property. The statement of completeness follows from Eq. (3.11), which, when two factors of the identity operator in the form

$$1 = \sum_{a}\langle a | a\rangle$$

are inserted, becomes

$$\sum_{a,n}\langle a | D(\xi) | b\rangle\langle a | D(\xi') | b\rangle = \eta^{(2)}(\xi - \xi'). \tag{3.29}$$

As we show in Appendix B, when the orthonormal states are the basis states $|n\rangle$, the matrix elements $\langle m | D(\xi) | n\rangle$ assume the form

$$\langle m | D(\xi) | n\rangle = \left(\frac{n!}{m!}\right)^{1/2} \xi^{m-n}e^{-|\xi|^2/2}L_n^{(m-n)}(|\xi|^2), \tag{3.30}$$

where $L_n^{(p)}(x)$ is an associated Laguerre polynomial.19

Let us now return to the expansion (3.32) which, as we have seen, affords a one-to-one correspondence

$$F \leftrightarrow f(\xi) = \text{Tr}[FD(\xi)] \tag{3.31}$$

between the class of all bounded operators $F$ and the class $L_2$ of all square-integrable functions $f(\xi)$. In view of Eq. (3.16) this correspondence is norm-preserving in the sense that the $L_2$ norm $\|f\|$ of the weight function $f(\xi)$ is equal to the Hilbert-Schmidt norm $\|F\|$ of the operator $F$ being expanded.

If we write the expansion (3.12) in the form

$$F = \int \exp(\alpha^*\xi - \alpha^*\xi) \text{Tr}[FD(\xi)]\pi^{-1}d^2\xi, \tag{3.32}$$

then we may draw several parallels between it and the complex Fourier transform expansion (3.1) of an $L_2$ function $f(\alpha)$. We may observe that the operators $a$ and $a^*$ in Eq. (3.32) correspond to the variables $\alpha$ and $\alpha^*$ in Eq. (3.1) and that the unitary operator $\exp(\alpha^*\xi - a^*\xi)$ in Eq. (3.32) plays the role of the unimodular function $\exp(\alpha^*\xi - a^*\xi)$ in Eq. (3.1). The weight function $\text{Tr}[FD(\xi)]$ corresponds to the function $g(\xi)$ and may therefore be thought of as a species of Fourier transform for the operator $F$. Just as the ordinary Fourier-transform expansion expansion (3.1) induces a one-to-one correspondence $f(\alpha) \leftrightarrow g(\xi)$ from $L_2$ onto itself that is norm-preserving, $\|f\| = \|g\|$, so too the correspondence (3.31), between $L_2$ and the class of all bounded operators is one-to-one and norm-preserving.

So far we have been talking about the expansion of operators that are bounded. In the remainder of this section we shall say a few things about the expansion of other types of operators.

We have been using, and shall continue to use, the term bounded to denote operators for which the Hilbert-Schmidt norm $\|F\| = \|\text{Tr}[FD(\xi)]\|^{1/2}$ is finite. Another operator norm which is frequently used and which we shall denote by $\|F\|$ is the least upper bound (l.u.b.), taken over all states $|\psi\rangle$ of unit norm $\langle \psi | \psi \rangle = 1$, of the quantity $\langle \psi | F^*F | \psi \rangle$, i.e.,

$$\|F\| = \text{l.u.b.} \langle \psi | F^*F | \psi \rangle. \tag{3.33}$$

It is, loosely speaking, the largest eigenvalue of the operator $F^*F$. Operators for which the norm $\|F\|$ is finite are often called bounded, but we shall call them finite. All bounded operators are finite, and we have $\|F\| \leq \|F\|$. The most important unbounded but finite operators are the unitary operators for which $\|U\| = 1$.

The displacement operator expansion (3.12) is not in general suited to the expansion of unbounded operators, even those that are finite. When the operator $F$ is unbounded, the appropriate weight function $\text{Tr}[FD(\xi)]$, which must according to Eq. (3.14) lack square-integrability, is often singular. If, for example, we take as the operator $F$ the displacement operator $D(\alpha)$, which being unitary is finite, then the weight function $f(\xi)$ is given by Eq. (3.11) as $\eta^{(2)}(\alpha + \xi)$. For this reason we shall not in this paper attempt a careful formulation of the representation of unbounded operators.

We may observe, however, that the coherent-state expansion (3.21) affords a representation for a broad class of unbounded operators. In this representation, as in the one afforded by the displacement operators, we find quadratic integrability linked with boundedness. For by using Eq. (3.21) to form the Hilbert-Schmidt norm of the operator $F$, we secure the result

$$\|F\| = \int |\langle \alpha | F | \beta \rangle|^2 d^2\alpha d^2\beta. \tag{3.34}$$

---

The weight function \( \langle \alpha | F | \beta \rangle \) of the representation (3.21) has no singularities in the finite \( \alpha, \beta \) planes unless the operator \( F \) is particularly pathological. Moreover, when \( F \) is a finite operator the modulus of \( \langle \alpha | F | \beta \rangle \) is bounded by \( ||F||_1 \),

\[
|\langle \alpha | F | \beta \rangle| \leq ||F||_1,
\]

as may be seen from the definition (3.33).

For an arbitrary bounded operator \( F \) the weight function \( \text{Tr}[F D(\xi)] \) need not be bounded or continuous. There is, however, a smaller class of operators for which both of these conditions are met. This is the trace class, also called the class of nuclear operators. The derivations of the statements that we shall now make about trace-class operators may be found in Refs. 2 and 20.

Every trace-class operator \( F \) may be factored uniquely into the product of unitary operator \( U \) and an operator \( B \) which is positive-define and of finite trace,

\[
F = UB.
\]

In terms of this decomposition, the trace-class norm is defined as

\[
||F||_1 = \text{Tr}B.
\]

Every density operator \( \rho \) is a member of the trace class with \( ||\rho||_2 = 1 \).

Every trace-class operator is bounded, as is shown by the inequality\(^{20}\)

\[
||F||_1 \leq ||F||_2 \leq ||F||_2
\]

for the three norms which we have mentioned. The product of a finite operator \( G \) and a trace-class operator \( F \) is a trace-class operator and we have the inequality\(^{20}\)

\[
|\text{Tr}[FG]| \leq ||F||_2 ||G||_1.
\]

From this relation it follows, since the displacement operators are finite with \( ||D(\xi)||_1 = 1 \), that for every trace-class operator \( F \) the weight function \( \text{Tr}[F D(\xi)] \) is uniformly bounded by the trace-class norm \( ||F||_2 \),

\[
|\text{Tr}[F D(\xi)]| \leq ||F||_2.
\]

It may also be shown\(^2\) that for every trace-class operator \( F \) the weight function \( \text{Tr}[F D(\xi)] \) is a (uniformly) continuous function of \( \xi \).

### IV. ORDERED POWER-SERIES EXPANSIONS

The completeness property of the displacement operators, which we discussed in Sec. III, affords a convenient framework for examining various ways in which bounded operators may be represented. In this section and in Sec. V, we discuss the problem of expanding a bounded operator as an ordered power series in the operators \( a \) and \( a^\dagger \). The cases of normal ordering, of antinormal ordering, and of a type of ordering that is symmetric in the creation and annihilation operators occupy most of the present section. For these orderings we obtain closed integral expressions for the coefficients of the power-series expansions of an arbitrary bounded operator. It will become evident that there is a marked contrast between the properties of normally and antinormally ordered power-series expansions. We show that normally ordered power-series expansions exist and converge in a well-defined sense for a very broad class of operators. Antinormally ordered power series, however, do not afford a completely satisfactory representation for all bounded operators; we show that the appropriate coefficients are singular for large classes of bounded operators. We also consider briefly the expansion of bounded operators as ordered power series in the operators \( g \) and \( \bar{g} \). Because these operators are Hermitian, the series coefficients, as we shall see, tend not to develop singularities.

To begin with, let us consider the possibility of expanding an arbitrary bounded operator \( F \) as a normally ordered power series, i.e., in the form

\[
F = \sum_{n, m = 0}^{\infty} c_{n, m} (a^\dagger)^n a^m,
\]

where the coefficients \( c_{n, m} \) are complex numbers. Since the operator \( F \) is assumed to be bounded, it possesses the expansion (3.12),

\[
F = \int \text{Tr}[F D(\xi)] D^{-1}(\xi)e^{-\xi^2/2} d^2 \xi,
\]

where the weight function \( \text{Tr}[F D(\xi)] \) is square-integrable. We may formally generate the expansion (4.1) by writing the operator \( D^{-1}(\xi) \) in its normally ordered form (2.14),

\[
F = \int \text{Tr}[F D(\xi)] e^{-\xi^2/2} e^{-\xi^2} e^{-\xi^2/2} d^2 \xi,
\]

and then expanding the exponentials in powers of \( a \) and \( a^\dagger \) so that we have

\[
F = \sum_{n, m = 0}^{\infty} (a^\dagger)^n a^m \frac{1}{n! m!} \int \text{Tr}[F D(\xi)] e^{-\xi^2/2} X(-\xi)^n X(\xi)^m e^{-\xi^2} d^2 \xi.
\]

We may therefore identify the coefficients \( c_{n, m} \) with the integrals

\[
c_{n, m} = (n! m!)^{-1} \int \text{Tr}[F D(\xi)] e^{-\xi^2/2} (-\xi)^n X(\xi)^m e^{-\xi^2} d^2 \xi.
\]

By using the inequality (3.9) and the relation (3.16), we find that for every bounded operator \( F \) the coeffici-
ents $c_{n,m}$ are finite and are bounded by the quantities
$$|c_{n,m}| \leq (n!m!)^{-1/2} \frac{1}{(n+m)!} \sqrt{\|F\|},$$  
(4.6)
where $\|F\|$ is the Hilbert-Schmidt norm (3.15).

The presence of the factor $e^{-i\xi d^2\xi}$ in the integral (4.5) for the coefficients $c_{n,m}$ suggests that normally ordered expansions may be appropriate for a larger class of operators than the one being considered. We shall take up this matter, as well as the question of the convergence of the series (4.1), after we have considered the cases of antinormal and symmetric order.

The coefficients $d_{n,m}$ of the antinormally ordered expansion
$$F = \sum_{n,m=0}^{\infty} d_{n,m} a^n (a^\dagger)^m$$  
(4.7)
of an arbitrary bounded operator $F$ may be identified by an argument entirely similar to that of Eqs. (4.1)–(4.5). If we write the operator $D^\dagger(\xi)$ in Eq. (4.1) in its antinormally ordered form (2.15), we have
$$F = \int \text{Tr}[FD(\xi)] e^{i \xi d^2\xi} e^{\xi a^\dagger - \xi a} d^2 \xi,$$  
(4.8)
and, by expanding the exponentials in powers of $a$ and $a^\dagger$, we find
$$d_{n,m} = (n!m!)^{-1} \int \text{Tr}[FD(\xi)] e^{i \xi d^2\xi} (\xi)^n \text{Tr}[FD(\xi)] e^{i \xi d^2\xi} (\xi)^m.$$  
(4.9)

This expression differs from the corresponding (4.5) for the coefficients $c_{n,m}$ of the normally ordered series in that the exponential $e^{-i\xi d^2\xi}$ has been replaced by $e^{i \xi d^2\xi}$. Since for the class of bounded operators $F$ the weight functions $\text{Tr}[FD(\xi)]$ form exactly the class $L_2$ of square-integrable functions, it is evident that the coefficients $d_{n,m}$ can become singular for certain classes of bounded operators. Examples of such operators are discussed at the end of this section.

So far we have made use of the normally and antinormally ordered expansions
$$D(\alpha) = e^{-i\alpha d^2\xi} \sum_{n,m=0}^{\infty} \frac{(\alpha a^\dagger)^n (-\alpha a)^m}{n! m!}$$  
(4.10)
and
$$D(\alpha) = e^{i\alpha d^2\xi} \sum_{n,m=0}^{\infty} \frac{(-\alpha a)^m (\alpha a^\dagger)^n}{m! n!}.$$  
(4.11)

Let us now examine the expansion
$$D(\alpha) = \exp(\alpha a^{\dagger} - \alpha^* a^\dagger),$$  
(4.12)
in which the operators $a$ and $a^\dagger$ are on an equal footing with respect to order. There are $(n+m)!/n!m!$ different ways of ordering the product of $n$ factors of $a^\dagger$ and $m$ factors of $a$. Let us denote by the symbol $(a^\dagger a)^m$ the average of these $(n+m)!/n!m!$ differently ordered operator products.

Two examples of this average product, which we shall refer to as the symmetrically ordered product, are
$$\frac{1}{2}(a^\dagger a) = \frac{1}{2}(a^\dagger a + a a^\dagger)$$  
and
$$\frac{1}{2}(a a^\dagger^2) = \frac{1}{2}(a a^\dagger a + a a^\dagger a^\dagger).$$

In this notation we have
$$(aa^{\dagger} - \alpha a^\dagger)^n = \sum_{r=0}^{n} \frac{n!}{r!(n-r)!} \alpha^r (-\alpha^*)^{n-r} \times (\{a^\dagger\}^r a^{n-r}),$$  
(4.13)
so that we may write the expansion (4.12) for the displacement operator as
$$D(\alpha) = \sum_{n,m=0}^{\infty} \frac{\alpha^n (-\alpha^*)^m}{n!m!} \{\{a^\dagger\}^n a^m\}.$$  
(4.14)

By differentiating these relations we find for the operator $(a^\dagger a)^m$ the expression
$$\{\{a^\dagger\}^n a^m\} = \frac{\partial^{n+m} D(\alpha)}{\partial a^\dagger \partial (-\alpha^*)^m} \bigg|_{a=0},$$  
(4.15)
which may be simplified to the form
$$\{\{a^\dagger\}^n a^m\} = \frac{\partial^{n+m} (xa^{\dagger} + ya^\dagger)^{n+m}}{\partial x^a \partial y^a} \bigg|_{x=y=0},$$  
(4.16)
where the variables $x$ and $y$ are set equal to zero after the differentiation.

We may now proceed as in the cases of normal and antinormal order to construct for an arbitrary bounded operator $F$ its symmetrically ordered power-series expansion,
$$F = \sum_{n,m=0}^{\infty} b_{n,m} \{\{a^\dagger\}^n a^m\}.$$  
(4.17)

When the expansion (4.14) is inserted into the general representation (4.2), we find
$$F = \sum_{n,m=0}^{\infty} \{\{a^\dagger\}^n a^m\} (n!m!)^{-1} \int \text{Tr}[FD(\xi)] \text{Tr}[FD(\xi)] e^{i \xi d^2\xi},$$  
(4.18)
which implies that the coefficients $b_{n,m}$ are given by the

---

integrals
\[ b_{n,m} = \frac{(n!m!)^{-1}}{\pi} \text{Tr}[FD(\xi)](-\xi)^n(\xi^*)^m n^{-1/2} d^2 \xi. \] (4.19)

The class of bounded operators \( F \) for which these integrals converge consists therefore of those whose weight functions \( \text{Tr}[FD(\xi)] \) possess finite moments. While this is not the entire class of bounded operators, it is a much broader class than the class of operators for which the coefficients \( d_{n,m} \) of the antinormally ordered expansions are finite. Speaking loosely, we might say that the coefficients \( b_{n,m} \) tend to be finite for bounded operators.

Let us now return to the case of normal ordering and take up the question of convergence. A sequence of operators \( A \) is said to converge weakly to the operator \( A \) if for every pair of normalized states \( |f \rangle \) and \( |g \rangle \) the sequence \( \langle f | A - A_\epsilon | g \rangle \) converges to zero. This type of convergence is clearly inappropriate as a definition for the convergence of power-series expansions. The state \( |g \rangle \),
\[ |g \rangle = \frac{\sqrt{6}}{\pi} \sum_{n=0}^{\infty} |n \rangle, \]
for example, is normalized; but the quantities \( \langle g | (a^\dagger)^n a^m | g \rangle \) are all infinite, except when \( n + m < 2 \). Thus, the power-series expansions that we have discussed do not converge weakly unless they terminate.

We shall adopt for simplicity the following criterion\(^4\) for the convergence of ordered power-series expansions.

The power series
\[ F = \sum_{n,m=0}^{\infty} f_{n,m} (a^\dagger)^n a^m, \] (4.20)
where the symbol \( (a^\dagger)^n a^m \) denotes an arbitrarily ordered product, will be said to converge if for every pair of coherent states \( |\alpha \rangle \) and \( |\beta \rangle \) we have
\[ \langle \beta | F | \alpha \rangle = \lim_{N,M \to \infty} \sum_{n=0}^{N} \sum_{m=0}^{M} \langle \beta | f_{n,m} (a^\dagger)^n a^m | \alpha \rangle. \] (4.21)

In effect this is weak convergence over the set of coherent states. Since the coherent states form a complete set, an operator is defined uniquely by its power-series expansion if that expansion converges.

In terms of this criterion the question of the convergence of the normally ordered power series (4.1) is a simple one. Our task is to show that the sequence (4.21) converges to the matrix element \( \langle \beta | F | \alpha \rangle \). The series in question is
\[ \langle \beta | F | \alpha \rangle = \langle \beta | \alpha \rangle \sum_{n,m=0}^{\infty} c_{n,m} (\beta^*)^n a^m. \] (4.22)

We note that this series converges if and only if the function \( \langle \beta | F | \alpha \rangle / \langle \beta | \alpha \rangle \) is an entire function of the variables \( \beta^* \) and \( \alpha \).

In order to examine the analyticity of this function, let us use Eq. (2.23) to write it in the form
\[ \frac{\langle \beta | F | \alpha \rangle}{\langle \beta | \alpha \rangle} = e^{-a^* \rho} \sum_{n,m=0}^{\infty} \langle n | F | m \rangle \langle a^* \rangle^n a^m. \]

This series converges and defines an entire function of \( \rho \) and \( \alpha \) for an extremely broad class of operators. This is the case, for example, when for some \( M, R_1, R_2 \), and \( \epsilon > 0 \) the inequalities
\[ |\langle n | F | m \rangle| \leq MR_1 R_2 n! m! (n! m!)^{1/2} \] (4.23)
are satisfied. Finite operators fulfill these conditions with \( R_1 = R_2 = 1, \epsilon = \frac{1}{2} \) and \( M = ||F|| \).

We have shown that an operator \( F \) possesses a convergent normally ordered power-series expansion when the series (4.22) converges and that the latter series converges when the operator \( F \) satisfies the condition (4.23). The very general condition (4.23) is therefore a sufficient one for the convergence of the normally ordered power series (4.1).

It is easy to adapt the methods of this section to the expansion of bounded operators as power series in the Hermitian operators \( q \) and \( p \). To begin with, we must write the displacement operator \( D(\alpha) \) in forms in which the operators \( q \) and \( p \) appear in definite orders. By using Eqs. (2.1), (2.2) and (2.13), and writing \( \alpha = (2\pi)^{-1} \times (\alpha q' + \alpha^* p') \), we find, after putting \( h = 1 \),
\[ D(q', p') = D(\alpha) = e^{i(q' p' - p' q')} = e^{i(q' p' - p' q')} e^{i q' p' / 2} = e^{-i q' p' q' / 2}. \] (4.24)

If we now write Eq. (4.2) if the form
\[ F = \int \text{Tr}[FD(q', p')] e^{-i(q' p' - p' q') (2\pi)^{-1} dq' dp'}, \] (4.25)
then we may derive in analogy with Eqs. (4.4), (4.9) and (4.18) three expansions for an arbitrary bounded operator \( F \). These are what we may call the \( p \)-ordered power-series expansion
\[ F = \sum_{n,m=0}^{\infty} q^n p^m (n! m!)^{-1} \int \text{Tr}[FD(q', p')] (-i p')^n \times (i q')^m e^{-i q' p' (2\pi)^{-1} dq' dp'}. \] (4.26)
the \( q \)-ordered expansion
\[ F = \sum_{n,m=0}^{\infty} p^n q^m (n! m!)^{-1} \int \text{Tr}[FD(q', p')] (-i p')^n \times (i q')^m e^{i q' p' (2\pi)^{-1} dq' dp'}. \] (4.27)
and the $q,p$-symmetric expansion

$$F = \sum_{n,m=0}^{\infty} \left\{ \langle q^n p^m | \right\} (\lambda^{|m|})^{-1} \int \text{Tr}[FD(q^p)] (-i p)^n \times (i \xi)^m (2\pi)^{-1} d\xi dp' \frac{\partial^{n+m} D(q^p)}{\partial (p')^n \partial (q')^m} \Bigg|_{\xi'=\xi'=0}. \quad (4.28)$$

where the $q,p$-symmetric product is defined by analogy with Eq. (4.15) as

$$\langle q^n p^m | = i^{m-n} \frac{\partial^{n+m} D(q^p)}{\partial (p')^n \partial (q')^m} \Bigg|_{\xi'=\xi'=0}. \quad (4.29)$$

Because the commutator $[q,p]=i$ is purely imaginary, the integrals defining the coefficients of these expansions differ from one another only by unimodular factors in their integrands. A bounded operator that possesses one of the expansions (4.26)–(4.28) is therefore very likely to possess the other two. This class of operators is approximately the same as the class for which the symmetrically ordered expansion (4.17) is appropriate.

Let us now illustrate some of the results of this section by considering some simple examples. Our first one will serve to answer a question which was not raised in the foregoing discussion, namely, whether antinormally ordered expansions are suitable for trace-class operators (defined in Sec. III). The operator $|\alpha\rangle\langle\beta|$, which is the outer product of two coherent states, is both bounded and in the trace class. By using Eqs. (2.14) and (2.21), we find its weight function to be

$$\text{Tr} \left[ D(\xi) |\alpha\rangle\langle\beta| \right] = |\beta\rangle \alpha \exp \left( -\frac{1}{2} |\xi|^2 + \xi \beta^* - \xi^* \alpha \right). \quad (4.30)$$

Reference to Eqs. (4.5), (4.9) and (4.19) reveals that the coefficients of the normally and symmetrically ordered expansions are finite, while those of the antinormally ordered expansion are singular.

Another operator which is in the trace class is the outer product $|n\rangle\langle m|\rangle$ of two states with fixed numbers of quanta. The appropriate weight function is

$$\text{Tr} \left[ |n\rangle\langle m| \right] = |\langle m| D(\xi) |n\rangle \right|,$n\rangle \langle m|,$n\rangle,$m\rangle\rangle.

and from the explicit formula (3.30) for this function and Eqs. (4.5), (4.9) and (4.19) it is evident that the coefficients $c_{n,m}$ and $b_{n,m}$ are finite, while the $d_{n,m}$ are singular. We conclude from these two examples that trace-class operators do not necessarily possess antinormally ordered power-series expansions.

As a more useful example let us consider the operator

$$F(\lambda) = \lambda^{a^* a} = \exp (a^* a \ln \lambda) \quad (4.31)$$

which depends analytically upon the complex parameter $\lambda$ since the operator $a^* a$ has integer eigenvalues. This operator is finite for $|\lambda| \leq 1$ and is both bounded and in the trace class for $|\lambda| < 1$. The operator $F(\lambda)$ has many applications in thermal equilibrium statistics where we usually have $\lambda = \exp (-\hbar \omega / kT) < 1$, where $k$ is the Boltzmann constant and $T$ is the temperature.

We may find directly the normally ordered power series for $F(\lambda)$ by differentiating it with respect to $\lambda$:

$$\frac{dF(\lambda)}{d\lambda} = a^* a \lambda^{a^* a - 1}. \quad (4.32)$$

Then since for any function $f$ we have

$$af(a^* a) = f(a^* a + 1)a, \quad (4.33)$$

we may write

$$\frac{dF(\lambda)}{d\lambda} = a^* a \lambda^{a^* a - 1} \quad \frac{dF(\lambda)}{d\lambda} = a^* a \lambda^{a^* a - 1} \lambda. \quad (4.34)$$

The operator $F(\lambda)$ thus satisfies a differential equation whose solution is a normally ordered exponential function of $a^* a$. The initial condition $F(1) = 1$ is satisfied by the solution

$$F(\lambda) \equiv \exp (\lambda^{a^* a - 1} \lambda - 1). \quad (4.35)$$

where the symbol $\lambda$ means that the exponential is in normally ordered form.

The coefficients $c_{n,m}$ of this expansion are given by

$$c_{n,m} = \delta_{n,m} (\lambda - 1)^m. \quad (4.36)$$

They are entire functions of $\lambda$. Since the operator $F(\lambda)$ as is easily shown, satisfies the conditions (4.23), its normally ordered expansion (4.35) converges for all $\lambda$.

By using Eq. (2.15), (2.28) and (4.35), we may write the weight function for $F(\lambda)$ in the form

$$\text{Tr} \left[ F(\lambda) D(\xi) \right] = e^{i \xi^* / 2} \text{Tr} \left[ e^{i \xi^* F(\lambda) \xi} \right]$$

$$= e^{i \xi^* / 2} \exp \left[ \xi \alpha^* - \xi^* \alpha + (\lambda - 1) |\alpha|^2 \right] \times 1 - d/d\alpha, \quad (4.37)$$

an integral whose value is given by the general expression (A2) as

$$\text{Tr} \left[ F(\lambda) D(\xi) \right] = \frac{1}{2(1 - |\xi|^2)} \exp \left( \frac{\lambda - 1 - \lambda |\xi|^2}{2(1 - \lambda)} \right). \quad (4.38)$$

According to Eq. (4.19) the coefficients $b_{n,m}$ of the symmetrically ordered power series for $F(\lambda)$ are given by the integrals

$$b_{n,m}(\lambda) = \frac{1}{(n!)^2 (1 - \lambda)} \int \exp \left( \frac{\xi^* \alpha^*}{2} \right) \times 1 - d/d\xi, \quad (4.39)$$

which converge whenever $F(\lambda)$ is bounded, i.e., for $|\lambda| < 1$, and yield

$$b_{n,m}(\lambda) = \frac{1}{1 + \lambda} \left( \frac{\lambda - 1}{\lambda + 1} \right)^n. \quad (4.39)$$

These coefficients are analytic functions of $\lambda$ and may be continued outside the region in which the integrals define them converge. They all have a pole at $\lambda = -1$, where the operator $F(\lambda)$ is finite but not bounded. Using
the symbol \{ \} once more to denote symmetric ordering, we may express the symmetrically ordered series for \( F(\lambda) \) in the closed form

\[
F(\lambda) = \frac{2}{\lambda + 1} \left[ \exp\left( 2a^*a \frac{\lambda - 1}{\lambda + 1} \right) \right].
\] (4.40)

Turning now to the case of antinormal ordering, we find from Eq. (4.9) the result

\[
d_{n,m}(\lambda) = \frac{\delta_{n,m}}{(n!)^2(1-\lambda)} \int \exp\left( -\frac{\lambda |\xi|^2}{1-\lambda} \right) (-|\xi|^m)^{n-1} d^2\xi \bigg|_{\xi=1} = \frac{\delta_{n,m}}{(n!)^2} (1-\lambda)^{-n}. \] (4.41)

These coefficients all have poles at \( \lambda = 0 \) for which value the operator \( F(\lambda) \) is the projection operator \( |0\rangle \langle 0| \), which is both bounded and in the trace class. If we denote antinormal ordering by the symbol \{ \} \( A \), then we may express the antinormally ordered series in the closed form

\[
F(\lambda) = \lambda^{-1/2} \left[ \exp\left( (1-\lambda^{-1})a^*a \right) \right]_A. \] (4.42)

It may be shown\(^2\) that the antinormally ordered series for \( F(\lambda) \) converges only for \( |1-\lambda| < 1 \) or equivalently for \( \text{Re} \lambda > \frac{1}{2} \).

\[\text{V. S-ORDERED POWER-SERIES EXPANSIONS}\]

Section IV contains some elementary observations about ordered power-series expansions. It was shown that normally ordered power series converge for virtually all operators of interest but that the coefficients of antinormally ordered expansions are singular even for some trace-class operators. In order to shed more light on this matter we introduce in this section a parametrized ordering convention according to which normal, symmetric, and antinormal ordering are distinguished by three distinct values of a continuous order parameter. By means of this convention we are able to vary the type of ordering in a continuous way from antinormal order to normal order and to see when the coefficients of the expansions become finite and when the expansions themselves become convergent. We show that for all bounded operators the coefficients are finite when the ordering is closer to normal than to antinormal ordering and that the series converge when the ordering is closer to normal than to symmetric ordering.

In introducing this ordering convention we do not suggest that the new types of orderings it defines have direct physical significance. It is intended instead as a useful device for understanding the problems associated with the three useful orderings—normal, symmetric, and antinormal ordering. Our main use of the ordering convention will be in connection with a parametrized integral representation which we introduce in Sec. VI.

It will be helpful there to observe the way the structure of this representation changes with variations of the order parameter.

We have seen in Eqs. (2.11)–(2.15) how to express the displacement operators in various ordered forms. Let us define the \( s \)-ordered displacement operator \( D(\alpha, s) \) by the relation

\[
D(\alpha, s) = D(\alpha) e^{s a^* a / 2}, \quad s \in \mathbb{C}
\] (5.1)

where \( s \) is a complex number. For the three discrete values of \( s = +1, 0, -1 \), the operator \( D(\alpha, s) \) can be written as an exponential which is, respectively, normally ordered

\[
D(\alpha, 1) = e^{a^* a} e^{-a^* a},
\] (5.2)

symmetrically ordered

\[
D(\alpha, 0) = e^{a^* a + a^* a},
\] (5.3)

and antinormally ordered

\[
D(\alpha, -1) = e^{-a^* a} e^{a^* -a}. \] (5.4)

Proceeding as in our description of symmetric ordering, Eqs. (4.12)–(4.16), we define the \( s \)-ordered product \( \{(a^*)^n a^m\}_s \) by means of the Taylor series

\[
D(\alpha, s) = \sum_{n,m=0}^{\infty} \{(a^*)^n a^m\}_s (n! m!)^{-1/2} \alpha^n (-\alpha^*)^m
\] (5.5)

or, equivalently, as the derivative

\[
\{(a^*)^n a^m\}_s = \left. \frac{\partial^n m D(\alpha, s)}{\partial \alpha^n \partial (-\alpha^*)^m} \right|_{\alpha=0}
\] (5.6)

evaluated at \( \alpha = 0 \).

By applying this differential relation to the ordered exponentials (5.2)–(5.4), we find that the orderings specified by \( s = +1, 0, -1 \) are, respectively, normal,

\[
\{(a^*)^n a^m\}_s = \{(a^*)^n a^m\}_0 = \{(a^*)^n a^m\},
\] (5.7)

symmetric in the sense of Eqs. (4.12)–(4.16),

\[
\{(a^*)^n a^m\}_0 = \{(a^*)^n a^m\}, \quad n \geq m,
\] (5.8)

and antinormal,

\[
\{(a^*)^n a^m\}_{-1} = \{(a^*)^n a^m\}_s.
\] (5.9)

The \( s \)-ordered products can be simply expressed in terms of normally ordered products. Thus, for example, by writing

\[
D(\alpha, s) = e^{(s-1) a^* a / 2} D(\alpha, 1),
\] (5.10)

we find for the simplest nontrivial \( s \)-ordered product \( \{(a^*) a\}_s \)

\[
\{(a^*) a\}_s = \left. \frac{\partial^2}{\partial \alpha^2} e^{(s-1) a^* a / 2} e^{-a^* a} \right|_{\alpha=0}
\]

\[
= \left. \frac{\partial}{\partial \alpha} \left[ e^{a^* a} + \frac{1}{2} (1-s) a e^{a^* a} \right] \right|_{\alpha=0}
\]

\[
= a^* a + \frac{1}{2} (1-s).
\]
Similarly, for the $s$-ordered product $\{a^s a^m\}_s$ we find
\[
\{a^s a^m\}_s = a^s a^m + (1-s) a.
\]

It is not difficult to express an arbitrary $s$-ordered product as a polynomial in the $t$-ordered products, where $t$ is also arbitrary. By writing
\[
D(a_t) = e^{-t} D(a_t^2) D(a_t)
\]
and differentiating, we find
\[
\{a^t a^m\}_s = \sum_{k=0}^{(n,m)} k! \binom{n}{k} \binom{m}{k} \binom{t-s}{2} \{a^t a^m - k a^s-k\},
\]
(5.12)
where the symbol $(n,m)$ denotes the smaller of the integers $n$ and $m$ and where
\[
\binom{n}{k} = \frac{n!}{k!(r-k)!}^{-1}
\]
is a binomial coefficient. These relations may be put more succinctly in terms of the associated Laguerre polynomials. As we show in Appendix C, we have for $n \geq m$,
\[
\{a^t a^m\}_s = m! \binom{t-s}{2} \{a^t a^{n-m} - \frac{2s a^m}{s-t}\}
\]
(5.13)
and for $m \geq n$
\[
\{a^t a^m\}_s = n! \binom{t-s}{2} \{a^{m-n} a^t - \frac{2s a^m}{s-t}\},
\]
(5.14)
where the polynomials within the curly brackets are in $t$-ordered form.

We are now in a position to consider the expansion of a bounded operator $F$ as the $s$-ordered power series
\[
F = \sum_{n,m=0}^\infty f_{n,m}(s) \{a^t a^m\}_s,
\]
(5.15)
where the coefficients $f_{n,m}(s)$ are complex numbers. We may identify the coefficients $f_{n,m}(s)$ by substituting in the general expansion (3.22) the expression
\[
D^{-1}(\xi) = e^{-t} D(\xi, s),
\]
so that we have
\[
F = \int \text{Tr}[F D(\xi)] e^{-t} D(\xi, s) \pi^{1/2} d^2 \xi,
\]
(5.16)
which we may expand in powers of $a$ and $a^*$ according to Eq. (5.5):
\[
F = \sum_{n,m=0}^\infty \{a^s a^m\}_s (n! m!)^{-1} \int \text{Tr}[F D(\xi, s)]
\times (-\xi)^n (\xi^*)^m \pi^{1/2} d^2 \xi.
\]
(5.17)
In this way we obtain the coefficients $f_{n,m}(s)$ as the integrals
\[
f_{n,m}(s) = (n! m!)^{-1} \int \text{Tr}[F D(\xi, s)] (-\xi)^n
\times (\xi^*)^m \pi^{1/2} d^2 \xi.
\]
(5.18)
The parametrized relations (5.16)–(5.18) compactly express the previously derived results for normal, symmetric and antinormal ordering. We recover Eqs. (4.5), (4.19), and (4.9) by setting $s = +1, 0,$ and $-1,$ respectively.

By applying the inequality (3.9) and the relation (3.16) to the integral (5.18), we find that for all bounded operators $F$ the coefficients are finite when Res $> 0$ and are bounded by the quantities
\[
|f_{n,m}(s)| \leq \frac{[(n+m)!]^{1/2}}{n! m!} \left( \frac{\pi^{1/2}}{\text{Res}^{s+1/2}} \right),
\]
(5.19)
where $\|F\|$ is the Hilbert-Schmidt norm (3.15). This inequality generalizes the upper bound (4.6), which was obtained for normal ordering, $s = 1,$ to those orderings specified by Res $> 0,$ i.e., to those which may be thought of as closer to normal than to antinormal order.

We recall from Sec. IV that the coefficients $f_{n,m}(0)$, corresponding to symmetric order, are singular for certain bounded operators. We may therefore say that the coefficients $f_{n,m}(s)$ are finite for all bounded operators $F$ if and only if Res $> 0$.

Before turning to the question of the convergence of the series (5.15), we may note that if the operator $F$ is bounded then the coefficients $f_{n,m}(s)$ are all analytic functions of the order parameter $s$ throughout the half-plane Res $> 0$. This analyticity is intuitively clear from the structure of the integrals (5.18) and from the square-integrability of the weight functions $\text{Tr}[F D(\xi)]$ belonging to bounded operators.

We defined a type of convergence that is suited to ordered power-series expansions in Sec. IV, Eqs. (4.20) and (4.21). We shall now show that for bounded operators $F$ the series (5.15) converges according to this definition when Res $> \frac{1}{2} + \frac{1}{2} |\text{Im}\xi|^{2}$.

The series (5.17) is the limit of the sequence of operators $F_N$,
\[
F_N = \sum_{n,m=0}^N f_{n,m}(s) \{a^s a^m\}_s,
\]
(5.20)
of which the coherent state matrix elements are
\[
\langle \beta | F_N | \alpha \rangle = \sum_{n,m=0}^N f_{n,m}(s) \langle \beta | \{a^s a^m\}_s | \alpha \rangle
\]
\[
= \sum_{n,m=0}^N f_{n,m}(s) \frac{\partial^{n+m}}{\partial a^{n} \partial (a^*)^m} \langle \beta | D(\xi, s) | \alpha \rangle |_{\xi=0}
\]
\[
= \sum_{n,m=0}^N \int \text{Tr}[F D(\xi, s)] (-\xi)^n (\xi^*)^m
\times \{a^s a^m\}_s |_{\xi=0} \pi^{1/2} d^2 \xi.
\]
(5.21)
The sequence \( \langle \beta | F_N | \alpha \rangle \) therefore, converges to \( \langle \beta | F | \alpha \rangle \) when in this expression the limits of summation and integration may be interchanged. The relevant sequence of functions is

\[
\varphi_N(\xi) = \sum_{n,m=0}^{N} \frac{(-\xi)^{n}}{n!} \frac{(\xi^*)^{m}}{m!} \left( \frac{\hat{a}^{n+m} \langle \beta | D(\xi^*) | \alpha \rangle}{\partial \xi^n \partial (\xi^*)^m} \right)_{\xi=0},
\]

which converges to

\[
\varphi(\xi) = \langle \beta | D(-\xi, s) | \alpha \rangle = \langle \beta | \alpha \rangle \exp \left[ \frac{1}{2} (s-1) \left( \xi^2 - \beta^* \xi + \alpha \xi^* \right) \right].
\]

It is not difficult to show that for all \( N \) the functions \( \varphi_N(\xi) \) are dominated in accordance with the inequality

\[
| \varphi_N(\xi) | \leq M(\xi) := | \langle \beta | \alpha \rangle | \exp \left[ \frac{1}{2} | s-1 | | \xi |^2 \right] + \left( | \langle \beta | + | \alpha \rangle | \right) | \xi |^2.
\] (5.22)

Thus, according to the Lebesgue dominated convergence theorem, the interchange of limits is permissible when the integral

\[
\int M(\xi) | \text{Tr}[FD(\xi, s)] |^{-1} d\xi \] (5.23)

converges. Now for an arbitrary bounded operator \( F \) this integral converges when \( \text{Re} s > | s-1 | \), or, equivalently, when \( s \) lies in the parabolic region

\[
\text{Re} s > \frac{1}{2} + \frac{1}{2} | \text{Im} s |^2.
\] (5.24)

This condition is therefore sufficient for the series (5.15) to converge for every bounded operator \( F \). In particular, all bounded operators possess convergent \( s \)-ordered power series for \( s > \frac{1}{2} \), i.e., when the ordering is closer to normal than to symmetric.

The example considered in Sec. IV,

\[
F(\lambda) = \lambda^s a^\dagger a,
\]

provides a simple illustration of some of the results that we have derived. By using Eq. (4.38), we find that the integrals (5.18) for the coefficients \( f_{n,m}(s) \) assume the form

\[
f_{n,m}(s) = \frac{1}{n!m!(1-\lambda)} \int \exp \left[ \frac{1-s}{2} \frac{1}{\lambda-1} | \xi |^2 \right] \times (\xi^*)^{m} \pi \frac{d^2 \xi}{d^2 \xi} = \delta_{n,m} \frac{1-s}{2} \frac{1}{\lambda-1} \left( \frac{1-\lambda}{2} \right)^{n-1}.
\] (5.25)

where we have used a series expansion of the formula (A2) to do the integral. The coefficients \( f_{n,m}(s) \) are analytic functions of \( s \) except for poles located at

\[
s = (\lambda + 1)/(\lambda - 1).
\] (5.26)

This relation is a familiar one; it maps the interior of the unit circle \( |\lambda| < 1 \) onto the left half-plane \( \text{Re} s < 0 \). Thus, the location of the singularities of the coefficients \( f_{n,m}(s) \) ranges over the half-plane \( \text{Re} s < 0 \) as the parameter \( \lambda \) ranges over the region in which the operator \( F(\lambda) \) is bounded. On summing the \( s \)-ordered power series for \( F(\lambda) \), we obtain the expression

\[
F(\lambda) = \lambda^s a^\dagger a = \frac{2}{1+s+\lambda-s\lambda} \left[ \exp \frac{2(\lambda-1)a^\dagger a}{1+s+\lambda-s\lambda} \right].
\] (5.27)

By examining the convergence of the integral (5.23), we find, taking \( s \) real for simplicity, that the \( s \)-ordered power series for \( F(\lambda) \) converges when

\[
s > 1 + \frac{\text{Re} \lambda - 1}{|\lambda - 1|^2}.
\] (5.28)

Thus, when \( \lambda = 0 \) and \( F(\lambda) = |0\rangle\langle 0| \), for example, the series (5.27) converges for \( s > 0 \).

As a final illustration let us note that we may write the \( s \)-ordered displacement operator \( D(\alpha, s) \) in the form

\[
D(\alpha, s) = e^{s a^\dagger a} D(\alpha) = \{ \exp(aa^\dagger - \alpha^* \alpha) \} _s = \{ D(\alpha) \} _s,
\] (5.29)

which justifies our calling it the \( s \)-ordered displacement operator.

VI. INTEGRAL EXPANSIONS FOR OPERATORS

The representation of operators as integrals over the displacement operators is in many respects analogous to the representation of functions as Fourier integrals. The displacement-operator expansion

\[
F = \int e^{s(a^\dagger a)} f(\xi) d^2 \xi
\]

differs from the Fourier expansion

\[
g(\alpha) = \int e^{s a^\dagger a} \varphi(\xi) d^2 \xi
\]

because of the noncommutativity that distinguishes the variables \( a \) and \( a^\dagger \) from their counterparts \( \alpha \) and \( \alpha^* \). Distinctions in operator ordering lend an interesting structure to the Fourier representation of operators. We consider some elementary aspects of this structure in the present section. For each value of the order parameter \( s \), we define a set of operators \( T(\alpha, s) \) that forms a basis for an integral representation for arbitrary operators. Each of these representations has the desirable property that the associated weight function bears a particularly direct relationship to the operator being expanded.

These new representations are interesting from a number of standpoints. In particular, for the case of
antinormal ordering the new expansion expresses operators as integrals over projection operators upon the coherent states. For the case in which the operator being expanded is a density operator, this expansion takes the form of the \( P \) representation,\textsuperscript{13-15} which has been widely discussed in connection with problems in quantum optics. When the ordering is symmetric and the operator being expanded is a density operator, the weight function in the expansion is the one introduced by Wigner\textsuperscript{16} as a quantum-mechanical analog of the classical phase-space density function. We shall make a detailed application of the present formalism to the case of the density operator in the paper which follows.

Let us recall that according to Eq. (3.23) the trace of the product of any two bounded operators can be written as the integral

\[
\text{Tr}[FG] = \int \text{Tr}[FD(\xi)] \text{Tr}[GD(-\xi)] e^{i\xi - \frac{1}{2}P^2} d\xi, \tag{6.1}
\]

in which the functions \( \text{Tr}[FD(\xi)] \) and \( \text{Tr}[GD(-\xi)] \) are both square-integrable functions. By using the definition (5.1) of the operator \( D(\xi,s) \),

\[
D(\xi,s) = e^{i\xi - \frac{1}{2}s} D(\xi),
\]

we may trivially reexpress this trace in the form

\[
\text{Tr}[FG] = \int \text{Tr}[FD(\xi,-s)] \text{Tr}[GD(-\xi,s)] e^{i\xi - \frac{1}{2}s} d\xi. \tag{6.2}
\]

Now if both of the traces appearing in this integral are square-integrable functions, then they possess the complex Fourier transforms

\[
f(\alpha,-s) = \int \exp(i\alpha x - i\alpha^* s) \text{Tr}[FD(\xi,-s)] e^{i\xi - \frac{1}{2}s} d\xi, \tag{6.3}
\]

and

\[
g(\alpha,s) = \int \exp(i\alpha x - i\alpha^* s) \text{Tr}[GD(\xi,s)] e^{i\xi - \frac{1}{2}s} d\xi, \tag{6.4}
\]

which are also square-integrable, and we may apply the identity (3.7) to secure the result

\[
\text{Tr}[FG] = \int f(\alpha,-s) g(\alpha,s) e^{i\xi - \frac{1}{2}s} d\xi. \tag{6.5}
\]

The condition that the traces \( \text{Tr}[FD(\xi,-s)] \) and \( \text{Tr}[GD(\xi,s)] \) both be square-integrable is clearly satisfied for all bounded operators \( F \) and \( G \) when \( \text{Res} = 0 \). The relation (6.5) is consequently for \( \text{Res} = 0 \) an identity holding for all bounded operators. It is likewise true that for every value of \( s \) one of the traces, \( \text{Tr}[FD(\xi,-s)] \) or \( \text{Tr}[GD(-\xi,s)] \), will be square-integrable given that both operators are bounded. Because these traces depend upon the parameter \( s \) through the factors \( \exp(\pm \frac{1}{2}s |\xi|^2) \), their mathematical properties depend primarily upon the real part of \( s \). We shall discuss the occurrence of singularities in Eqs. (6.3)–(6.5) at a later point; we may infer for the present that for every two bounded operators \( F \) and \( G \) there will, in general, be a strip \( x_1 < \text{Res} < x_2 \) about the imaginary axis of the \( s \) plane in which Eqs. (6.3)–(6.5) are valid.

Let us define the operator \( T(\alpha,s) \) as the complex Fourier transform of the \( s \)-ordered displacement operator \( D(\xi,s) \),

\[
T(\alpha,s) = \int e^{i\xi - \alpha^* s} D(\xi,s) e^{i\xi - \frac{1}{2}s} d\xi. \tag{6.6}
\]

This notation allows us to express Eqs. (6.3)–(6.5) in the more compact form

\[
f(\alpha,-s) = \text{Tr}[FT(\alpha,-s)], \tag{6.7}
\]

\[
g(\alpha,s) = \text{Tr}[GT(\alpha,s)], \tag{6.8}
\]

and

\[
\text{Tr}[FG] = \int \text{Tr}[FT(\alpha,-s)] \text{Tr}[GT(\alpha,s)] e^{i\xi - \frac{1}{2}s} d\xi. \tag{6.9}
\]

When the operator \( G \) in Eq. (6.9) is taken to be the outer product of two states \( |\psi\rangle \) and \( |\varphi\rangle \), we have

\[
\langle \varphi | F | \psi \rangle = \int \text{Tr}[FT(\alpha,-s)] \langle \varphi | T(\alpha,s) | \psi \rangle e^{i\xi - \frac{1}{2}s} d\alpha.
\]

If for some value of \( s \) this relation holds for all normalizable states \( |\varphi\rangle \) and \( |\psi\rangle \), then we may say that the operator \( F \) possesses the representation

\[
F = \int f(\alpha,-s) T(\alpha,s) e^{i\xi - \frac{1}{2}s} d\alpha.
\]

for that value of \( s \).

There are, of course, many senses in which an operator \( F \) can be said to possess this representation for a particular value of \( s \). We might, for example, require only that Eq. (6.10) hold for some complete set of states. A stronger condition would be that Eq. (6.9) be true for all bounded operators \( G \). Alternatively, by interpreting Eqs. (6.9)–(6.11) in terms of limiting processes or in terms of generalized functions,\textsuperscript{2} it is possible to set down conditions that are so broad as to include all bounded operators \( F \) and all values of \( s \).

\textsuperscript{15} E. P. Wigner, Phys. Rev. 40, 749 (1932).
By using Eqs. (5.29) and (3.3) we may express the operator $T(\alpha,s)$ in the suggestive forms

$$T(\alpha,s) = \left\{ \int \exp\left[ i(\alpha - a)\xi^* - i(\alpha^* - a^*)\xi \right] \pi^{-1} d^2\xi \right\},$$  
(6.12)

$$= \pi \{ \delta^{(2)}(\alpha - a) \},$$  
(6.13)

In terms of this notation we may write the representation (6.11) in the form

$$F = \int f(\alpha, - s) \{ \delta^{(2)}(\alpha - a) \} d^2\alpha.$$  
(6.14)

The classical analog of this representation is therefore the trivial identity

$$g(\alpha) = \int g(\alpha') \delta^{(2)}(\alpha - \alpha') d^2\alpha'$$  
(6.15)

in which the relationship between the function being expanded and its weight function is one of identity. The considerably more interesting structure of the representation (6.14) arises, of course, from the non-commutativity of the operators $a$ and $a^\dagger$.

On the basis of the analogy between Eqs. (6.14) and (6.15), we may reasonably expect to find a close relationship between the weight function $f(\alpha, - s)$ and the operator $F$ in Eq. (6.14). We shall describe this relationship and other properties of these representations in Sec. VII. The remainder of the present section is devoted to the properties of the operators $T(\alpha,s)$.

By using the definition (6.6) to form the Hermitian adjoint

$$T^\dagger(\alpha,s) = \int D(-\xi, s^*) \exp(a^*\xi - a\xi^*) \pi^{-1} d^2\xi$$

and replacing $\xi$ by $-\xi$, we find

$$T^\dagger(\alpha,s) = T(\alpha,s^*).$$  
(6.16)

Thus for real values of the order parameter $s$, the operator $T(\alpha,s)$ is Hermitian,

$$T(\alpha,s) = T^\dagger(\alpha,s) \quad \text{for } s \text{ real.}$$  
(6.17)

From the multiplication law (2.19), we find

$$D(\alpha) D(\xi,s) D^{-\dagger}(\alpha) = D(\xi,s) \exp(i\xi^*-a^*\xi),$$

which, when substituted into the definition (6.6), yields

$$T(\alpha,s) = \int D(\alpha) D(\xi,s) D^{-\dagger}(\alpha) \pi^{-1} d^2\xi$$

$$= D(\alpha) T(0,s) D^{-\dagger}(\alpha).$$  
(6.18)

Thus, the $\alpha$ dependence of the operator $T(\alpha,s)$ is governed by the unitary transformation induced by the operator $D(\alpha)$. On using Eq. (2.19) once again we find

$$T(\alpha,s) = D(\alpha - \beta) T(\beta,s) D^{-\dagger}(\alpha - \beta).$$  
(6.19)

To find the $s$ dependence of the operator $T(\alpha,s)$ we note that the operator $T(0,s)$ is defined by Eq. (6.6) as the integral

$$T(0,s) = \int D^{-\dagger}(\xi) \exp[i\xi^*\xi - i\xi^*\xi] d^2\xi.$$  
(6.20)

This is a displacement operator expansion of the form of Eq. (3.22) with weight function

$$\text{Tr}[T(0,s) D(\xi)] = e^{s\xi^*\xi/2}.$$  
(6.21)

We encountered a similar weight function in our discussion of the operator $F(\lambda) = \lambda a^\dagger a$ and, if we compare Eqs. (6.20) and (6.21) with Eq. (4.38) and make the identification

$$s = \frac{\lambda + 1}{\lambda - 1} \quad \text{or} \quad \lambda = \frac{s + 1}{s - 1},$$

then, since the correspondence $F \leftrightarrow \text{Tr}[F D(\xi)]$ is one-to-one, we secure the result

$$T(0,s) = \frac{2}{1 - s} \frac{(s + 1)^{a^\dagger a}}{(s - 1)}. $$  
(6.22)

By using Eq. (6.18) and the displacement property (2.17) and (2.18) of the unitary operators $D(\alpha)$, we obtain for the operator $T(\alpha,s)$ the following expressions:

$$T(\alpha,s) = \frac{2}{1 - s} D(\alpha) \left( \frac{s + 1}{s - 1} \right)^{a^\dagger a} D^{-\dagger}(\alpha)$$

$$= \frac{2}{1 - s} \left( \frac{s + 1}{s - 1} \right) \exp \left[ (a^\dagger - a^*) (a - a^*) \ln \left( \frac{s + 1}{s - 1} \right) \right].$$  
(6.24)

The expansion of $T(\alpha,s)$ in terms of the eigenstates $|n\rangle$ of the operator $a^\dagger a$ is, from Eq. (6.23),

$$T(\alpha,s) = \sum_{n=0}^{\infty} D(\alpha) |n\rangle \left( \frac{s + 1}{s - 1} \right)^n \langle n | D^{-\dagger}(\alpha).$$  
(6.26)

The states $D(\alpha) |n\rangle$ thus form a complete orthonormal set of eigenstates of the operator $T(\alpha,s)$,

$$T(\alpha,s) D(\alpha) |n\rangle = \frac{2}{1 - s} \left( \frac{s + 1}{s - 1} \right)^n D(\alpha) |n\rangle,$$  
(6.27)

with eigenvalues

$$e_n(s) = \frac{2}{1 - s} \left( \frac{s + 1}{s - 1} \right)^n$$  
(6.28)

which are independent of $\alpha$.

We note in particular that for all values of $\alpha$ all the eigenvalues $e_n(s)$ of the operator $T(\alpha,s)$ are infinite at $s = 1$. At $s = -1$, on the other hand, the series (6.26)
terminates after the first term and the operator \( T(\alpha, -1) \) is simply the projection operator on the coherent state \( |\alpha\rangle = D(\alpha) |0\rangle \),

\[
T(\alpha, -1) = |\alpha\rangle\langle \alpha | .
\]  

(6.29)

Let us now consider to what classes of operators the operator \( T(\alpha, s) \) belongs for different values of \( s \). The three norms that we defined in Sec. III are invariant under unitary transformations and do not, therefore, for the case of the operator \( T(\alpha, s) \) depend upon the parameter \( \alpha \). By using Eqs. (3.13)–(3.15) and (6.21), we may express the Hilbert-Schmidt norm \( \| T(\alpha, s) \| \) in terms of the integral

\[
\| T(\alpha, s) \|^2 = \int |e^{i(s+1)\xi}|^2 \pi^{-1} d^2 \xi
\]

so that we have

\[
\| T(\alpha, s) \| = 1 / (\text{Res})^{1/2} \quad \text{for} \quad \text{Res} < 0 .
\]  

(6.30)

The operator \( T(\alpha, s) \) is therefore a bounded operator only for \( \text{Res} < 0 \). When \( \text{Res} \leq 0 \) the operator \( T(\alpha, s) \) is a finite operator, and by using Eq. (6.26) we find for its norm \( \| T(\alpha, s) \|_1 \), defined by Eq. (3.33), the value

\[
\| T(\alpha, s) \|_1 = \frac{2}{1 - s} \quad \text{for} \quad \text{Res} \leq 0 .
\]  

(6.31)

For \( \text{Res} < 0 \) the operator \( T(\alpha, s) \) is not only bounded but also in the trace class. By using Eq. (6.26) we obtain for its trace class norm (3.37) the series

\[
\| T(\alpha, s) \|_2 = \frac{2}{1 - s} \sum_{n=0}^{\infty} \frac{1}{|s|^{n+1}}
\]

\[
= \frac{2}{(1 - s) - (1 + s)} \quad \text{for} \quad \text{Res} < 0 .
\]  

(6.32)

Thus, for \( \text{Res} < 0 \) the operator \( T(\alpha, s) \) is a member of all three classes of operators, for \( \text{Res} > 0 \) it is in none of them, and on the line \( \text{Res} = 0 \) it is in only the largest class, the class of finite operators.

By referring to the relation (4.35) between the operator \( F(\lambda) \) and its normally ordered form we find

\[
T(\alpha, s) = \frac{2}{1 - s} \exp \left[ \frac{2}{s-1} (\alpha^* - \alpha^*) (s-1) \right] \cdot
\]

\[
= \exp \left( \frac{-2}{1 - s} \right) \exp \left( \frac{2\alpha^*}{1 - s} \right) T(0, s)
\]

\[
\times \exp \left( \frac{2\alpha^* s}{1 - s} \right) ,
\]  

(6.33)

(6.34)

where the colons denote normal ordering. From Eq. (6.33) there follow easily for the coherent-state matrix elements the relations

\[
\langle \beta | T(\alpha, s) | \gamma \rangle = \frac{2}{1 - s} \exp \left( \frac{-2}{s-1} (\beta^* - \alpha^*) (s-1) \right)
\]

(6.35)

and

\[
\langle \beta | T(\alpha, s) | \beta \rangle = \frac{2}{1 - s} \exp \left( \frac{-2}{s-1} |\beta - \alpha|^2 \right) ,
\]  

(6.36)

from which, by taking the limit as \( s \) approaches unity from smaller real values, we find

\[
\langle \beta | T(\alpha, 1) | \beta \rangle = \pi \delta^{(2)}(\alpha - \beta) .
\]  

(6.37)

By using Eqs. (6.36) and (2.28), we may express the trace of the operator \( T(\alpha, s) \) as the integral

\[
\text{Tr}[T(\alpha, s)] = \int \langle \beta | T(\alpha, s) | \beta \rangle \pi^{-1} d^2 \beta
\]

\[
= \frac{2}{1 - s} \int \exp \left( \frac{-2}{s-1} |\alpha - \beta|^2 \right) d^2 \beta
\]

\[
= 1 \quad \text{for} \quad \text{Res} < 1 .
\]  

(6.38)

That the operator \( T(\alpha, s) \) is of unit trace can also be seen by summing its eigenvalues \( \epsilon_e(s) \) which are given by Eq. (6.28). The procedure given above is a rearrangement of the series \( \Sigma \epsilon_e(s) \) which for \( \text{Res} \geq 0 \) lies outside its radius of convergence but can still be summed to unity.

Another trace which will be useful in what follows is \( \text{Tr}[T(\alpha, s) T(\beta, t)] \). By using the definition (6.6) and the orthogonality rule (3.11) we find that

\[
\text{Tr}[T(\alpha, s) T(\beta, t)] = \int \text{Tr}[D(\xi, s) D(\xi, t)]
\]

\[
\times \exp \left[ \frac{2}{s-1} (\alpha^* - \alpha^*) (s-1) \right]
\]

\[
\times \exp \left( \frac{-2}{s-1} |\beta - \alpha|^2 \right)
\]

\[
= \int \exp \left[ (\alpha - \beta)^* \xi - (\alpha - \beta)^* \xi^* + \frac{1}{2} s t (s + t) |\xi|^2 \right]
\]

\[
= \frac{-2}{s + t} \exp \left( \frac{-2}{s + t} |\alpha - \beta|^2 \right)
\]

\[
\quad \text{for} \quad \text{Re}(s + t) < 0 ,
\]  

(6.39)

where we have used the formula (A2) to do the integral, which converges only for \( \text{Re}(s + t) < 0 \). By letting \( t \) approach \( -s \) from below we find

\[
\text{Tr}[T(\alpha, s) T(\beta, -s)] = \pi \delta^{(2)}(\alpha - \beta) ,
\]  

(6.40)

which is the counterpart for the operators \( T(\alpha, s) \) to the orthogonality rule (3.11) for the operators \( D(\xi, s) \).
If we now apply the expansion (6.11) to the operator $T(\alpha,s)$, we find, using the trace relation (6.39),
\[
T(\alpha,s) = \int T(\beta,t) \text{Tr}[T(\alpha,s)T(\beta,t)] e^{-|\alpha - \beta|^2} d\beta d\bar{\beta}
\]
\[
= \frac{2}{t-s} \int \exp \left( -\frac{2|\alpha - \beta|^2}{t-s} \right) T(\beta,t) \frac{d\beta d\bar{\beta}}{\pi}
\]
for Re$\alpha >$Re$\beta$. (6.41)

This Gaussian convolution is the complex Fourier transform of the product $\exp[i(s-t)|\xi|^2]D(\xi,t)$. The differential form of this integral relation can be found by differentiating both sides of Eq. (6.6); it is
\[
\frac{\partial T(\alpha,s)}{\partial \alpha} = \frac{1}{2} \partial^2 T(\alpha,s)
\]
(6.42)

By further differentiation of Eq. (6.6), we obtain the relations
\[
\frac{\partial^{m+n} T(\alpha,s)}{\partial \alpha^m \partial (\alpha^*)^n} \bigg|_{\alpha=0} = \int D(\xi,s)(\xi^*)^n(-\xi)^m \frac{d^2 \xi}{\pi}
\]
(6.43)

If we use Eqs. (3.4) and (3.5) to invert Eq. (6.6), we find that
\[
D(\xi,s) = \int T(\alpha,s) \exp(i\alpha^* - \xi^* \alpha) e^{-|\alpha|^2} d\alpha
\]
(6.44)

and, by expanding both sides in powers of $\xi$ and $\xi^*$ and using the definition (5.6), we may express the $s$-ordered products as the integrals
\[
\{a^{n} \} = \int T(\alpha,s) (\alpha^*)^n e^{-|\alpha|^2} d\alpha
\]
(6.45)

The fact that under integration the operator $T(\alpha,s)$ turns the monomial $(\alpha^*)^n \alpha^m$ into the $s$-ordered product $\{a^{n} \}$ illustrates again the sense in which it is an $s$-ordered operator analog of the $\delta$ function. As in the use of singular functions, some discrimination is called for in the application of this relation, particularly for Re$s > 0$, where $T(\alpha,s)$ is not a finite operator and at $s=1$ where it is explicitly singular.

When $n=m=0$ Eq. (6.45) becomes
\[
1 = \int T(\alpha,s) e^{-|\alpha|^2} d\alpha
\]
(6.46)

which for $s=1$ is the completeness relation (2.27)
\[
1 = \int |\alpha>\langle \alpha| e^{-|\alpha|^2} d\alpha
\]

for the coherent states.

By applying the orthogonality rule for the $T$ operators (6.40) to Eq. (6.45), we obtain the relation
\[
\text{Tr}[\{a^{n}\} \{a^{m}\}] = \int \text{Tr}[T(\beta,s)T(\alpha,-s)] (\beta^*)^n \beta^m e^{-|\alpha|^2} d\beta d\bar{\beta}
\]
\[
= \int (\beta^*)^n \beta^m \delta^{(2)}(\alpha - \beta) d\beta d\bar{\beta}
\]
\[
= (\alpha^*)^m \alpha^n,
\]
(6.47)

which is the inverse of the relation (6.45).

From the relation (6.18) with $\alpha$ infinitesimal we find that
\[
dT(\alpha,s) = [a^* da - ada^*, T(\alpha,s)]
\]
(6.48)

or, equivalently,
\[
\partial T(\alpha,s)/\partial \alpha = [a^*, T(\alpha,s)]
\]
(6.49)

and
\[
\partial T(\alpha,s)/\partial \alpha^* = [-a, T(\alpha,s)],
\]
(6.50)

which are the complex Fourier transforms of the commutation relations implicit in Eqs. (2.17) and (2.18).

From Eq. (6.36) by a process of differentiation we may obtain the matrix elements $\langle n | T(\alpha,s) | m \rangle$. As we show in Appendix D, the result of that calculation is
\[
\langle n | T(\alpha,s) | m \rangle = \frac{n^{1/2}}{m^{1/2}} \frac{2}{1-s} \frac{m^{m-n+1}}{s^{s+1}} \frac{1}{(\alpha^*)^{m-n}}
\]
\[
\times \exp \left( \frac{2|\alpha|^2}{1-s} \right) \frac{1}{L_n(m-n)} \frac{4|\alpha|^2}{1-s},
\]
(6.51)

where $L_n(m-n)$ is an associated Laguerre polynomial.\footnote{19}

VII. CORRESPONDENCES BETWEEN OPERATORS AND FUNCTIONS

In Sec. VI we introduced the operators $T(\alpha,s)$ which form, for each value of the order parameter $s$, a basis for the expansion of operators as weighted integrals. In this section we show that each of these integral representations maintains a close relationship between the operator being expanded and its weight function. We show that the mathematical properties of the weight functions change substantially as the order parameter is varied from $s=-1$, antinormal order, to $s=1$, normal order.

We have seen that, at least in the vicinity of the line Re$s=0$, every bounded operator $F$ possesses the representation
\[
F = \int f(\alpha,-s)T(\alpha,s) e^{-|\alpha|^2} d\alpha,
\]
(7.1)

where the weight function $f(\alpha,-s)$ is given by the trace
\[
f(\alpha,-s) = \text{Tr}[FT(\alpha,-s)].
\]
(7.2)
Let us note that when the expansion is in terms of the operators \( T(\alpha, s) \) the parameter \( s \) appears in the weight function \( f(\alpha, -s) \) with a minus sign.

We now observe that the trace (7.2) is the unique weight function for the operator \( F \) in the expansion (7.1). For if the operator \( F \) and the function \( g(\alpha) \) stand in the relationship

\[
F = \int g(\alpha') T(\alpha', s) \pi^{-1} d\alpha',
\]

(7.3)

then by using the trace relation (6.40) we find that

\[
\text{Tr}[F T(\alpha, -s)] = \int g(\alpha') \text{Tr}[T(\alpha', s) T(\alpha, -s)] \pi^{-1} d\alpha'
\]

\[
= \int g(\alpha') \delta^{(2)}(\alpha - \alpha') d\alpha'
\]

\[
= g(\alpha).
\]

(7.4)

We may regard Eqs. (7.1) and (7.2) as defining, for every value of \( s \), a correspondence \( F \leftrightarrow f(\alpha, -s) \) between operators and their weight functions. Since the weight function corresponding to a given operator is unique, these correspondences are one-to-one.

It is in terms of power-series expansions that the correspondences, which we have just introduced, take their simplest form. If we assume that the operator \( F \) possesses the \( s \)-ordered power-series expansion

\[
F = \sum_{n,m=0}^{\infty} f_{n,m}(s) \{(\alpha^*)^n \alpha^m\},
\]

(7.5)

where the coefficients are given by Eq. (5.18), then by using Eq. (6.47) we may secure for the weight function \( f(\alpha, -s) \) the power-series expansion

\[
f(\alpha, -s) = \text{Tr}[F T(\alpha, -s)]
\]

\[
= \sum_{n,m=0}^{\infty} f_{n,m}(s) \text{Tr}[\{(\alpha^*)^n \alpha^m\} T(\alpha, -s)]
\]

\[
= \sum_{n,m=0}^{\infty} f_{n,m}(s) (\alpha^*)^n \alpha^m,
\]

(7.6)

with the same coefficients \( f_{n,m}(s) \). Conversely, if we assume for the function \( f(\alpha, s) \) this series expansion, then by using Eq. (6.45) we may obtain the operator \( F \) in the form

\[
F = \int f(\alpha, -s) T(\alpha, s) \pi^{-1} d\alpha
\]

\[
= \sum_{n,m=0}^{\infty} f_{n,m}(s) \int (\alpha^*)^n \alpha^m T(\alpha, s) \pi^{-1} d\alpha
\]

\[
= \sum_{n,m=0}^{\infty} f_{n,m}(s) \{(\alpha^*)^n \alpha^m\}.
\]

(7.7)

Thus, for every complex number \( s \) the operator-function correspondence

\[
F \leftrightarrow f(\alpha, -s) = \text{Tr}[\{FT(\alpha, -s)\}]
\]

(7.8)

involves simply the interchange

\[
\{(\alpha^*)^n \alpha^m\} \leftrightarrow (\alpha^*)^n \alpha^m,
\]

(7.9)

which is affected by the reciprocal relations (6.45) and (6.47).

We shall refer to this correspondence as the correspondence \( C(s) \) or, when it is clear which value of the order parameter is meant, as the \( s \)-correspondence. Another way of expressing the correspondence \( C(s) \) is to say that the weight function \( f(\alpha, -s) \) is a generating function for the coefficients \( f_{n,m}(s) \) of the \( s \)-ordered power-series expansion for \( F \) according to the rule

\[
\frac{\partial^{n+m} f(\alpha, -s)}{\partial \alpha^n \partial (\alpha^*)^m} \bigg|_{s=0} = n! m! f_{n,m}(s).
\]

(7.10)

The consistency of this prescription for the coefficients \( f_{n,m}(s) \) with the earlier one (5.18) follows from Eq. (6.43). Two simple examples of the correspondence \( C(s) \) are

\[
D(\xi, s) \leftrightarrow e^{2\pi \alpha - \xi \alpha^*}
\]

(7.11)

and

\[
T(\xi, s) \leftrightarrow \pi \delta^{(2)}(\alpha - \xi).
\]

(7.12)

There are two ways in which singularities can occur in the representation (7.1). For \( \operatorname{Res} > 0 \) the operator \( T(\alpha, s) \) is not a finite operator and when we form a matrix element \( \langle \psi | F | \psi \rangle \) of the representation (7.1), singularities can arise in the function \( \langle \psi | T(\alpha, s) | \psi \rangle \) which appears in the integral (6.10). On the other hand, when \( \operatorname{Res} < 0 \) the weight function \( f(\alpha, -s) \) can become singular because the operator \( T(\alpha, -s) \) in the trace \( \langle \psi | T(\alpha, -s) \rangle = \text{Tr}[F T(\alpha, -s)] \) is not a finite operator. Such behavior on the part of the weight function \( f(\alpha, -s) \) for \( \operatorname{Res} < 0 \) is of course related via Eq. (7.10) to singularities in the coefficients \( f_{n,m}(s) \), the occurrence of which we discussed in Secs. IV and V.

The trace relation

\[
\text{Tr}[FG] = \int f(\alpha, -s) g(\alpha, s) \pi^{-1} d\alpha
\]

\[
= \int \text{Tr}[F T(\alpha, -s)] \text{Tr}[G T(\alpha, s)] \pi^{-1} d\alpha
\]

(7.13)

illustrates the need for caution in departing far from the line \( \operatorname{Res} = 0 \) since both operators \( T(\alpha, s) \) and \( T(\alpha, -s) \) appear explicitly. We note that the functions \( f(\alpha, -s) \) and \( g(\alpha, s) \) are associated with the operators \( F \) and \( G \) by the correspondences \( C(s) \) and \( C(-s) \), respectively.
Only for \( s=0 \), symmetric order, do the two correspondences coincide.

The correspondence \( C(1) \) associated with normal ordering, \( s=1 \), is particularly simple. As we have shown in Sec. IV, virtually every operator \( F \) possesses a convergent normally ordered power-series expansion

\[
F = \sum_{n,m=0}^{\infty} f_{n,m}(1)(a^\dagger)^n a^m. \tag{7.14}
\]

The corresponding function

\[
f(\alpha, -1) = \text{Tr}[F T(\alpha, -1)] \tag{7.15}
\]

is, according to Eq. (6.29), just the diagonal coherent-state matrix element

\[
f(\alpha, -1) = \langle \alpha | F | \alpha \rangle. \tag{7.16}
\]

Although the correspondence \( C(1) \) is well defined for an extremely broad class of operators, at \( s=1 \) the integral expansion (7.1),

\[
F = \int \langle \alpha | F | \alpha \rangle T(\alpha, 1) \pi^{-1/2} d\alpha, \tag{7.17}
\]

is of decidedly less generality since it involves the operator \( T(\alpha, 1) \), all of whose eigenvalues are infinite, as shown by Eq. (6.28). In fact, it may be shown4 that for no states |\( \psi \rangle \) and |\( \varphi \rangle \) is the matrix element \( \langle \varphi | T(\alpha, 1) | \psi \rangle \) a square-integrable function of \( \alpha \).

For the case of antinormal ordering, \( s=-1 \), the correspondence \( C(-1) \) associates with an operator \( F \) the function

\[
f(\alpha, 1) = \text{Tr}[F T(\alpha, 1)], \tag{7.18}
\]

which is clearly not in general free of singularities. These singularities are intimately related to those which occur in the coefficients of the antinormally ordered expansion

\[
F = \sum_{n,m=0}^{\infty} f_{n,m}(-1)(a^\dagger)^n a^m. \tag{7.19}
\]

For only when the function \( f(\alpha, 1) \) is infinitely differentiable at \( \alpha=0 \) are the coefficients \( f_{n,m}(-1) \) finite, as is shown by Eq. (7.10). When, however, the function \( f(\alpha, 1) \) is well behaved, then according to Eq. (6.29) the expansion (7.1) assumes the simple form

\[
F = \int f(\alpha, 1) T(\alpha, -1) \pi^{-1/2} d\alpha
= \int f(\alpha, 1) |\alpha\rangle \langle \alpha| \pi^{-1/2} d\alpha. \tag{7.20}
\]

For the case of the density operator \( \rho \), this is the \( P \) representation\(^{23,7,24}\)

\[
\rho = \int P(\alpha) |\alpha\rangle \langle \alpha| d\alpha, \tag{7.21}
\]

where the weight function \( P(\alpha) \) is given by\(^{23,3}\)

\[
P(\alpha) = \pi^{-1} \text{Tr}[\rho T(\alpha, 1)]. \tag{7.22}
\]

Applications of the present results to the representation of density operators and to \( P \) representation in particular are discussed in the following paper.

There are no serious problems in the correspondence \( C(0) \) associated with symmetric order, \( s=0 \). The function \( f(\alpha, 0) \) associated with the operator \( F \),

\[
f(\alpha, 0) = \text{Tr}[F T(\alpha, 0)], \tag{7.23}
\]

is the weight function for the expansion

\[
F = \int f(\alpha, 0) T(\alpha, 0) \pi^{-1/2} d\alpha. \tag{7.24}
\]

The operator \( T(\alpha, 0) \) appearing in these relations is finite, though not bounded; and, as we observed in Sec. VI, the function \( f(\alpha, 0) \) is in \( L_2 \) (i.e., is square-integrable) when the operator \( F \) is bounded.

We recall, from Eqs. (3.12)–(3.16) that the correspondence \( F \leftrightarrow \text{Tr}[F D(\xi)] \) is one-to-one between \( L_2 \) and the class of all bounded operators and, from Eqs. (3.4)–(3.6), that the Fourier transform maps \( L_2 \) onto \( L_2 \) in a one to one fashion. Thus, since we defined the weight function \( f(\alpha, 0) \) as the complex Fourier transform (6.3) of the function \( \text{Tr}[F D(\xi)] \), it follows that the symmetric correspondence \( C(0) \) maps \( L_2 \) onto the class of all bounded operators in a one-to-one fashion. The correspondence \( C(0) \) is also, in view of Eqs. (3.6) and (3.16), norm-preserving in that the \( L_2 \) norm (3.8) of the weight function \( f(\alpha, 0) \) is equal to the Hilbert-Schmidt norm (3.15) of the associated operator \( F \); i.e., we have

\[
\| f(\alpha, 0) \| = \| F \|. \tag{7.25}
\]

In terms of power-series expansions, the symmetric correspondence \( C(0) \) associates the operator

\[
F = \sum_{n,m=0}^{\infty} f_{n,m}(0)(a^\dagger)^n a^m \tag{7.26}
\]

with the function

\[
f(\alpha, 0) = \sum_{n,m=0}^{\infty} f_{n,m}(0)(a^\dagger)^n a^m, \tag{7.27}
\]

where, as we have seen in Secs. IV and V, the coefficients \( f_{n,m}(0) \) are finite for most though not all bounded operators \( F \).

The correspondence \( C(s) \) can easily be written in terms of complex Fourier transforms. By using Eqs. (3.7) and (6.6), we see that the correspondence \( C(s) \) associates the operator

\[
F = \int f(\alpha, -s) T(\alpha, s) \pi^{-1/2} d\alpha
= \int g(\xi, -s) D(-\xi, s) \pi^{-1/2} d\xi. \tag{7.28}
\]
with the function
\[ f(\alpha, -s) = \text{Tr}[FT(\alpha, -s)] \]
\[ = \int g(\xi, -s) \exp(\alpha \xi^* - \alpha^* \xi) \pi^{-1} d\xi. \] (7.29)

By setting \( s = 0 \) and using Eq. (2.1) and (2.2) to write these relations in real rather than complex notation, we may express the symmetric correspondence \( C(0) \) in the form in which it was introduced by Weyl:
\[ F = \int g(q', p') e^{-i(qv' - pv')/(2\pi)} \pi^{-1} dq' dp', \] (7.30)
\[ f(x, y) = \int g(q', p') e^{-i(xq' - yp')/(2\pi)} \pi^{-1} dq' dp', \] (7.31)
where we have set \( \hbar = 1 \).

It is a straightforward matter to derive a number of the properties of the weight functions \( f(\alpha, -s) \) by using the analysis of the operators \( T(\alpha, s) \) which was presented in Sec. VI. To avoid unnecessary minus signs we shall discuss the function \( f(\alpha, s) \) rather than the weight function \( f(\alpha, -s) \) of the expansion (7.1).

By multiplying both sides of Eq. (6.41) by the operator \( F \) and forming the trace of the resulting relation, we find that for different values of the order parameter \( s \) the functions \( f(\alpha, s) \) are related by the simple Gaussian convolution
\[ f(\alpha, s) = \frac{2}{\pi} \int f(\alpha', s) \exp \left( -\frac{2|\alpha - \alpha'|^2}{s} \right) d\alpha', \] (7.32)
for \( \text{Res} < \text{Ret} \).

This relation makes it clear that if the function \( f(\alpha, \ell) \) is well behaved, then so is the function \( f(\alpha, s) \) for \( \text{Res} \leq \text{Ret} \).

By performing a similar operation upon Eq. (6.42) we find that the function \( f(\alpha, s) \) satisfies the differential equation
\[ \frac{\partial f(\alpha, s)}{\partial s} = -\frac{1}{2} \frac{\partial^2 f(\alpha, s)}{\partial \alpha \partial \alpha^*}, \] (7.33)
which is the differential form of Eq. (7.32). The relations (7.33) and (7.32) have the same form as the heat-diffusion equation and its solution. This analogy becomes more complete when the operator \( F \) is a density operator; we shall discuss it in that context in the paper which follows.

From Eq. (6.46) we find that the function \( f(\alpha, s) \) is normalized in the sense that
\[ \text{Tr}[F] = \int f(\alpha, s) \pi^{-1} d\alpha, \] (7.34)
subject to the existence of the trace and the convergence of the integral. This expression for the trace of an operator is a generalization of the earlier one (2.28) which may be recovered by putting \( s = -1 \).

Let us now use the properties of the operator \( T(\alpha, s) \) which were discussed in Sec. VI to characterize the behavior of the function \( f(\alpha, s) = \text{Tr}[FT(\alpha, s)] \) as a function of the order parameter \( s \). We first focus on our attention primarily upon the left half-plane \( \text{Res} < 0 \) where, as we shall show, the function \( f(\alpha, s) \) is a bounded, square-integrable, and infinitely differentiable function of \( \alpha \) for all bounded operators \( F \). We shall then examine the changes in the properties of the function \( f(\alpha, s) \) as the real part of \( s \) becomes positive.

We have noted earlier that the operator \( T(\alpha, s) \) is bounded for \( \text{Res} < 0 \), as is shown by the estimate (6.30) for its Hilbert-Schmidt norm \( \|T(\alpha, s)\| \). It follows, therefore, from the inequality (3.24) that if the operator \( F \) is bounded with norm \( \|F\| \), then the modulus of the function \( f(\alpha, s) \) is bounded for \( \text{Res} < 0 \) by the quantity
\[ |f(\alpha, s)| = \|\text{Tr}[FT(\alpha, s)]\| \leq \|F\| \|T(\alpha, s)\| \leq \|F\|/(\text{Res})^{1/2} \] (7.35)
which is independent of \( \alpha \).

Let us now observe that by using the identity (3.6) and the definition (6.3) we may obtain the relation
\[ \int |f(\alpha, s)|^2 d\alpha = \int |\text{Tr}[FD(\xi, s)]|^2 d\xi, \] (7.36)
which for \( \text{Res} \leq 0 \) implies the inequality
\[ \int |f(\alpha, s)|^2 d\alpha \leq \int |\text{Tr}[FD(\xi, s)]|^2 d\xi. \] (7.37)

When the operator \( F \) is bounded, the integral on the right-hand side of this equation converges, as is shown by Eq. (3.16). Thus for all bounded operators \( F \), the function \( f(\alpha, s) \) is a square-integrable function of \( \alpha \) for \( \text{Res} \leq 0 \). By comparing Eq. (7.37) with Eq. (3.16), we find for the norm \( \|f(\alpha, s)\| \) of the function \( f(\alpha, s) \), defined by Eq. (3.8), the inequality
\[ \|f(\alpha, s)\| \leq \|F\| \text{ for } \text{Res} \leq 0. \] (7.38)

We may infer from the relation (7.36) that the regions in the \( s \) plane in which the functions \( f(\alpha, s) \) and \( \text{Tr}[FD(\xi, s)] \) are square-integrable are identical and are bounded by a straight line on which the real part of \( s \) is constant. Let us denote this line by \( \text{Res} = x(F) \). Then for bounded operators \( F \) we have \( x(F) \geq 0 \) since the function \( f(\alpha, s) \) is in \( L_2 \) at least for \( \text{Res} \leq 0 \).

By differentiating both sides of the relation (6.3), we may express the derivatives of the function \( f(\alpha, s) \) as the
integrals
\[ \frac{\partial^{n+m} f(\alpha, s)}{\partial t^a \partial \alpha^*} = \int (\frac{1}{\xi})^{m+1} (-\xi)^m \times \prod_{\text{Tr}[FD(\xi, s)]} e^{q^{-\alpha} t^a \xi} \xi. \tag{7.39} \]

The moduli of these derivatives are, accordingly, bounded by the integrals
\[ \left| \frac{\partial^{n+m} f(\alpha, s)}{\partial t^a \partial \alpha^*} \right| \leq \left( \frac{1}{\xi} \right)^m \int |q^{-\alpha} t^a \xi| d^2 \xi / \pi, \tag{7.40} \]

which are independent of \( \alpha \). According to the Schwarz inequality for functions (3.9), the convergence of these integrals for \( \text{Res} < 0 \) and for all bounded operators \( F \) is insured by the exponential factor \( \exp(\text{Res} |\xi|^2) \) and the square-integrability of the function \( \text{Tr}[FD(\xi)] \). A similar argument\(^2\) shows that the derivatives (7.39) exist and are bounded for \( \text{Res} < x(F) \).

We may conclude, therefore, that for \( \text{Res} < x(F) \), a region which includes the half-plane \( \text{Res} < 0 \) if \( F \) is bounded, the function \( f(\alpha, s) \) possesses derivatives of all orders with respect to \( s, \alpha \), and \( \alpha^* \) and that these derivatives are bounded by quantities that are independent of \( \alpha \). In particular the function \( f(\alpha, s) \) is an analytic function of \( s \) for \( \text{Res} < x(F) \) and its modulus is bounded by a quantity \( M(s) \) which depends upon \( s \) but not upon \( \alpha \); i.e.,

\[ |f(\alpha, s)| \leq M(s) \text{ for } \text{Res} < x(F). \tag{7.41} \]

It may be shown\(^3\) that the Taylor series in \( s, \alpha \), and \( \alpha^* \) formed with the derivatives (7.39) converges for all \( \alpha \) and all \( s \) such that \( \text{Res} < x(F) \).

We recall that the existence of derivatives of all orders with respect to \( \alpha \), and \( \alpha^* \) is required if the function \( f(\alpha, s) \) is to be a generating function for the coefficients \( f_{n,m}(s) \) according to the rule (7.10). We also note that the convergence of the power series for \( f(\alpha, s) \) guarantees that the function \( f(\alpha, -s) \) is well defined by the correspondence \( C(s) \) in the form of Eqs. (7.5)–(7.7). Finally, since for \( F \) bounded and \( \text{Res} < 0 \) the derivatives of \( f(\alpha, s) \) with respect to \( \alpha \) and \( \alpha^* \) are analytic functions of \( s \), our earlier observation that for \( F \) bounded and \( \text{Res} > 0 \) the coefficients \( f_{n,m}(s) \) are analytic is confirmed.

As the parameter \( s \) crosses the line \( \text{Res} = 0 \), the class of operators \( F \) for which the function \( f(\alpha, s) = \text{Tr}[FT(\alpha, s)] \) is bounded shrinks dramatically. We have seen in Eq. (7.35) that this function is bounded for all bounded operators when \( \text{Res} < 0 \). Let us now note that the function \( f(\alpha, s) \) is bounded even for all finite operators for \( \text{Res} < 0 \). According to Eq. (6.32) the operator \( T(\alpha, s) \) is in the trace class for \( \text{Res} < 0 \). It follows, therefore, from the inequality (3.39) that if the operator \( F \) is finite with norm \( |F| \), as defined by Eq. (3.33), then the modulus of the function \( f(\alpha, s) \) is bounded for \( \text{Res} < 0 \) by the quantity

\[ |f(\alpha, s)| = |\text{Tr}[FT(\alpha, s)]| \leq |F| |T(\alpha, s)| |s| \leq 2|F| |s|/|1-s| \tag{7.42} \]

which is independent of \( \alpha \).

On the line \( \text{Res} = 0 \), however, the operator \( T(\alpha, s) \) is finite but not bounded and the function \( f(\alpha, s) \) is not necessarily bounded for finite operators or even for bounded operators. It is in general necessary for the operator \( F \) to be a trace-class operator if the function \( f(\alpha, s) \) is to be bounded for \( \text{Res} = 0 \). In this case, by using the inequality (3.39) and the estimate (6.31) for the norm \( |T(\alpha, s)| \), defined in Eq. (3.33), we may obtain for the function \( f(\alpha, s) \) the upper bound

\[ |f(\alpha, s)| = |\text{Tr}[FT(\alpha, s)]| \leq |F| |T(\alpha, s)| / |s| \leq 2|F| |s|/|1-s| \text{ for } \text{Res} \leq 0, \tag{7.43} \]

where \( |F| \) is the trace-class norm of the operator \( F \), a norm which we defined in Eq. (3.37). For \( \text{Res} > 0 \) the function \( f(\alpha, s) \) is not in general bounded even for trace-class operators.

We have seen that for all bounded operators \( F \) the function \( f(\alpha, s) \) possesses derivatives of all orders with respect to the variables \( s, \alpha \), and \( \alpha^* \) for \( \text{Res} < 0 \). For \( \text{Res} = 0 \), however, the function \( f(\alpha, s) \) is not even a continuous function of \( \alpha \) for all bounded operators. It is in general necessary for the operator \( F \) to be a trace-class operator for the function \( f(\alpha, s) \) to be continuous on the line \( \text{Res} = 0 \), where it may be shown\(^2\) to be uniformly continuous.

For \( \text{Res} > 0 \) the operator \( T(\alpha, s) \) is not a finite operator and the three norms \( |T(\alpha, s)|, |T(\alpha, s)|, |T(\alpha, s)| \), which are defined by Eqs. (3.15), (3.33), and (3.37), are all infinite. At \( s = 1 \) all of the eigenvalues \( e_n(s) \) of the operator \( T(\alpha, s) \) are infinite as may be seen from Eq. (6.28). For these reasons the function

\[ f(\alpha, s) = \text{Tr}[FT(\alpha, s)] \]

typically develops singularities of some type at one or more points in the half-plane \( \text{Res} > 0 \). Since the function \( f(\alpha, s) \) is bounded, square-integrable, and infinitely differentiable for \( \text{Res} < x(F) \), this singularity must occur at a value of \( s = s_0 \) for which \( \text{Res} \geq x(F) \). The useful properties that we have attributed to the function \( f(\alpha, s) \) cease to hold if not at the line \( \text{Res} = x(F) \) then certainly at the appearance of the first singularity. For larger values of \( \text{Res} \) the function \( f(\alpha, s) \) is simply too singular to be used either as a weight function for the operator \( F \) in the expansion (7.1) or as a generating function for the coefficients of its \( s \)-ordered power-series expansion. A further discussion of this problem in terms of distribution theory is given in Ref. 2, where it is shown that the function \( f(\alpha, s) \) lies outside the space of
tempered distributions\textsuperscript{38} for \( \text{Re} \sigma > \text{Re} \tau \) where \( \tau \) is the first singular point.

The locations of the line \( \text{Re} \sigma = x(F) \) and of the singularities of the function \( f(\alpha, s) \) vary considerably from one operator to another. As our example in Sec. VIII will show, the quantities \( \text{Re} \sigma \) and \( x(F) \) may be arbitrarily small even when the operator \( F \) is in the trace class.

VIII. ILLUSTRATION OF OPERATOR-FUNCTION CORRESPONDENCES

We shall now illustrate the results of Secs. VI and VII on the representation of operators by considering a simple example in some detail. This example will show how the weight functions \( f(\alpha, s) = \text{Tr}[F T(\alpha, s)] \), which are extremely well behaved for \( \text{Re} \sigma < 0 \), can develop singularities for \( \text{Re} \sigma > 0 \) even when the operator \( F \) is both bounded and in the trace class. As we mentioned earlier, these singularities reflect the fact that \( T(\alpha, s) \) is a finite operator only for \( \text{Re} \sigma \leq 0 \).

Let us consider again the example provided by the operator \( F(\lambda) = \lambda^{sl} \). Since the operator \( F(\lambda) \) may be written, according to Eq. (6.22), as
\begin{equation}
F(\lambda) = \frac{1}{2} (1 - t) T(0,t),
\end{equation}
with
\begin{equation}
t = (\lambda + 1)/(\lambda - 1),
\end{equation}
we may write the function
\begin{equation}
f_s(\alpha, s) = \text{Tr}[F(\lambda) T(\alpha, s)]
\end{equation}
in the form
\begin{equation}
f_s(\alpha, s) = \frac{1}{2} (1 - t) \text{Tr}[T(0,t) T(\alpha, s)].
\end{equation}
The trace may be evaluated by means of Eq. (6.39), which yields
\begin{equation}
f_s(\alpha, s) = \frac{1}{2} \exp \left( \frac{2(\lambda - 1)|s|^2}{1 + \lambda - s + \alpha} \right)
\end{equation}
\begin{equation}
= 2 \frac{\exp \left( \frac{2(\lambda - 1)|s|^2}{1 + \lambda - s + \alpha} \right)}{1 + \lambda - s + \alpha}.
\end{equation}
The function \( f_s(\alpha, s) \) is an analytic function of \( s \) except for an essential singularity at
\begin{equation}
s = s_0 = (1 + \lambda)/(1 - \lambda).
\end{equation}
As a function of \( \alpha \), it is for \( \text{Re} \sigma < \text{Re} \tau \) a Gaussian function with its maximum at \( \alpha = 0 \). The function \( f_s(\alpha, s) \) is accordingly a bounded, square-integrable, and infinitely differentiable function of \( \alpha \) for \( \text{Re} \sigma < \text{Re} \tau \). Thus, for the operator \( F(\lambda) \) the quantity \( x[F(\lambda)] \), introduced in Sec. VII, is given by
\begin{equation}
x[F(\lambda)] = \text{Re} \sigma = \frac{(1 + \lambda)}{(1 - \lambda)}
\end{equation}
\begin{equation}
= (1 - |\lambda|^2)/(1 - |\lambda|^2).
\end{equation}

Let us recall that the operator \( F(\lambda) \) is both bounded and in the trace class for \( |\lambda| < 1 \), that it is finite but not bounded for \( |\lambda| = 1 \), and that it is neither finite nor bounded for \( |\lambda| > 1 \). From Eq. (8.7) we see that the parameter \( x \) is positive for \( |\lambda| < 1 \), zero for \( |\lambda| = 1 \), and negative for \( |\lambda| > 1 \). The region \( \text{Re} \sigma < x \), in which the function \( f_s(\alpha, s) \) is well behaved, therefore includes the half-plane \( \text{Re} \sigma \leq 0 \) when and only when the operator \( F(\lambda) \) is both bounded and in the trace class. Under the transformation (8.6), the location \( s_0 \) of the singularity in the function \( f_s(\alpha, s) \) assumes every value in the half-plane \( \text{Re} \sigma > 0 \) as the parameter \( \lambda \) ranges over the disk \( |\lambda| < 1 \). Thus there are values of \( \lambda \) for which the operator \( F(\lambda) \) is in the trace class but for which the line \( \text{Re} \sigma = x \), on which the singular point \( s_0 \) falls, lies arbitrarily close to the imaginary axis \( \text{Re} \sigma = 0 \).

According to Eq. (6.11) the operator \( F(\lambda) \) may be expanded in the form
\begin{equation}
F(\lambda) = \lambda^{sl} = \int f_s(\alpha, -s) T(\alpha, s) \mu^{-1} d\alpha,
\end{equation}
where the weight function \( f_s(\alpha, -s) \), which is given by Eq. (8.5), is the one associated with the operator \( F(\lambda) \) by the correspondence \( C(s) \). By comparing Eq. (8.5), after substituting \(-s\) for \( s \), with the \( s \)-ordered power-series expansion for the operator \( F(\lambda) \), Eq. (5.27), we may verify that the association of the weight function \( f_s(\alpha, -s) \) with the operator \( F(\lambda) \) is in accordance with the rules (7.5) and (7.6) of the correspondence \( C(s) \).

We see from Eq. (8.5) that for \( \text{Re} \sigma > \text{Re} \tau \) the function \( f_s(\alpha, s) \) increases for large values of \( |\alpha|^2 \), for this reason the function \( f_s(\alpha, s) \) is a tempered distribution only for \( \text{Re} \sigma \leq \text{Re} \tau \). Now we have seen that as the parameter \( \lambda \) ranges over the disk \( |\lambda| < 1 \) in which the operator \( F(\lambda) \) is both bounded and in the trace class, the singularity at \( s_0 = (1 + \lambda)/(1 - \lambda)^{-1} \) ranges over the half-plane \( \text{Re} > 0 \). From this counterexample we may conclude that for no value of \( \text{Re} \sigma < 0 \) do the operators \( T(\alpha, s) \) afford a basis for the integral representation (6.11) of an arbitrary bounded operator \( F \) even if the whole class of tempered distributions is admitted as weight functions. Thus, the operators \( T(\alpha, s) \) for \( \text{Re} \sigma < 0 \) contrast sharply with the displacement operators \( D(\alpha) \) in terms of which every bounded operator may be expanded with a square-integrable weight function. In this sense the operators \( T(\alpha, s) \) for \( \text{Re} \sigma < 0 \) must be regarded as undercomplete.
APPENDIX A

Our object here is to derive the useful integral identity

\[ z^{-1} f(s^{-1}y) = \int f(\alpha) \exp(\alpha^* y - z |\alpha|^2) \pi^{-1/2} d^2\alpha, \]

\[ \text{Re} z > 0, \quad (A1) \]

which holds for all entire functions \( f(\alpha) \) subject to appropriate conditions on the convergence of the integral. We evaluate first the integral \( K_n \):

\[ K_n = \int \alpha^n \exp(\alpha^* y - z |\alpha|^2) \pi^{-1/2} d^2\alpha \]

\[ = (2\pi)^{-1/2} \int |\alpha|^2 \alpha^n e^{-|\alpha|^2} \pi^{-1/2} d^2\alpha \]

\[ = z^{-1} (s^{-1}y)^n. \]

Then by writing

\[ f(\alpha) = \sum_{n=0}^{\infty} c_n \alpha^n \]

we find that

\[ \int e^{\alpha^* y - z |\alpha|^2} f(\alpha) \pi^{-1/2} d^2\alpha = \sum_{n=0}^{\infty} c_n K_n \]

\[ = z^{-1} (s^{-1}y)^n, \]

which is Eq. (A1), provided that the integral may be done term by term. In particular, if we let \( f(\alpha) = \exp(\alpha x) \), then Eq. (A1) becomes

\[ z^{-1} \exp(s^{-1}y) = \int \exp(\alpha x + \alpha^* y - z |\alpha|^2) \pi^{-1/2} d^2\alpha, \quad (A2) \]

provided \( \text{Re} z > 0. \)

APPENDIX B

We shall now express the matrix elements of the displacement operator \( D(\alpha) \) in the \( n \)-quantum representation in terms of the associated Laguerre polynomials \( L_n^{(m)}(x) \). We first note that if \( |\alpha\rangle \) is a coherent state then, by using Eqs. (2.19) and (2.20), we may write

\[ D(\xi |\alpha\rangle) = D(\xi) D(\alpha |0\rangle) = D(\xi + \alpha |0\rangle) \exp\left[ \frac{1}{2} (\xi^* \alpha - \xi \alpha^*) \right] \]

\[ = (\xi + \alpha |\alpha\rangle \exp\left[ \frac{1}{2} (\xi \alpha^* - \alpha \xi^*) \right]. \]

Thus, by using Eq. (2.23), we find that

\[ (m | D(\xi) |n) = (m!)^{-1/2} z^{\frac{1}{2} |\alpha|^2} \exp\left[ \frac{1}{2} (\xi \alpha^* - \alpha \xi^*) \right] \]

\[ = (m!)^{-1/2} z^{\frac{1}{2} |\alpha|^2} \exp\left( -\frac{1}{2} |\xi|^2 - \frac{1}{2} |\alpha|^2 \right) \]

\[ - z^{\frac{1}{2} |\alpha|^2}. \quad (B1) \]

Another expression for this same matrix element also follows from Eq. (2.23):

\[ \langle m | D(\xi) |n \rangle = e^{-|\alpha|^2/2} \sum_{m=0}^{\infty} \frac{a^m}{(m!)^{1/2} \alpha_n} \langle m | D(\xi) |n \rangle. \quad (B2) \]

If we now combine Eqs. (B1) and (B2) and put \( y = \xi^* \alpha \), we arrive at the relation

\[ (1+y)^m e^{-|\xi|^2} = e^{\xi^2/2} \sum_{m=0}^{\infty} \left( \frac{m!}{\alpha_m!} \right)^{1/2} \xi^{e_m} \]

\[ \times \langle m | D(\xi) |n \rangle y^n. \quad (B3) \]

The left-hand side of this equation is a generating function for the associated Laguerre polynomials \( L_n^{(m)}(x) \) according to the identity

\[ (1+y)^m e^{-|\xi|^2} = \sum_{m=0}^{\infty} L_n^{(m)}(x) \xi^{e_m}, \quad (B4) \]

which holds for \( |\xi| < 1 \). Thus by comparing Eqs. (B3) and (B4) we obtain the expression

\[ \langle m | D(\xi) |n \rangle = (m! / n!)^{1/2} \xi^{e_m} \alpha_n e^{-|\xi|^2/2} L_n^{(m-n)}(|\xi|^2). \quad (B5) \]

APPENDIX C

Our definition (5.6) of the \( s \)-ordered product was as the derivative

\[ \{ (a^t)^n a^m \}_{a=0} = \left. \frac{\partial^{n+m} D(\alpha, s)}{\partial \alpha^t \partial (-\alpha^t)^m} \right|_{a=0}. \quad (C1) \]

By using Eq. (5.1) we may write the operator \( D(\alpha, s) \) as a \( t \)-ordered exponential

\[ D(\alpha, s) = D(\alpha, t) e^{-i (s-t) |\alpha|^2} = \{ e^{i s a^t - i t \alpha^t} \}_{a=0}. \quad (C2) \]
We note the following equivalent expansions:

\[ e^{\lambda z + \mu z^* + wz} = \sum_{m=0}^{\infty} \frac{w^m}{m!} (\lambda + \mu z)^m e^{\lambda z} \]  
\[ = \sum_{m=0}^{\infty} \frac{w^m}{m!} (\lambda + \mu z)^m. \]  

(C3a)  

(C3b)

By using the identity (B4), we may write these expansion in the forms

\[ e^{\lambda z + \mu z^* + wz} = \sum_{m,n=0}^{\infty} \frac{\lambda^m \mu^n}{m!n!} L_n^{(m-n)}(-\lambda \mu / s) \]  
\[ = \sum_{m,n=0}^{\infty} \frac{\lambda^m \mu^n}{m!n!} L_n^{(m-n)}(-\lambda \mu / s). \]  

(C4a)  

(C4b)

Let us make the identifications

\[ \omega = \alpha, \quad \lambda = a^+, \quad \nu = -\frac{1}{2}(s-t), \]  
\[ \varsigma = \alpha^*, \quad \mu = a. \]  

in Eqs. (C4a) and (C4b) and specify the ordering of both sides of these equations. Then according to Eq. (C2) we have found the t-ordered form for the displacement operator \( D(\alpha, s) \). By carrying out the differentiations indicated in Eq. (C1) we find from the expansion (C4a) the result

\[ \{(a^+)^n a^m\} = m! \left( \frac{t}{2} \right)^n \left\{ (a^+)^{n-m} L_n^{(m-n)} \left( \frac{2a^* a}{s-t} \right) \right\} \]  
\[ \times \{ (a^+)^{n-m} a^m \} \}, \]  

(C5)

which is useful for \( m \geq n \), and from (C4b)

\[ \{(a^+)^n a^m\} = m! \left( \frac{t}{2} \right)^n \left\{ (a^+)^{n-m} L_n^{(m-n)} \left( \frac{2a^* a}{s-t} \right) \right\}, \]  
\[ \times \{ (a^+)^{n-m} a^m \} \}, \]  

(C6)

which is useful for \( n \geq m \). These two expressions correspond to the explicit expansion

\[ \{(a^+)^n a^m\} \times \{ (a^+)^{n-k} a^{m-k} \}, \]  

(C7)

which is noted in Eq. (5.12).

**APPENDIX D**

By expanding the coherent states \( |\beta\rangle \) and \( \langle \beta | \) of Eq. (6.36) in terms of the \( n \)-quantum states, we find

\[ e^{i\beta T(\alpha, s)} \langle \beta | \]  
\[ = \sum_{n=0}^{\infty} \langle n | m \rangle^{-1/2} e^{i\beta^* \gamma^m(n) T(\alpha, s) \langle m | \]  

\[ = \sum_{n=0}^{\infty} \langle n | m \rangle^{-1/2} e^{i\beta^* \gamma^m(n) T(\alpha, s) \langle m | \]  

\[ \times \exp \left( |\beta|^2 \frac{-2|a-\beta|^2}{1-s} \right). \]  

If we now make use of the expansion (C4a) with the identifications

\[ \omega = \beta^*, \quad \lambda = 2\alpha/(1-s), \quad \nu = -(1+s)/(1-s), \]  
\[ \varsigma = \beta, \quad \mu = 2\alpha^*/(1-s), \]  

then we find

\[ e^{i\beta T(\alpha, s)} \langle \beta | \]  
\[ = \sum_{n=0}^{\infty} \langle n | m \rangle^{-1/2} e^{i\beta^* \gamma^m(n) T(\alpha, s) \langle m | \} \]  

\[ \times \exp \left( |\beta|^2 \frac{-2|a-\beta|^2}{1-s} \right) \]  

\[ \times \left( \frac{2\alpha^*}{1-s} \right)^{m-n} \left( \frac{1+s}{1-s} \right)^n \left( \frac{4|\alpha|^2}{1-s^2} \right). \]  

(C8)

Hence we have

\[ \langle n | T(\alpha, s) | m \rangle = \left( \frac{2}{m!} \right)^{m-n+1} \left( \frac{1+s}{1-s} \right)^n \left( \frac{4|\alpha|^2}{1-s^2} \right), \]  

which is Eq. (6.51).