Transcriptional Control of Maternal-Fetal Immune Tolerance

Citation

Permanent link
http://nrs.harvard.edu/urn-3:HUL.InstRepos:33493333

Terms of Use
This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA

Share Your Story
The Harvard community has made this article openly available. Please share how this access benefits you. Submit a story.

Accessibility
Transcriptional control of maternal-fetal immune tolerance

A dissertation presented by
Leonardo Manuel Ramos Ferreira
to
The Department of Molecular and Cellular Biology
in partial fulfillment of the requirements
for the degree of
Doctor of Philosophy
in the subject of
Biochemistry

Harvard University
Cambridge, Massachusetts
March 2016
Human leukocyte antigens (HLA) are important determinants of self-nonself immune recognition. HLA-G, uniquely expressed in the placenta, is believed to be key to fetus-induced immune tolerance during pregnancy. The tissue-specific expression of HLA-G, however, remains poorly understood. Using a Massively Parallel Reporter Assay (MPRA), we discovered a 121 bp sequence 12 kb upstream of HLA-G with enhancer activity, Enhancer L. Strikingly, deletion of Enhancer L using a CRISPR/Cas9 dual guide approach resulted in complete ablation of HLA-G expression in a trophoblast cell line. This finding was confirmed in primary extravillous trophoblasts isolated from human placenta. RNA-seq analysis demonstrated that Enhancer L regulates HLA-G expression specifically. Moreover, DNase-seq and Chromatin Conformation Capture (3C) defined Enhancer L as a cell type-specific enhancer that loops into the HLA-G promoter. GATA2, GATA3, and CEBPβ, factors essential for placentation, associate with Enhancer L and regulate HLA-G expression levels. These results establish long-range chromatin looping as a novel mechanism controlling trophoblast-specific HLA-G expression at the maternal-fetal interface.
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CHAPTER 1: Introduction

1.1. The pregnancy paradox

Every one of us is here today thanks to successful pregnancy. However, pregnancy has flummoxed immunologists ever since George Snell and Peter Gorer laid out the laws of transplantation (Gorer, 1937; Snell, 1948; Starzl and Zinkernagel, 2001). From an immunological perspective, a developing fetus can be viewed as a semi-allogeneic graft expressing paternally-derived antigens, yet it is nurtured by the pregnant mother for many months without suffering rejection by the maternal immune system (Medawar, 1953). This state of unresponsiveness towards cells expressing foreign antigens – immune tolerance – was initially thought to be systemic (Medawar, 1953). However, later work revealed that pregnant mothers display a normal capacity to fight infections (Kourtis et al., 2014) and to mount effective T cell responses (Lissauer et al., 2012). Instead, fetal immune tolerance is now known to be a local phenomenon established at the placenta, a transient organ consisting of fetal trophoblasts and the maternal decidua, which develops from the uterine mucosa (Arck and Hecher, 2013). During implantation, extravilious trophoblasts (EVT) arise from the tips of anchoring villi and invade the decidua, defining the boundary between mother and fetus: the maternal-fetal interface (Moffett and Loke, 2006) (Figure 1.1.1).
Figure 1.1.1. Anatomy of the human maternal-fetal interface.

The human placenta has an outer layer composed of extravillous trophoblasts (EVT) and floating villi containing villous trophoblasts (VT). EVT form cell columns and invade the decidua, mediating placental attachment of the fetus. Importantly, EVT progressively replace endothelial cells on the walls of uterine spiral arteries, increasing their caliber. This process ensures proper blood flow to the intervillous space to nourish the fetus. (Moffett and Loke, 2006; Moffett-King, 2002). Moreover, some invading EVT fuse and give rise to placental bed giant cells, multinucleated cells which produce hormones essential for a successful pregnancy (al-Lamki et al., 1999).

1.2. Reproductive immunology

Immunity at the maternal-fetal interface has been studied since the 1950s. Yet, the mechanisms behind immune privilege in the pregnant uterus remain somewhat mysterious. Limited access to human placental material has hampered progress in the field (Tilburgs et al., 2015a). Moreover, pregnancy in mouse is significantly different from its human counterpart. Gestation time is significantly shorter in mice (three weeks vs.
nine months), and trophoblast invasion is much less pronounced. In humans, EVT extensively invade maternal tissue, replacing the endothelial cells that form the lining of spiral arteries all the way to the myometrium. In contrast, murine trophoblasts do not deeply invade the decidual arterioles. These differences prevent some human pregnancy-related complications from occurring in the mouse, such as pre-eclampsia (gestational high blood pressure) and fetal growth restriction (Arck and Hecher, 2013; Erlebacher, 2013). Nevertheless, several aspects of reproductive immunology are shared between mouse and human, and the former has been an invaluable model in the field of reproductive immunology.

Characterization of the maternal-fetal interface has substantially progressed during the past decades. Far from being devoid of immune cells, the decidua harbors multiple populations of maternal immune cells, all of which extensively interact with fetal-derived trophoblasts. In fact, up to 40% of decidual cells are leukocytes (Vince et al., 1990). Interestingly, it has become increasingly clear from both human and mouse studies that these decidual immune cells can significantly differ from their peripheral blood counterparts in phenotype and function (Hunt and Petroff, 2013). In the next paragraphs, the different immune cell types found in the placenta, and their relative contributions to maternal-fetal immunity will be reviewed.

1.2.1. Decidual B cells and antibodies

The beginnings of reproductive immunology can be traced back to the 19th century, with the identification of the ABO blood groups by Landsteiner in 1900. After being awarded the Nobel Prize in 1930, Landsteiner’s work resulted in yet another major discovery in the 1940s: the blood antigen Rh, “Rhesus factor”. These discoveries truly marked the
beginning of research in pregnancy immunology. As early as 1905, Dienst described that group O pregnant mothers, who lack A or B antigens, produce antibodies against A and B antigens if the fetus they carry expresses them. As for the Rh factor, it turned out to be the basis of an already described medical condition, hemolytic disease of the newborn: during pregnancy, antibodies produced by an Rh negative mother cross the placenta and attack the red blood cells of an Rh positive fetus. This reaction can be prevented by intra-muscular injection of anti-Rh antibodies, which clear any Rh positive fetal cells that entered the mother’s blood circulation before the maternal immune system itself becomes sensitized and mounts a potent immune response against the fetus. In fact, prevention of hemolytic disease of the newborn might still be the most important clinical contribution of immunology to pregnancy (Billingham and Beer, 1984; Billington, 2015).

The first reports of cellular transfer between mother and fetus described the migration of fetal erythrocytes into the maternal blood circulation (Greger and Steele, 1957; Zipursky et al., 1963). These studies explained how pregnant mothers become exposed to, and consequently mount an antibody response against, fetal ABO and Rh antigens during pregnancy. More importantly, they provided the first solid line of evidence that fetal cells are not “shielded” from maternal blood, one of Medawar’s original hypotheses to explain maternal-fetal immune tolerance (Medawar, 1953). Soon after, antibodies against paternal antigens were detected in pregnant female mice bred with genetically mismatched males (Herzenberg and Gonzales, 1962). Over the following years, accrued evidence for maternal antibodies and T cells (discussed in the next section) recognizing fetal antigens have further demonstrated that the maternal immune system is “aware” of the fetus (Arck and Hecher, 2013). This is an important point to be made, as an early working hypothesis put forward by Little, a pioneer in cancer transplantation and founder
of Jackson Laboratory, as well as by Medawar himself, to explain successful pregnancy stated that the fetus was “antigenically immature” and thus escaped recognition by the maternal immune system (Little, 1924; Medawar, 1953).

Nevertheless, B cells are exceedingly rare at the maternal-fetal interface, representing only 1% of decidual leukocytes in mice and in humans (Arenas-Hernandez et al., 2015; Tilburgs et al., 2015a; Xu et al., 2015). Moreover, it has been proposed that fetal antigen-specific maternal B cells are deleted during pregnancy (Ait-Azzouzene et al., 1998). Therefore, B cells are very unlikely to play a significant role at the maternal-fetal interface.

1.2.2. Decidual T cells

Similar to B cells, T cells are rare in the murine placenta, comprising only 3% of total decidual leukocytes (Croy et al., 2012; Nancy and Erlebacher, 2014). Recent work has suggested that effector T cells do not accumulate at the murine maternal-fetal interface due to epigenetic silencing of T cell-attracting chemokine genes in decidual stromal cells (Nancy et al., 2012). In humans, however, T cells represent 5-20% of total decidual leukocytes, a number that can go up to 80% at term pregnancy (Tilburgs et al., 2010). As a comparison, T cells constitute 7-24% of cells in peripheral blood. Moreover, unlike peripheral T cells, there are significantly more CD8+ T cells (50%) than CD4+ T cells (30%) amongst decidual T cells. The remaining 20% of decidual T cells are double negative (DN) T cells, a significantly higher percentage than the 5-10% found in blood (Sindram-Trujillo et al., 2004). One explanation for this high proportion of DN T cells is the presence of γδ T cells (Tilburgs et al., 2009). γδ T cells are innate-like tissue-
resident T cells expressing an invariant T cell receptor (TCR) composed of a γ and a δ chain, as opposed to the α and β chains found in conventional αβ T cells (Vantourout and Hayday, 2013). During pregnancy, γδ T cells accumulate in the decidua in humans and in mice (Heyborne et al., 1992; Mincheva-Nilsson et al., 1994). Interestingly, preliminary studies in the mouse, followed by work with human samples, suggest that γδ T cells recognize trophoblasts using an invariant receptor other than the γδ TCR (Barakonyi et al., 2002; Heyborne et al., 1994). The function of γδ T cells at the maternal-fetal interface, however, remains to be determined.

The initial studies on T cells in pregnancy reported a bias towards T helper 2 (Th2) fate at the expense of a T helper 1 (Th1) fate during naïve CD4+ T cell differentiation at the maternal-fetal interface (Lin et al., 1993). Th1 and Th2 cells represent two polarized forms of CD4+ T helper cells. Th1 cells secrete IL-2, IFN-γ, and TNF-α, potentiating inflammatory responses and sometimes tissue injury. On the other hand, Th2 cells secrete anti-inflammatory cytokines, such as IL-4, IL-10, and IL-13 and are involved in humoral responses (Zhu et al., 2010). Polarization into a Th1 or a Th2 fate is mutually exclusive: IFN-γ promotes Th1 differentiation while inhibiting Th2 cell proliferation, whereas IL-4 induces Th2 differentiation and proliferation while blocking Th1 development (O’Garra and Arai, 2000). The Th1/Th2 shift offered an attractive paradigm where suppression of T cell-mediated immunity against fetal antigens was accomplished by inhibiting Th1 responses at the maternal-fetal interface (Krasnow et al., 1996; Wegmann et al., 1993). Consistent with this view, a skew towards Th1 cytokines during pregnancy was associated with recurrent abortions and preeclampsia (Piccinni et al., 1998; Saito and Sakai, 2003). Yet, this paradigm does not explain antigen-specific tolerance during pregnancy, a phenomenon accomplished by regulatory T cells (Tregs).
Originally named “suppressor T cells” at the time of their discovery (Gershon and Kondo, 1970), Tregs are a subset of CD4\(^+\) T cells specialized in suppressing effector T cell responses. Natural Tregs (nTregs) develop in the thymus and are characterized by the expression of the transcription factor Foxp3 and the high affinity IL-2 receptor CD25. Tregs have been shown to be essential for physiological immune tolerance and homeostasis in numerous contexts (Vignali et al., 2008). Absence of Tregs caused by mutations in the \(FOXP3\) gene leads to severe multi-organ autoimmunity in mice and humans (Bennett et al., 2001; Brunkow et al., 2001). As early as the 1970s, it became clear that multiple pregnancies gradually induced immune tolerance specifically towards paternal antigens, as first shown using the model H-Y male antigen (Smith and Powell, 1977). This tolerance was then shown to be transferrable by T cells (Simpson et al., 1981). Studies using two twins who had undergone multiple pregnancies confirmed the induction of Tregs specific to the antigens of their respective husbands, confirming the occurrence of this phenomenon in humans (Engleman et al., 1978).

More recent work has demonstrated that Tregs are not only present at the maternal-fetal interface, but are also required for successful pregnancy in the mouse. Shortly after implantation, Tregs are recruited to the maternal-fetal interface via uterine draining lymph nodes and protect the fetus from maternal T cell attack (Chen et al., 2013). In fact, pre-immunization of the mother against paternal antigens does not result in high rates of fetus loss unless Tregs are depleted (Chen et al., 2013). Moreover, Treg depletion in the placenta in the context of allogeneic mating leads to fetus loss and defective spiral artery remodeling in the uterus (Samstein et al., 2012). In humans, it is harder to prove the requirement for Tregs in pregnancy. Nevertheless, there is strong circumstantial evidence that Tregs play an important role in human maternal-fetal immune tolerance.
The Treg compartment undergoes expansion during pregnancy (Somerset et al., 2004). Tregs can be detected in the decidua (Tilburgs et al., 2008), and are lower in numbers in women with pregnancy complications (Arruvito et al., 2009).

1.2.3. Decidual macrophages

Macrophages are innate immune cells whose main function is to phagocytose invading pathogens, as well as cell debris. In addition, macrophages can also function as professional antigen presenting cells (APCs), presenting peptides to T helper cells (Mosser and Edwards, 2008). At the human maternal-fetal interface, macrophages represent 20% of leukocytes. Dendritic cells (DCs), on the other hand, are virtually absent from the decidua, comprising only 1.7% of decidual leukocytes, and display an immature phenotype (Gardner and Moffett, 2003). Since both B cells and DCs are present in the decidua in vanishingly small numbers, macrophages are expected to be the main professional APCs at the maternal-fetal interface. However, there is no strong evidence to date of efficient antigen presentation at the maternal-fetal interface (Searle and Wren, 1992). Instead, decidual macrophages appear to be mostly dedicated to tissue remodeling. It is thought that, in the absence of infections, macrophages residing in the decidua are inhibited as a result of an anti-inflammatory cytokine milieu (Hunt and Petroff, 2013). Consistent with this view, gene expression profiling indicates that decidual macrophages are similar, but not identical, to M2 macrophages (Gustafsson et al., 2008), i.e. they display a phenotype associated with tissue remodeling in opposition to M1 macrophages, which are pro-inflammatory (Houser et al., 2011).

In spite of the paucity of data from mice, the current model states that decidual macrophages play an important role in remodeling the maternal-fetal interface during
implantation. Observations favoring this model include the perivascular localization of macrophages in decidua, as well as expression of high levels of factors involved in tissue remodeling by decidual macrophages (Erlebacher, 2013; Gustafsson et al., 2008).

1.2.4. NK cells are the most prevalent immune cells at the maternal-fetal interface

The most abundant immune cells at the maternal-fetal interface in early pregnancy by far are Natural Killer (NK) cells, constituting up to 90% of decidual leukocytes (Koopman et al., 2003; Moffett-King, 2002). This is very peculiar, as in peripheral blood the predominant lymphocytes are T cells, with NK cells comprising only 1-6% of leukocytes. The realization that most leukocytes present at the maternal-fetal interface are NK cells has led the field of reproductive immunology to dedicate substantial effort to understanding the role of NK cells at the maternal-fetal interface.

Unlike their peripheral blood counterparts, decidual NK cells are poorly cytotoxic, despite possessing a high content of cytotoxic granules (Kopcow et al., 2005). In addition, decidual NK cells express higher levels of cytokines, chemokines, and angiogenic factors (Hanna et al., 2006). Such striking differences in phenotype suggest that decidual NK cells are generated at the maternal-fetal interface, and are not just migrants from peripheral blood. Corroborating this hypothesis, decidual stromal cells and EVT produce large amounts of TGF-β and IL-15, cytokines that promote differentiation of hematopoietic stem cells (HSCs) residing in the decidua into NK cells. Furthermore, IL-15 is essential for NK cell proliferation and survival (Keskin et al., 2007; Vacca et al., 2011).

Similarly to decidual macrophages, pregnancy has repurposed decidual NK cells for spiral artery remodeling at the maternal-fetal interface. Spiral artery remodeling during
human pregnancy is currently though to occur in two major steps. First, decidual NK cells and macrophages destroy the vascular smooth muscle cells and endothelial cells lining the spiral arteries. Second, EVT migrate into the lumen of newly remodeled artery, replacing the lost cells with a pseudo-epithelium made of trophoblasts. This process greatly enlarges the caliber of spiral arteries, ensuring maximal blood flow through the placenta to nourish the fetus (Kam et al., 1999; Smith et al., 2009). Importantly, the spiral arteries of NK cell-deficient pregnant mice display visibly thicker walls and narrower lumens than those in wild-type controls, lending support to this model (Zhang et al., 2011).

Importantly, it has been recently unveiled that NK cells are in fact only a subset of innate lymphoid cells (ILCs). As their name suggests, ILCs are innate lymphocytes, hence devoid of a recombined TCR, that can be subdivided into various subsets mirroring T helper cell subsets in terms of cytokine secretion patterns and function in tissues (Walker et al., 2013). Recently, ILCs have been found in both mouse and human deciduas (Doisne et al., 2015; Vacca et al., 2015). The relative contribution of these previously unappreciated cell populations to immune regulation at the maternal-fetal interface is currently being explored and may yield important insights into immune privilege at this site.

1.2.5. Trophoblasts are equipped with immunomodulatory molecules

Two seminal experiments in mice carried out in the early 1960s established that trophoblasts possess intrinsic immune suppressive properties. First, while syngeneic tumors transplanted into the uterine horns of mice were able to grow indefinitely, allogeneic tumors were rejected by the recipient’s immune system. Pre-sensitization of
the recipient with tumor antigens accelerated the rejection process irrespective of the recipient’s pregnancy status, indicating that normal immune reactions can take place unimpeded in the uterus (Schlesinger, 1962). Hence, trophoblasts must actively induce immune tolerance in order for successful pregnancy to take place. Further evidence supporting this theory was provided by the transplantation in parallel of semiallogeneic trophoblast and embryonic tissue into the kidney capsule of recipients. While the embryonic tissues were promptly rejected, trophoblasts proliferated and recruited new vessels; results from experiments using either genetically matched or mismatched trophoblasts were undistinguishable (Simmons and Russell, 1962). If immune tolerance induction is a cell-intrinsic property of trophoblasts, how is it accomplished?

Over time it has become clear that both murine and human trophoblasts express a battery of immune inhibitory molecules predominantly targeting T cells. Fas ligand (FasL), which induces apoptosis of Fas-expressing activated T cells, is expressed by human trophoblasts. It has been demonstrated that FasL-deficient pregnant mice (gld mice) display extensive leukocyte infiltration and killing at the maternal-fetal interface (Balkundi et al., 2000; Hunt et al., 1997; Uckan et al., 1997). Consistent with these observations, trophoblast expression of FasL was found to be necessary and sufficient to induce deletion of T cells specific to a male specific antigen, H-Y, in mice (Vacchio and Hodes, 2005). TRAIL is another example of a T cell apoptosis-inducing molecule expressed at high levels in trophoblasts (Jeremias et al., 1998; Phillips et al., 1999). Curiously, a recent study indicates that human trophoblasts secrete exosomes containing both FasL and TRAIL molecules into the extracellular space at the maternal-fetal interface; these exosomes were indeed shown to trigger T cell death (Stenqvist et al., 2013). Yet another immune suppressive molecule expressed by trophoblasts is
indoleamine 2,3-dioxygenase (IDO), an enzyme that converts tryptophan into kynurenines. IDO provokes T cell death by two simultaneous mechanisms: depletion of tryptophan, an essential amino acid, from the microenvironment, and generation of kynurenines, which are toxic to T cells (Fallarino et al., 2002; Honig et al., 2004). In the mouse, pharmacological inhibition of IDO leads to T cell-mediated rejection of allogeneic fetuses (Munn et al., 1998). In humans, IDO deficiency has been linked to preeclampsia (Kudo et al., 2003). Consistent with this association, IDO-deficient pregnant mice exhibit symptoms of preeclampsia and intrauterine growth restriction (Santillan et al., 2015).

In addition to T cell apoptosis inducers, trophoblasts also express the “immune checkpoint” molecule PD-L1 (Brown et al., 2003). Best known in the cancer immunotherapy field, PD-L1 suppresses TCR-mediated T cell activation upon binding to its co-inhibitory receptor, PD-1, which is upregulated in activated T cells. The PD-1/PD-L1 pathway is part of a number of physiological mechanisms that limit the magnitude and duration of T cell responses, in order to prevent tissue damage (Chen and Flies, 2013). Several cancer types have been shown to overexpress PD-L1 and other negative immune checkpoint molecules in order to evade immune attack. Blocking PD-L1 using monoclonal antibodies, “immune checkpoint inhibitors”, has proven to be wildly successful in cancer immunotherapy (Topalian et al., 2015). In the context of human pregnancy, PD-L1 expression in trophoblasts increases during gestation, most dramatically at the onset of the second trimester. Interestingly, this upregulation matches the onset of maternal blood flow to the placenta and increase in the numbers of maternal T cells at the maternal-fetal interface, consistent with a role for fetal PD-L1 in silencing maternal alloresponses to fetal antigens (Holets et al., 2006). In the mouse, PD-L1 is expressed in decidual cells, not in trophoblasts, exclusively in allogeneic matings.
Strikingly, blockade with anti-PD-L1 resulted in a rate of 86% spontaneous fetal resorption, compared with a baseline of 18%. PD-L1 genetic deficiency led to similar results and demonstrated that PD-L1 is required specifically to prevent T cell-mediated rejection of allogeneic fetuses (Guleria et al., 2005). In addition to inhibiting effector T cell responses, PD-L1 has also been shown to induce regulatory Treg development at the maternal-fetal interface (Zhang et al., 2015). Moreover, recent work has shown that EVT can participate in the conversion of naïve T cells to Tregs (Tilburgs et al., 2015a).

1.3. HLA-G: a key determinant of immune tolerance in pregnancy?

As discussed above, several mechanisms are in place to protect invading EVT from rejection by the maternal T cells. But how do EVT interact with the most abundant immune cell type at the maternal-fetal interface, NK cells? EVT evade the maternal immune system, while actively inducing immune tolerance at the maternal-fetal interface, by expressing of a unique set of Major Histocompatibility Complex (MHC) molecules. These cell surface glycoproteins, also known as Human Leukocyte Antigens (HLA) in humans, are the main determinants of self-nonself recognition by the immune system (Bjorkman et al., 1987a; Zinkernagel and Doherty, 1974). Classical MHC class I molecules, HLA-A, -B and -C, are encoded by highly polymorphic genes, present peptides to cytotoxic CD8 T cells, and can be found or induced in virtually all nucleated cells. EVT, in contrast, are devoid of HLA-A and HLA-B expression, expressing only HLA-C and the nonclassical nonpolymorphic MHC class I molecules HLA-E and HLA-G (Apps et al., 2009). Uniquely expressed in EVT, HLA-G has been proposed to be central to maternal-fetal immune tolerance.
After its discovery using HLA locus-specific Southern blot probes (Orr et al., 1982), followed by its cloning and sequencing (Geraghty et al., 1987; Koller et al., 1989), HLA-G was found to be specifically expressed by EVT (Ellis et al., 1990; Ellis et al., 1986; Kovats et al., 1990). Importantly, HLA-G displays an exceedingly low level of polymorphism for an HLA gene, with only 51 alleles registered in the IMGT/HLA database (as comparison, HLA-A has 3,356 alleles). The unusual lack of polymorphisms in its coding region and the trophoblast-restricted expression immediately suggested that HLA-G might play a role in immune tolerance induction at the maternal-fetal interface.

1.3.1. Determining HLA-G function

The circumstantial evidence that HLA-G was a central component of maternal-fetal tolerance prompted a period of intense investigation aimed at unraveling its function. Seminal studies showed that ectopic expression of HLA-G is sufficient to inhibit cytotoxicity of both decidual (Chumbley et al., 1994) and peripheral NK cells (Deniz et al., 1994; Pazmany et al., 1996). At the time, it had just been reported that HLA-C alleles could be divided into two groups, C1 and C2, based on their recognition by Killer Immunoglobulin-like Receptors (KIRs) on NK cells. The distinction resides in a dimorphism at residues 77 and 80 of the \( \alpha_1 \) helix; the Asn77-Lys80 combination is found in HLA-C1 alleles, while Ser77-Asn80 is present in HLA-C2 alleles (Colonna et al., 1993; Mandelboim et al., 1996). Stable transfection with an HLA-C1 molecule, HLA-Cw6, inhibited killing by an NK cell line specifically recognizing HLA-C1, while transfection with an HLA-C2 molecule, HLA-Cw7, did not produce this effect. When these stably transfected target cells were incubated with an NK cell line only recognizing HLA-C2 alleles, the opposite pattern was observed, as expected. Surprisingly, transfection with HLA-G was sufficient to inhibit killing by both HLA-C1 and HLA-C2-specific NK cell lines.
(Pazmany et al., 1996). The following year, a different group found that HLA-G conferred protection against peripheral blood NK cells from 20 different donors (Rouas-Freiss et al., 1997b). In addition, antibody-mediated blocking of HLA-G abrogated protection of primary trophoblasts against both matched (semiallogeneic) and unmatched (allogeneic) decidual NK cells (Rouas-Freiss et al., 1997a), while otherwise MHC class I deficient K562 cells stably transfected with HLA-G were protected against all NK cell populations tested, further suggesting that HLA-G was a “universal” NK cell inhibitory ligand.

Altogether, these seminal studies from several groups demonstrated that HLA-G ectopic expression confers protection against both peripheral and decidual NK cells from multiple donors, arguing for the existence of one or more HLA-G receptors expressed across all subsets of NK cells. This was an intriguing possibility at the time, as, even though each NK cell receptor was known to recognize more than one MHC class I molecule, there was no single molecule described capable of inhibiting all NK cells (Yokoyama, 1997). The field then refocused on a new question: what is the NK cell receptor for HLA-G?

1.3.2. A universally expressed NK cell receptor of HLA-G

The existence of an NK cell receptor for HLA-G yet to be identified was first hinted by the fact that HLA-G transfectants were protected against killing by the YT2C2 NK cell line, which expressed no known KIR receptors (Rouas-Freiss et al., 1997b). Interaction with this putative novel receptor could not involve the α2 domain of HLA-G, as expression of a splicing isoform of HLA-G devoid of the α2 domain, HLA-G2, was as protective as the full-length HLA-G protein. In addition, NK cell inhibition mediated by HLA-G occurred
even in the presence of the anti-pan-MHC class I antibody W6/32: addition of this blocking antibody rendered the HLA-G transfectants susceptible to lysis by peripheral blood polyclonal NK cells, but not by the YT2C2 NK cell line (Rouas-Freiss et al., 1997b). The W6/32 antibody reacts with the α2 and α3 domains of HLA class I molecules associated with β2-microglobulin (Tanabe et al., 1992). From this, it can be concluded that the putative unknown HLA-G receptor should recognize the α1 domain of HLA-G.

Indeed, a novel receptor for HLA-G expressed across all peripheral NK cell clones and the majority of decidual NK cells analyzed was finally described in the late 1990s by three independent groups: KIR2DL4, also known as p49 at the time (Cantoni et al., 1998; Ponte et al., 1999; Rajagopalan and Long, 1999). KIR2DL4 thus seemed to be the “universal” NK cell receptor. Of note, it was later found that the YT2C2 cell line expresses KIR2DL4, but not KIRs recognizing HLA-A, -B, -C or -E (Le Discorde et al., 2005). Furthermore, consistent with the aforementioned observations, later studies found that, similarly to recognition of HLA-C alleles by KIR receptors (Natarajan et al., 2002), the α1 domain of HLA-G is essential for optimal KIR2DL4 recognition, as mutating residues Met76 and Gln79 abrogates HLA-G binding (Yan and Fan, 2005).

Currently, HLA-G is known to bind to KIR2DL4, expressed by NK cells (Rajagopalan and Long, 1999), as well as ILT2 and ILT4, found mainly on myeloid cells (Rajagopalan and Long, 1999; Shiroishi et al., 2003). Importantly, HLA-G has been shown to be sufficient to inhibit NK cell cytotoxicity (Pazmany et al., 1996) and necessary to protect trophoblasts against decidual NK cells (Rouas-Freiss et al., 1997a), supporting a central
role for HLA-G in inducing immune tolerance at the maternal-fetal interface. Consistent with this model, several pregnancy-related disorders, including miscarriage, recurrent fetal loss and pre-eclampsia, have been associated with polymorphisms resulting in diminished HLA-G expression levels (Moreau et al., 2009; O’Brien et al., 2001; Quach et al., 2014). Moreover, evidence indicating that herpes simplex virus (HSV) infection impairs HLA-G trafficking to the cell surface suggests a causal link between defects in HLA-G function and the spontaneous fetal loss observed in HSV infection (Schust et al., 1996).

Have all HLA-G receptors been discovered? Many NK cell receptors remain orphan receptors, leaving open the possibility that some of them recognize HLA-G. Furthermore, the maternal-fetal interface hosts several understudied subsets of immune cells, such as γδ T cells (Heyborne et al., 1992; Mincheva-Nilsson et al., 1994) and ILCs (Doisne et al., 2015; Vacca et al., 2015), which could interact with HLA-G. In fact, a growing number of studies describe HLA-G interaction with immune cells other than NK cells, such as T cells, APCs, and even B cells (Bainbridge et al., 2000; Le Gal et al., 1999; LeMaoult et al., 2007; LeMaoult et al., 2005; Li et al., 2009; Naji et al., 2014), suggesting that those too may harbor yet-to-be-identified HLA-G receptors (Figure 1.3.2.1).
Figure 1.3.2.1. HLA-G inhibits multiple immune cell types at the maternal-fetal interface.

Extravillous trophoblasts (EVT) are devoid of HLA-A and HLA-B, the most polymorphic MHC class I molecules. Instead, they only express HLA-C, HLA-E and uniquely express HLA-G, all well-established NK cell inhibitory ligands. HLA-G, in particular, has also been shown to modulate the activity of T cells (Le Gal et al., 1999), B cells (Naji et al., 2014), and professional antigen presenting cells (APCs), such as macrophages (Li et al., 2009).

1.3.4. HLA-G expression may be co-opted by cancer

Intriguingly, HLA-G expression has also been detected in tumor lesions, where it may facilitate immune evasion (Rouas-Freiss et al., 2005; Wiendl et al., 2002). The first report of HLA-G expression in cancers, in 1996, was obtained from studies in hematopoietic cells; while no HLA-G transcript was detected in hematopoietic stem cells, thymocytes or natural killer cells, a small fraction of analyzed leukemias expressed HLA-G (Amiot et al., 1996). Two years later, detection of HLA-G expression was extended to a solid tumor
type, melanoma (Paul et al., 1998). This observation followed the realization in previous years that trophoblasts shared the expression of some genes with metastatic melanoma, such as melanoma-associated antigen genes (MAGE) and the melanoma adhesion molecule Mel-Cam (De Plaen et al., 1997; Shih and Kurman, 1996). Since then, many more parallels have been drawn between mammalian fetus immune protection and tumor immune evasion (Nehar-Belaid et al., 2016).

Given its role in inducing immune tolerance at the maternal-fetal interface, these studies suggested that HLA-G was co-opted by some malignant tumors to evade immune surveillance. Consistent with this hypothesis, the HLA-G transcript positive melanoma cell line IGR was protected against NK cell lysis, while the HLA-G transcript negative melanoma cell lines M8 and M74 were lysed. Nevertheless, the authors failed to detect full-length HLA-G protein expression in melanoma samples with HLA-G transcript: while W6/32-mediated immunoprecipitation yielded HLA-C and HLA-G in JEG3 cells, it only yielded HLA-C in HLA-G transcript positive melanoma samples. A second experiment using antibodies HCA2 and 4H84 pulled down lower molecular weight bands identified in the study as different splice isoforms of HLA-G protein that do not associate with β2-m. However, even though these bands were absent in HLA-G transcript-devoid cell lines (Paul et al., 1998), subsequent studies revealed cross-reactivity of both antibodies with HLA-A, HLA-B and HLA-E molecules (Seitz et al., 1998; Zhao et al., 2012), casting doubt on HLA-G protein expression, and thus function, in metastatic melanoma. A study by an independent group also reported HLA-G transcription in the absence of HLA-G protein, both surface and cytosolic, in hematopoietic malignancies collected from patients (Amiot et al., 1998). One exception was the monohistiocytic lymphoma cell line U937, where HLA-G surface expression could be detected with the monoclonal antibody
87G upon IFN-γ stimulation, indicating a role for HLA-G in cancer under inflammatory conditions (Amiot et al., 1998). Nonetheless, 87G binding to U937 cells stimulated with IFN-γ, monocytes and macrophages was later shown to be an artifact resulting from inappropriate Fc blocking (Blaschitz et al., 2000).

Comprehensive analysis of tumor samples from six different origins and thirty-one tumor cell lines did not find HLA-G surface expression in any of the samples, despite detecting HLA-G transcription in most samples (Real et al., 1999). While some studies found no evidence of HLA-G protein expression in melanoma, either cell lines or primary tumor samples from patients (Frumento et al., 2000), others have found HLA-G expression in a subset of melanomas characterized by high levels of HLA-G transcription (Paul et al., 1999). It should be emphasized that these independent studies were done on the same type of tumor, melanoma, using the same antibody to detect HLA-G expression, 87G, indicating that functionally meaningful HLA-G expression may be restricted to a small subset of melanoma.

Still, HLA-G protein expression has now been detected in several types of primary solid tumors in addition to melanoma, including colorectal cancer, cervical cancer, breast cancer, amongst others. In all cases, HLA-G expression was associated with disease progression and poor prognosis (de Kruijf et al., 2010; Li et al., 2012; Rouas-Freiss et al., 2005; Swets et al., 2016). Curiously, a correlation between ectopic HLA-G expression and loss of classical HLA class I expression has been observed in breast cancer (de Kruijf et al., 2010), raising the possibility that some cancers may have hijacked trophoblast-specific mechanisms of differential HLA class I gene regulation.
1.3.5. Outstanding questions in HLA-G biology

While HLA-G has a rich past in immunology research, there are still numerous questions that need to be addressed. For instance, we still do not understand the molecular events that turn on HLA-G expression in EVT while preventing expression of the classical HLA-A and HLA-B genes. The excitement centered on the discovery of HLA-G as a trophoblast-specific MHC molecule, along with the rapid pace at which discoveries regarding its function were published in the 1990s, is a testimony to its importance. Nevertheless, HLA-G remains the most enigmatic MHC class I molecule. Below, some of the most important unresolved questions in the field of HLA-G biology are presented.

1.3.5.1. Most wanted: better models to study HLA-G function

The most widely used in vitro cellular models of the human placenta are gestational choriocarcinoma-derived cell lines: JEG3 cells, which resemble EVT and express HLA-G, HLA-E and HLA-C, and JAR cells, which resemble VT and are devoid of MHC expression (Apps et al., 2009; Pattillo and Gey, 1968; Pattillo et al., 1972). Surprisingly, JEG3 and JAR have been found to be equally resistant to peripheral NK cell-induced lysis. In addition, masking MHC class I expression by JEG3 either by using blocking antibodies or acid treatment did not render them sensitive to NK cells, arguing that MHC molecules are not essential to protect trophoblasts from NK cell lysis (Avril et al., 1999). A subsequent study by the same group revealed that a mechanism through which these choriocarcinoma cell lines avoid killing by NK cells is the lack of NK cell activating ligands. The authors demonstrated that artificial activation of peripheral blood NK cells by adding PHA or agonist antibodies against CD16 resulted in killing of both JEG3 and JAR (Avril et al., 2003). A decade earlier, a different group had reported that activation of decidual NK cells, called “large granular leukocytes” at the time, with high levels of IL-2
rendered them capable of killing primary trophoblasts and the choriocarcinoma cell line JEG3 (King and Loke, 1990). However, IL-2 is absent from the maternal-fetal interface (Jokhi et al., 1994). Instead, macrophages residing in the decidua and stromal cells produce high levels of IL-15, another cytokine with a pivotal role in NK cell activation (Kitaya et al., 2000; Verma et al., 2000), suggesting that trophoblast killing by IL-2-activated decidual NK cells may not be physiologically relevant. In fact, it was later shown that, different from cells activated with IL-2, decidual NK cells activated with IL-15 did not lyse primary extravillous trophoblasts (Verma et al., 2000).

Experiments aiming to understand the contribution of HLA-G to NK cell inhibition using primary human trophoblasts have yielded conflicting results. One study found that first trimester extravillous trophoblasts are insensitive to polyclonal decidual NK cell-mediated lysis regardless of MHC class I surface expression, which was either masked by blocking antibodies or non-specifically downregulated by acid treatment (King et al., 2000). Given that better immune cell purification methods have been developed since then and genome editing in primary EVT has been accomplished (Ferreira et al., 2016), these studies warrant confirmation using better tools to rule out cell contamination or incomplete antibody blockade. Evidence that these might be the case is suggested by a study from a different group, which showed that primary human trophoblasts do become sensitive to decidual NK cell-induced lysis when their total surface MHC class I expression is masked with a pan-MHC-I antibody, yet they remain protected when only classical MHC class I (HLA-C in the case of trophoblasts) is masked (Rouas-Freiss et al., 1997a), suggesting that HLA-G is indeed essential to protect invasive trophoblasts from immune cell attack.
The observed disparity in NK cell sensitivity and a potential role for HLA-G between the trophoblast-like cancer cell lines JEG3 and JAR and primary trophoblasts may come as no surprise, as tumor cells are notable for developing multiple strategies to evade immunosurveillance – cancer immunoediting (Schreiber et al., 2011). Therefore, studies using primary EVT are indispensable to rigorously investigate whether HLA-G is necessary to achieve immune tolerance at the maternal-fetal tolerance. At present, recreation of the maternal-fetal interface with all its cell types and cytokine milieu in vitro has not been accomplished. One major obstacle is the fact that purified primary HLA-G+EVT are difficult to obtain in large numbers and only survive in culture for a few days, either alone or in combination with decidual leukocytes (Tilburgs et al., 2015a).

Ideally, one would use knock-out mouse models to investigate HLA-G function in more detail. However, there is no consensus on the murine ortholog of HLA-G, existing currently three candidates, all murine nonclassical MHC molecules: Qa-2 (Comiskey et al., 2003), H2-Bl (Guidry and Stroynowski, 2005) and, more recently, H2-M3 (Andrews et al., 2012). Some have argued that there simply is no ortholog of HLA-G in the mouse (Parham, 1996). In contrast, the other nonclassical HLA molecule expressed in trophoblasts, HLA-E, has a clear murine ortholog, Qa-1, which also binds MHC class I leader peptides. Nevertheless, HLA-E bearing HLA-G peptide does not bind to murine CD94/NKG2A, and Qa-1 does not bind to human CD94/NKG2A (Gays et al., 2001; Miller et al., 2003). The significant differences between mouse and human pregnancy regarding gestation time and depth of trophoblast invasion (Arck and Hecher, 2013) might preclude the need for the existence of an HLA-G ortholog to induce and maintain long-term immune tolerance at the maternal-fetal tolerance. Currently, the only
organisms besides humans where there is evidence for an HLA-G are non-human primates, much less versatile models than rodents (Golos et al., 2010).

1.3.5.2. Interplay between HLA-G and HLA-E

There is controversy in the field regarding the relative contributions of HLA-G and the other nonclassical MHC molecule expressed by EVT, HLA-E, for fetus-induced immune tolerance. The initial experiments establishing the inhibitory properties of HLA-G were performed using an MHC class I deficient lymphoblastoid cell line, LCL721.221, which does not reflect the specific MHC class I expression pattern of EVT. This discrepancy is important; HLA-C and HLA-E are well-known inhibitors of NK cell function, through binding to the inhibitory KIR2DL and CD94/NKG2A receptors, respectively (Boyington et al., 2000; Braud et al., 1998; Winter and Long, 1997). Furthermore, overexpression of HLA-G (or HLA-C) in LCL721.221 cells upregulates surface expression of HLA-E (Lee et al., 1998; Navarro et al., 1999). This phenomenon is due to the fact that HLA-E presents leader peptides of MHC class I molecules, including HLA-G (Lee et al., 1998). In fact, loading HLA-E with an HLA-G-derived nonamer peptide results in the highest interaction affinity with CD94/NKG2, when comparing across peptides derived from different HLA proteins (Llano et al., 1998). This observation suggests that, in EVT, HLA-E mainly presents HLA-G-derived peptides. Therefore, NK cell inhibition by HLA-G+ EVT could be achieved by interaction of NK inhibitory receptors either directly with surface HLA-G, and/or with HLA-E complexed with an HLA-G-derived peptide, leading some to propose that the main role of HLA-G expression in trophoblasts is to boost HLA-E expression (Bainbridge et al., 2001; Guleria and Sayegh, 2007). It would be interesting to revisit the experiments showing HLA-G sufficiency to block NK cell responses using a wild-type and a modified HLA-G construct with a mutated leader peptide sequence that could not
be presented by HLA-E. Or, perhaps even better, test whether ectopically expressing HLA-G in cells where HLA-E has been genetically deleted still provides protection against NK cells. These experiments would bring one closer to teasing apart the contributions of these two nonclassical MHC molecules to tolerance induction by trophoblasts.

1.3.5.3. Trogocytosis and intracellular signaling

In addition to all the processes discussed above, there is a more recently proposed mechanism for HLA-G-induced immune tolerance: HLA-G trogocytosis. As hinted by its name, derived from the Greek *t rog o* – to nibble – trogocytosis consists of membrane protein transfer between cells during contact. Importantly, trogocytosis involves the transfer of membrane fragments, not individual molecules, signifying that some proteins are transferred passively between donor and acquirer cells. Despite having been first observed in immune cells in the late 1990s (Huang et al., 1999; Patel et al., 1999), its prevalence, mechanism of action, and purpose remain unclear. NK cells (Caumartin et al., 2007) and T cells (LeMaoult et al., 2007) can acquire HLA-G in this manner. Strikingly, HLA-G acquisition was shown to confer the recipient cells an immune suppressive phenotype in both studies. In myeloma patients, HLA-G trogocytosis has been correlated with a poor prognosis (Brown et al., 2012). The authors showed that T cells were the preferential recipients of HLA-G from malignant myeloma cells, conferring them a suppressor phenotype (Brown et al., 2012). More recently, HLA-G trogocytosis has been confirmed in human pregnancy (Tilburgs et al., 2015b). But why evolve a system where HLA-G is transferred between cells if HLA-G is already a cell surface molecule that can bind inhibitory receptors on the surface of multiple immune cells? One possible answer may lie with its main receptor on lymphocytes, KIR2DL4. Unlike all
other KIRs, KIR2DL4 is not continuously on the cell surface of NK cells. Instead, it mostly resides in endosomes, where it signals upon binding to HLA-G. A series of studies carried out by Rajagopalan and Long revealed that HLA-G interaction with KIR2DL4 in the endosome results in pro-inflammatory and pro-angiogenic cytokine production characteristic of decidual NK cells during spiral artery remodeling (Rajagopalan et al., 2010). In fact, treatment of peripheral NK cells with a soluble form of HLA-G triggers a transition into a decidual NK cell-like global gene expression profile (Rajagopalan and Long, 2012). One can envision that HLA-G trogocytosis by NK cells at the maternal-fetal interface allows for more prolonged KIR2DL4-mediated signaling.

1.3.5.4. Trophoblast-specific HLA expression

Three decades ago, EVT were first found to express MHC molecules other than the classical HLA-A and HLA-B molecules (Redman et al., 1984). This seminal observation led to the identification of a novel unusual MHC molecule in trophoblasts (Ellis et al., 1986). Later named HLA-G, it was found to be expressed uniquely in EVT (Kovats et al., 1990). Since then, HLA-G has been regarded as a central molecule in immune tolerance induction at the maternal-fetal interface (Table 1). However, despite substantial effort, the mechanism by which the EVT-specific expression of HLA-G is obtained has remained elusive.
## Table 1. Milestones in HLA-G biology

<table>
<thead>
<tr>
<th>Year</th>
<th>Milestone</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1982</td>
<td>Detection of a novel HLA class I gene using Southern blot</td>
<td>(Orr et al., 1982)</td>
</tr>
<tr>
<td>1984</td>
<td>EVT express HLA molecules other than HLA-A or HLA-B</td>
<td>(Redman et al., 1984)</td>
</tr>
<tr>
<td>1986</td>
<td>Novel HLA molecule with short cytoplasmic tail found in trophoblasts</td>
<td>(Ellis et al., 1986)</td>
</tr>
<tr>
<td>1987</td>
<td>6.0 kb HindIII restriction fragment cloned from HLA locus: HLA 6.0</td>
<td>(Geraghty et al., 1987)</td>
</tr>
<tr>
<td>1990</td>
<td>HLA6.0 is renamed HLA-G, the newest HLA class I gene</td>
<td>(Bodmer et al., 1990)</td>
</tr>
<tr>
<td>1990</td>
<td>HLA-G is uniquely expressed in EVT</td>
<td>(Kovats et al., 1990)</td>
</tr>
<tr>
<td>1994</td>
<td>HLA-G is sufficient to inhibit decidual NK cell killing</td>
<td>(Chumbley et al., 1994)</td>
</tr>
<tr>
<td>1996</td>
<td>HLA-G is sufficient to inhibit peripheral NK cell killing</td>
<td>(Pazmany et al., 1996)</td>
</tr>
<tr>
<td>1996</td>
<td>Detection of HLA-G expression in blood cancers</td>
<td>(Amiot et al., 1996)</td>
</tr>
<tr>
<td>1996</td>
<td>HLA-G presents peptides</td>
<td>(Diehl et al., 1996)</td>
</tr>
<tr>
<td>1998</td>
<td>Detection of HLA-G expression in solid tumors</td>
<td>(Paul et al., 1998)</td>
</tr>
<tr>
<td>2000</td>
<td>The proximal promoter of HLA-G is defective</td>
<td>(Gobin and van den Elsen, 2000)</td>
</tr>
<tr>
<td>2001</td>
<td>HLA-G polymorphisms are associated with pregnancy complications</td>
<td>(O’Brien et al., 2001)</td>
</tr>
<tr>
<td>2005</td>
<td>Crystal structure of HLA-G</td>
<td>(Clements et al., 2005)</td>
</tr>
<tr>
<td>2007</td>
<td>HLA-G can be transferred to effector immune cells via trogocytosis</td>
<td>(LeMaoult et al., 2007)</td>
</tr>
<tr>
<td>2012</td>
<td>HLA-G induces quiescence in peripheral NK cells</td>
<td>(Rajagopalan and Long, 2012)</td>
</tr>
<tr>
<td>2015</td>
<td>HLA-G trogocytosis at the maternal-fetal interface</td>
<td>(Tilburgs et al., 2015b)</td>
</tr>
</tbody>
</table>

### 1.4. Tissue-specific gene regulation

Tissue-specific gene expression is primarily regulated at the transcriptional level by cis-regulatory DNA elements – enhancers – which can be as far as 1 Mb away from the gene they regulate. Long-range enhancer-promoter interactions are crucial in the control of cell type-specific gene expression, with classical examples including the $\beta$-globin and Hox gene loci (Heinz et al., 2015; Holwerda and de Laat, 2012). Unexpectedly, genome-
wide association studies (GWAS) have revealed that the majority (90%) of disease-associated genetic variants occur in noncoding portions of the genome (Maurano et al., 2012), suggesting that enhancers may also play a role in disease.

The term “enhancer” was first coined to describe sequences derived from the SV40 virus capable of “enhancing” the expression of a heterologous gene in human cells regardless of their position or orientation relative to it (Banerji et al., 1981). Far from being readily accepted, it took over one decade for the scientific community to integrate this new concept. How could an enhancer regulate a gene regardless of being upstream or downstream thousands of base pairs away? Two main models emerged to explain these surprising results: the scanning model and the looping model. In the first, RNA polymerase or a transcription factor binds to the enhancer (the “entry site”), scans along the DNA until it reaches the closest promoter, and activates transcription. In the latter, the enhancer directly interacts with the promoter via transcription factors bound to it, forming a DNA “loop” (Ptashne, 1986). By 1989, a series of experiments to prove the looping model had been done. In one experiment, activation of two nearby promoters by an enhancer was found to be equivalent. This result refuted the scanning model, which predicted that the promoter closer to the enhancer should be more strongly activated (Heuchel et al., 1989). A second experiment further disproved the scanning model, while lending further support for the looping model. In this study, tethering of an enhancer sequence directly to the promoter via streptavidin or avidin resulted in higher transcriptional activity, suggesting that enhancers indeed loop onto their target promoters to activate transcription (Mueller-Storm et al., 1989). In light of these findings, a new question arose: how do distant enhancers discriminate between promoters and only activate the right one?
1.4.1. Seeing the genome in 3D

Already in the 1980s, it was evident that the genome was partitioned into domains inside the nucleus. It was hypothesized at the time that this organization was important not only for compaction of chromatin to fit into the nucleus, but also for the creation of isolated gene expression domains (Kellum and Schedl, 1991). In addition, it had been found that actively transcribed genes preferentially associate with the nuclear matrix, a network of “scaffold” fibers throughout the nucleus that maintains its structure along with the nuclear lamina (Ciejek et al., 1983). The next year, Laemmli and co-workers described Scaffold Attachment Regions (SARs) in the Drosophila genome, conserved sequences found across the genome responsible for attachment of the genome to the nuclear matrix (Mirkovitch et al., 1984). Two years later, analogous sequences were described in the mouse genome, Matrix Attachment Regions (MARs). MARs were described as being constitutive, with the same matrix contact occurring whether a given gene is active or silent (Cockerill and Garrard, 1986). These regions are collectively known today as S/MARs (Heng et al., 2004).

In 1991 the term “insulator” was introduced in the lexicon of transcriptional regulation, after the demonstration that the boundary elements flanking a Drosophila heat shock gene locus can “insulate” a heterologous gene from the influence of regulatory elements outside the region defined by the boundary elements, or “insulators” (Kellum and Schedl, 1991). This work established that the genome is divided into independent transcriptional units. In vertebrates, insulators bind the protein CTCF (CCCTC-binding factor) (Bell et al., 1999; Dowen et al., 2014). Of note, the orientation of CTCF binding sites determines the direction of chromatin looping. Inversion of CTCF binding sites in the genome leads to a dramatic reconfiguration of the genome topology and changes in gene expression.
In addition to CTCF, insulators require the cohesin complex that is recruited by CTCF. Together, CTCF and cohesins are involved in chromatin looping and creation of insulated regulatory domains. Even though the molecular details of CTCF and cohesin interactions are still not fully understood, they provide a conceptual basis to understand how enhancer-promoter communication is moderated by the 3D genome organization (Phillips and Corces, 2009; Vietri Rudan and Hadjur, 2015).

At the turn of the century, the importance of long-range chromatin interactions and chromatin architecture were well established. However, the study of genome organization was limited by the lack of tools to assess individual physical interactions between enhancers and promoters. What if one could sequence the genome in 3D? Fortunately, a new technique suited to address this problem was just being developed in the laboratory of Nancy Kleckner: Chromatin Conformation Capture (3C). The principle behind 3C is the use of chemical cross-linking to fix all the interactions between different loci. The fixed chromatin is then isolated, digested with a restriction enzyme, ligated at low concentrations to ensure that only interacting regions ligate, and analyzed by PCR (Dekker et al., 2002). The steps of a 3C experiment are outlined in Figure 1.4.1.1.

![Figure 1.4.1.1. Chromatin Conformation Capture (3C).](image)
A 3C experiment encompasses four main steps: chromatin cross-linking, restriction digest with an enzyme recognizing sites flanking the regions of interest (“Region 1” and “Region 2”), ligation at the resulting restriction fragments at low concentrations, and PCR detection of interaction between “Region 1” and “Region 2”. RE, restriction enzyme.

This conceptually simple technique was quickly revealed to be extremely powerful. Fast-forwarding almost 15 years, 3C and its variants have been used to reveal the structure of whole genomes. The variants include 4C (Circular 3C), where one region of interest can be tested for physical interactions against the rest of the genome, 5C (Carbon Copy 3C), which uses high-throughput sequencing to analyze a complex library containing all interactions within a given locus, and, finally, Hi-C, which generates lower resolution chromosome-wide maps of interactions (de Wit and de Laat, 2012). What have we learned?

1.4.2. Chromatin is a TAD more organized than we thought

In 2012, the concept of Topological Associated Domain (TAD) emerged from work in Drosophila and in mice using whole genome Hi-C techniques (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012). These seminal studies were the first to provide evidence that, far from being random, chromatin folding at the sub-megabase level is partitioned into a succession of TADs, characterized by strong anchoring points in the absence of transcriptional output, and remarkably consistent across cell types of a given species. In fact, TAD boundaries also display conservation across species, suggesting the existence of evolutionary pressure.
What are the factors that drive chromatin folding into TADs? Interestingly, various histone modification patterns align well with TADs, namely the repressive chromatin marks dimethylation of histone H3 at lysine 9 (H3K9me2), and trimethylation of histone H3 at lysine 27 (H3K27me3), suggesting a role in TAD formation. However, analysis of mutant mice lacking each one of these marks yielded no alterations in size or position of TADs (Nora et al., 2012). Instead, TAD organization seems to be determined mostly by discrete elements at the boundaries. In agreement with this model, deletion of a multi-kb region encompassing a boundary between TADs on the X chromosome in mouse ES cells resulted in ectopic contacts between the two TADs. This control is not complete, however, as the TADs did not completely merge, indicating the involvement of elements within TADs (Nora et al., 2012). In agreement with these observations, inversion of a 2.7 Mb region spanning two TADs in the murine HoxD locus (chromosome 2) also did not provoke mixing of the two TADs (Lonfat et al., 2014). Whether these internal sequences function to maintain TAD integrity physiologically or only when boundaries between TADs are disrupted remains unclear.

What is the nature of inter-TAD boundaries? Are they relevant? The current paradigm states that boundaries are not involved in TAD creation. Yet, once TADs are formed, they play a key role in maintaining TADs perfectly isolated from one another. Dissecting the properties of the putative elements at the borders between TADs (and perhaps within TADs?) responsible for their formation is revealing to be difficult, as forced mixture of two adjacent TADs has not yet been accomplished. Nevertheless, some general features have arisen already: TAD boundaries display the highest concentrations of bound CTCF in the mammalian genome and correspond to highly GC-rich regions (Lonfat and
Duboule, 2015). An additional factor that may play a role in the formation of TAD boundaries is the location of Lamina Associated Domains (LADs) in the genome. Recently, Hi-C experiments have revealed that TADs form yet higher-order chromatin structures, “metaTADs”. More than half of metaTAD boundaries were found to overlap with LADs (Fraser et al., 2015). LADs are regions of the genome that contact the nuclear lamina, and are characterized by low levels of transcriptional activity, repressive histone marks and low gene density (Guelen et al., 2008; Kind et al., 2015). Indeed, association of genes with the nuclear lamina often coincides with their repression during differentiation. Conversely, loss of association with the nuclear lamina and delocalization away from the nuclear periphery often tallies with transcriptional activation (Kosak et al., 2002). Strikingly, this apparent link between transcriptional activity and association with the nuclear lamina was demonstrated by studies where forced association of a gene with the nuclear lamina via protein tethering led to silencing of that gene (Reddy et al., 2008).

A deeper understanding of how chromatin structure is formed, regulated, and how it impacts gene regulation is crucial in both physiological and disease settings. There exist various reports of enhancer hijacking in cancer, where chromosomal rearrangements bring enhancers in close proximity to proto-oncogenes, resulting in their aberrant expression (Drier et al., 2016; Groschel et al., 2014; Northcott et al., 2014). But only very recently was it found that disrupting chromatin structure could achieve the same result in tumor cells. Microdeletions disrupting CTCF-insulated chromatin neighborhoods, leading to the activation of proto-oncogenes by enhancers normally located outside of the neighborhood, have been recently described in leukemia (Hnisz et al., 2016). In addition, studies where a human regulatory region was inserted in the mouse genome at an ectopic site in trans (i.e. on a different chromosome) found that the regulatory region
sampled a limited space in the genome and only activated its target gene in cells where inter-chromosomal contact was established, illustrating the importance of 3D genome organization as a moderator of gene regulation (Noordermeer et al., 2011). Yet, the paramount importance of genome 3D architecture in gene regulation has been most dramatically demonstrated by recent work where forced chromatin looping was shown to be sufficient to re-activate expression of a developmentally silenced gene (Deng et al., 2012; Deng et al., 2014).

1.4.3. Impact of chromatin structure on immune gene regulation

Importantly, chromatin higher-order structure and long-range interactions have been shown to play a role in MHC gene regulation. Jeremy Boss and colleagues were the first to provide evidence of the involvement of chromatin looping in MHC gene expression. Sequence analysis of the MHC class II locus revealed the existence of intergenic RFX-binding sites in addition to the X-Y elements present in the classical promoters of MHC class II genes. One of these intergenic elements, XL9, is located between the HLA-\textit{DRB1} and HLA-\textit{DQA1} genes, which are separated by 44 kb. Curiously, XL9 displayed high levels of chromatin acetylation, indicative of regulatory activity, yet did not bind RFX, and did not possess either enhancer or repressor activity. Instead, the authors found that XL9 bound CTCF and associated with the nuclear matrix (Majumder et al., 2006). In subsequent studies, CTCF was found to mediate a long-range chromatin looping interaction between the promoters of HLA-\textit{DRB1} and HLA-\textit{DQA1}. Disrupting this interaction by depleting CTCF led to a marked reduction in the expression of these genes (Majumder et al., 2008). To date, there is no report of enhancer looping in the MHC class I locus. Could there be a distant enhancer controlling the trophoblast-restricted expression of HLA-G?
1.5. Transcriptional regulation of HLA-G

Despite decades of work delineating the transcriptional regulation of MHC genes, the mechanisms behind HLA allele-specific expression are not fully understood. In particular, how the tissue-specific expression of HLA-G is accomplished remains unknown. The first efforts to unravel HLA-G regulation focused on dissecting the “classical” promoter of HLA-G. Every HLA gene contains this conserved classical promoter sequence, which is responsible for both basal and induced gene expression (Kobayashi and van den Elsen, 2012). The classical promoter region of MHC class I genes harbors several well-defined regulatory motifs: Enhancer A, Interferon-Stimulated Response Element (ISRE) and the SXY module (Solier et al., 2001). Enhancer A is bound by NF-κB, downstream of TNF-α signaling, while the ISRE binds IRF1, mediating IFN-γ-induced HLA upregulation (Solier et al., 2001). SXY sequences are recognized by ATF1 and CREB1 transcription factors, as well as by the RFX complex (RFX5, RFXAP and RFXANK). The current paradigm states that these transcriptional regulators are assembled in an enhanceosome complex via association with the transactivator NLRC5, resulting in MHC class I gene expression (Kobayashi and van den Elsen, 2012; Meissner et al., 2012a; Meissner et al., 2012b).

The original wave of studies on HLA-G transcriptional regulation, performed in the laboratory of Peter van den Elsen, revealed almost one motif at a time that the classical promoter of HLA-G is mostly non-functional. The first report of a non-functional element within the HLA-G promoter focused on Enhancer A (Gobin et al., 1998). This regulatory element can be further subdivided into κB1 and κB2 sites, which bind NF-κB. NF-κB itself is a heterodimeric transcription factor composed of two Rel proteins, p50 and p65. The authors found that the HLA-G promoter version of the κB1 and κB2 sites bind the
p50 subunit of NF-κB, but not p65, rendering it unresponsive to TNF-α stimulation. Yet, the HLA-G κB2 site was still bound by Sp1, a ubiquitously expressed transcription factor (Gobin et al., 1998). The following year, the HLA-G promoter ISRE element was found to be partially deleted and unresponsive to IFN-γ stimulation (Gobin et al., 1999). Curiously, two alternative putative elements were later identified near this defective ISRE, but they were found to be equally non-functional (Chu et al., 1999; Lefebvre et al., 2001). Finally, the SXY module, comprising the S, X1, X2 and Y elements of the classical promoter, was also found to be divergent in the HLA-G promoter: even though the X1 element can bind to RFX factors and Sp1, the X2 and Y elements are not functional (Gobin and van den Elsen, 1999, 2000; Rousseau et al., 2000). Altogether, these data demonstrated that the classical promoter of HLA-G could not explain its trophoblast-restricted expression. If anything, it may be part of the reason why most cell types do not express HLA-G. Of note, EVT do not express NLRC5 (Tilburgs et al., 2015a), preventing, in theory, the assembly of the MHC enhanceosome. A schematic of the classical promoter of HLA-G can be found in Figure 1.5.1.

Figure 1.5.1. The classical promoter of HLA-G is defective.

Despite its similarity in structure with other MHC class I gene promoters, the HLA-G classical promoter harbors mostly non-functional versions of the regulatory elements found (Solier et al., 2001). The HLA-G promoter fails to be transactivated by NF-κB,
Recently, post-transcriptional regulation at the 3’ untranslated region (UTR) of HLA-G has been proposed to play a role in HLA-G repression in non-trophoblast cells. A few years after the discovery of HLA-G, in 1993, a 14 bp indel polymorphism was identified in the 3’UTR of HLA-G (Harrison et al., 1993). It then took one decade to observe that the presence of the 14 bp insertion in the genome leads to increased half-life of HLA-G mRNA (Rousseau et al., 2003), and yet another decade to elucidate the mechanism behind this difference in mRNA stability: the 14 bp indel overlaps with miRNA binding sites! The authors found that miR148a and miR152 downregulate HLA-G expression; these miRNAs are expressed at low levels in trophoblasts compared with all tissues assessed (Manaster et al., 2012). Yet, similar to the work on the HLA-G promoter, these data shed light on how HLA-G expression is repressed in most cells, not on how it is specifically activated in trophoblasts. The field then turned to analyzing sequences upstream of HLA-G. Could there be unique enhancer sequences dedicated to the transcriptional regulation of HLA-G that would compensate for or cooperate with the defective HLA-G classical promoter?

A series of elegant experiments using transgenic mice led to the identification of a Locus Control Region (LCR) located 1 kb upstream of the HLA-G promoter. In brief, transgenic mouse embryos carrying either the full 6 kb of the HLA-G gene or a 5.7 kb 5’ truncated version were created. HLA-G was expressed in trophoblasts in the placenta of embryos carrying the full length HLA-G gene. Surprisingly, however, the truncated version of HLA-
G was expressed in mesenchymal cells in the placenta instead (Yelavarthi et al., 1993). In a subsequent study, replacing the 5’ upstream sequence, first exon, and first intron of HLA-G with the corresponding sequences from HLA-A created a hybrid gene that was ubiquitously expressed in transgenic animals (Schmidt et al., 1993). Together, these experiments established that a 250 bp region 1 kb upstream of HLA-G, LCR, is critical to control tissue-specific HLA-G expression. A second pair of in vitro experiments found that the LCR sequence binds trophoblast-specific transcription factor complexes; their identity, however, remains to be determined (Moreau et al., 1998; Moreau et al., 1997). Nevertheless, subsequent studies identified three functional CREB/ATF binding sites within the LCR (Gobin et al., 2002). This was an interesting finding at the time, as these upstream elements might compensate for the defective X2 element in the HLA-G classical promoter, which is also a CREB/ATF binding site in other HLA class I genes (Solier et al., 2001). However, in our hands, addition of all three CREB/ATF binding sites upstream of the HLA-G classical promoter did not result in reporter gene activity in the HLA-G+ JEG3 trophoblast cell line (the promoter alone has no activity). Still, the same hybrid construct was active in the HLA-G negative 293T cell line, demonstrating that the sites are indeed functional. In any scenario, this mechanism would not suffice to explain trophoblast-specific HLA-G expression, as CREB1 and ATF1 are ubiquitously expressed transcription factors. Subsequent studies focused on the HLA-G LCR candidate described a RREB-1 binding site. Transfection with RREB-1, a transcriptional repressor that acts via recruitment of chromatin modifiers, was shown to repress reporter gene activity driven by a construct containing the LCR and the HLA-G proximal promoter, leading the authors to propose that RREB-1 represses HLA-G expression in HLA-G negative cells (Flajollet et al., 2009). However, RREB-1 is highly expressed in EVT and JEG3 cells (Ferreira et al., 2016; Tilburgs et al., 2015a), casting doubt on this
hypothesis. Furthermore, in our hands, the *HLA-G* LCR was able to drive gene expression when combined with the *HLA-G* promoter in both *HLA-G*⁺ and *HLA-G*⁻ cell lines, indicating that it is not cell-type specific.

Recently, a negative regulatory region overlapping with a Long Interspersed Element (LINE) 4 kb upstream of *HLA-G* has been described: LINE1 (represented together with other upstream regulatory elements in Figure 1.5.2). LINE sequences are part of a group of retrotransposons, highly repetitive elements found in eukaryotic genomes originated through integration of retroviruses. The LINE1 element upstream of *HLA-G*, shown to repress gene expression, is very AT-rich (ca. 60%), presenting a high probability of forming hairpin loops. It has been proposed that these loops are involved in repressing HLA-G expression (Ikeno et al., 2012), but how this mechanism is prevented in HLA-G⁺ trophoblasts remains unknown.

![Figure 1.5.2. Nonclassical regulatory elements upstream of *HLA-G*.](image)

Schematic summarizing the main regulatory elements upstream of *HLA-G*. In addition to the LINE1 (Long Interspersed Nuclear Element 1) and LCR (Locus Control Region) elements, a Progesterone Responsive Element (PRE) and a Heat Shock Element (HSE) are also represented. The PRE was shown to be involved in progesterone-induced upregulation of HLA-G (Yie et al., 2006a; Yie et al., 2006b), while the HSE was shown to
mediate stress-mediated upregulation of HLA-G (Ibrahim et al., 2000). All
distances, in base pairs (bp), are relative to the start of the classical promoter of HLA-G.
Transcription factors in green are activators of HLA-G expression, while those in red are
suppressors of HLA-G expression. The bent arrow denotes the transcription start site.

The question thus remains: how is HLA-G expression accomplished specifically in EVT?
Traditionally, enhancer discovery has relied on examining features predictive of
enhancer activity, such as chromatin accessibility, DNA and chromatin covalent
modifications, and sequence conservation between species (Consortium, 2012). This
approach has been successfully used to gain important insights into immune gene
regulation, such as the discovery of enhancers controlling the expression of murine
Foxp3, a transcription factor governing the commitment and stability of regulatory T cells
(Zheng et al., 2010). However, substantial differences in regulatory sequences between
species limit the ability to derive conclusions from model organisms regarding human
gene regulation. In particular, the MHC locus differs significantly between mouse and
humans (Yuhki et al., 2003), and HLA-G lacks a clear ortholog in mice.

What if one could interrogate the HLA-G locus for enhancer activity directly? The first
enhancers described were SV40-derived strong enhancers that increased β-globin gene
expression 200-fold at the mRNA level. In addition, the authors could quantify β-globin
protein levels (Banerji et al., 1981). What if the enhancer being tested has a weaker
effect? Or the target gene has a low expression level to start with? By the beginning of
the 1980s, cell-free systems to study eukaryotic mRNA synthesis were in place (Manley
et al., 1980; Weil et al., 1979). In theory, one could utilize such systems using different regulatory DNA elements as templates and then measure the amount the mRNA produced using different regulatory DNA elements. However, it was not clear at the time whether such cell-free systems would respond to regulatory signals, and quantifying RNA was laborious and inaccurate. Ideally, the elements being tested would be linked to the expression of an invariant gene whose activity could be easily measured: a “reporter gene”. The first version of a reporter gene was chloramphenicol acetyltransferase (CAT). CAT activity was quantified by measuring the acetylation of radioactively labeled chloramphenicol using silica gel thin layer chromatography (Gorman et al., 1982). The labor-intensive CAT system was quickly replaced with firefly luciferase. In the presence of its substrate, luciferase catalyzes two reactions, which culminate in the emission of light in the form of luminescence. In addition to being faster and more facile to assay, luciferase has been estimated to be up to 1,000-fold more sensitive to changes in transcriptional output than CAT (de Wet et al., 1987). Yet, a challenge remains: what if one wants to test many regions for enhancer activity? Still today, enhancer candidates (usually resulting from epigenetic or chromatin accessibility mapping) are typically tested one by one by cloning them into a promoter-containing luciferase reporter gene plasmid.

We decided to tackle the question of trophoblast-specific HLA-G expression using a high-throughput unbiased approach: a massively parallel reporter assay (MPRA) (Melnikov et al., 2012). Building on the recent advances in DNA synthesis and sequencing, MPRA allows one to functionally test 12,000 enhancer candidates at once. In brief, enhancer candidates up to 200 bp long, in order to prevent misspellings, are synthesized and cloned into a library with 12,000 plasmids. These plasmids all share the same backbone, invariant promoter and luciferase gene. However, each one of them...
has a unique DNA tag at the end of the luciferase gene, such that the mRNA produced by each one of them can be traced back to its template construct by RNA-seq. The resulting complex enhancer library is transfected into the cell line of interest, followed by mRNA purification, cDNA synthesis and high-throughput sequencing. Thanks to RNA-seq, it is possible to quantify enhancer activity in the most direct possible way: increase in the number of mRNA molecules produced by a given enhancer construct over the median of the 12,000 constructs being simultaneously tested (Melnikov et al., 2012).

Unlike any other approach for enhancer discovery, MPRA allows the direct functional interrogation of a locus without any prior knowledge about its regulatory landscape. We carried out an MPRA tiling the entire HLA-G locus, defined by us as a 37 kb region encompassing the sequence upstream of HLA-G until the nearest 5' gene and the entire HLA-G gene, searching for previously unidentified enhancers that might explain the trophoblast-specific expression of HLA-G (Figure 1.5.3).

![Figure 1.5.3](image_url)

**Figure 1.5.3. Strategy to functionally dissect the HLA-G locus using MPRA.**

(Top) Partially overlapping 121 bp-long oligonucleotides covering a 27 kb region encompassing the HLA-G gene and the region until the upstream gene, HCG4, were synthesized and cloned into an invariant promoter-luciferase plasmid library (12,000
(Continued) each luciferase plasmid RNA-seq tag is unique, illustrated here by a color code (red, green, blue, yellow). After transfection into JEG3 cells, expression of the library, RNA isolation, library preparation, and sequencing, the enhancer activity of each cloned element is determined by quantifying the number of mRNA molecules transcribed from each plasmid (sequencing counts), represented here by the numbers next to the mRNA molecules on the right.

In the present study, we describe a novel trophoblast-specific enhancer of HLA-G expression located 12 kb upstream of HLA-G. Unlike previously described regions, this 121 bp-long regulatory element, Enhancer L, is active specifically in HLA-G\(^+\) cells. Moreover, Enhancer L is absolutely required for HLA-G expression in JEG3 cells and in primary EVT, as shown by CRISPR/Cas9-mediated genomic excision. Chromatin conformation capture (3C) and immunoprecipitation (ChIP) assays support a model where Enhancer L loops into the core promoter of HLA-G upon association with trophoblast CEBP and GATA transcription factors previously involved in trophoblast development and function. These findings establish chromatin looping mediated by lineage-specific transcription factors as a premier mechanism governing tissue-specific gene expression at the maternal-fetal interface.
CHAPTER 2: The discovery of Enhancer L, a trophoblast-specific enhancer of HLA-G expression

2.1. Identification of a trophoblast-specific Enhancer 12 kb upstream of HLA-G

In order to systematically interrogate the HLA-G locus for active cis-regulatory elements, we set up a Massively Parallel Reporter Assay (MPRA) screen (Melnikov et al., 2012). For this purpose, 12,000 partially overlapping 121 bp-long elements (tiles) spanning 27 kb of the HLA-G locus were synthesized, coupled to unique DNA tags, and cloned into plasmids containing an invariant promoter and a firefly luciferase reporter gene. For greater confidence, two different promoters were used in parallel libraries, a strong promoter (SV40P) and a minimal TATA box synthetic promoter (minP). The resulting libraries were co-transfected into JEG3 cells, an HLA-G⁺ choriocarcinoma cell line commonly used to model extravillous trophoblasts (EVT) (Pattillo and Gey, 1968). To measure the relative enhancer activity of each tested element, we performed high-throughput sequencing and quantified the relative abundance of each element’s tag reads in mRNA isolated from the transfected cells and in the pooled libraries. Enhancer activity was calculated as the median (cDNA count divided by the DNA count) of tags representing a tile, divided by the median ratio for all tags in a library. Nominal candidates were defined as any tile where enhancer activity measurements were >1 and p-values <0.05 for both biological replicates of each library transfection.

Our unbiased MPRA screen yielded several enhancer candidates upstream of HLA-G (Figure 2.1.1). We were able to retrieve 5008 tiles coupled with minP and 4992 tiles coupled with SV40P evenly distributed across the tiled 27 kb region. Of those,
approximately 50 tiles combined with each promoter reached p<0.05 in both biological replicates, represented in Figure 2.1.1, with ca. 20 of which displaying enhancer activity >2.

**Figure 2.1.1. Massively Parallel Reporter Assay (MPRA) covering the HLA-G locus.**

(Top) Enhancer activity of tiles upstream of the minP (circles) and SV40P (squares) promoters, calculated as the median count of any tags representing a tile, divided by the median ratio for all tags in the library, plotted against genomic coordinates (genome build hg19). Only tiles with p <0.05 for both biological replicates are shown. Top-ranked tiles are numbered in decreasing order of confidence. The most confident hit (1) is in red type and the region surrounding it highlighted with a red box. (Bottom) Schematic representing the location of the most confident hits from the MPRA relative to HLA-G, together with a negative control region (Neg).
The four most confident hits, indicated in Figure 2.1.1, were then carried on for further analysis using classical luciferase reporter gene assays. The most confident candidate, located 12 kb upstream of the HLA-G gene, was the only tile with enhancer activity greater than 2 with both promoters tested, displaying the highest enhancer activity with minP (8.4) and second highest enhancer activity with SV40P (12.4) overall. This region specifically enhanced firefly luciferase activity upstream of the minimal promoter by 20-fold in HLA-G+ JEG3 cells (Figure 2.1.2).

![Enhancer activity of MPRA candidates in JEG3 cells (HLA-G^+).](image)

**Figure 2.1.2.** Enhancer activity of MPRA candidates in JEG3 cells (HLA-G^+). Luciferase reporter gene activity in combination with the minP promoter. The most confident candidate is marked in red. Error bars represent SEM of replicates of a representative experiment (n = 2). Control, empty vector; Neg, negative control region.

We named this novel putative regulatory element *Enhancer L*, for being a long-range enhancer discovered with our unbiased enhancer screen. Importantly, *Enhancer L* was not active in HEK293T cells, an HLA-G negative control cell line (Figure 2.1.3). Moreover, this cell type-specific activity pattern was maintained even when *Enhancer L* was cloned in an inverted orientation (Figure 2.1.3), a classical hallmark of an enhancer element (Banerji et al., 1981). Of note, candidates numbers 3 and 4 from our MPRA
screen, located near or even partially overlapping with Enhancer L, respectively, displayed negligible activity in JEG3 cells (Figure 2.1.2). Altogether, these observations suggest that Enhancer L corresponds to a narrowly defined regulatory region in the HLA-G locus that may confer tissue-specific HLA-G expression to trophoblasts.

Figure 2.1.3. Enhancer L is a trophoblast-specific enhancer upstream of HLA-G.

Enhancer L remains active specifically in JEG3 cells when its direction is inverted. Control, empty vector; “L recnhnE”, inverted Enhancer L; RLU, Relative Luciferase Units. Error bars represent SEM of three independent experiments.

2.2. Enhancer L is essential for HLA-G expression in JEG3 cells

Next, we sought to investigate whether Enhancer L modulates endogenous HLA-G expression. Not long ago, deleting precise DNA regions in mammalian cells was an extremely long and laborious process, requiring two rounds of targeting: one to insert recombination sites (e.g. loxP or FRT) on the same chromosome via homologous recombination (HR), followed by treatment with a recombinase (e.g. Cre or Flp, respectively) to delete the sequence flanked by the recombination sites. This strategy was plagued by very low efficiencies (HR occurs at a frequency of one in $10^4$ to $10^7$
cells), and was mostly limited to mouse embryonic stem cells, which are more amenable to genome engineering via HR and can be clonally expanded and injected into blastocysts to give rise to whole animals. Human cells were virtually out-of-reach (Carroll, 2011; Lee et al., 2010). Those limitations were overcome with the advent of genome editing. Celebrated as a transformative technology that allows precise modifications in the human genome, genome editing is based on engineered DNA endonucleases that can be programmed to recognize and bind to any desired site in the genome. Upon binding to the target sequence, a double strand break (DSB) is introduced, which can be repaired in one of the following two ways. Non-homologous end joining (NHEJ) is an imperfect mechanism that often leads to small insertions or deletions (InDels). In contrast, HR relies on a closely matching DNA sequence to accurately repair the DSB. The past decade has witnessed the development of several generations of engineered nucleases. Meganuclease, also known as homing endonucleases, are naturally occurring DNA endonucleases characterized by an unusually long restriction site (14-40 bp) and the capacity to induce HR in mammalian cells (Arnould et al., 2011; Rouet et al., 1994). They represent the first class of endonucleases to be successfully engineered to recognize desired DNA sequences (Arnould et al., 2011; Seligman et al., 2002). However, targeting novel sequences often resulted in very low efficiency, prompting their replacement with zinc finger nucleases (ZFNs) and, later, transcription activator-like effector nucleases (TALENs). TALENs consist of two domains: a customizable DNA-binding domain consisting of several modules, which can be linked in tandem to recognize any DNA sequence with high specificity, and a DNA-cleaving domain derived from the FokI nuclease (Ding et al., 2013a; Hockemeyer et al., 2011; Urnov et al., 2005). Yet, the most significant innovation
in the field arose with the advent of clustered regularly interspaced palindromic repeats (CRISPR)/Cas9 technology.

The CRISPR/Cas9 system has quickly become the tool of choice to introduce targeted mutations in the genome due to its unprecedented editing efficiency and design simplicity. It consists of an endonuclease, Cas9, which introduces DSBs in any genomic sequence defined by homology with a co-expressed guide RNA (gRNA) (Hsu et al., 2014). Due to its high efficiency in generating biallelic deletions and ease of multiplexing, CRISPR/Cas9 is particularly well suited to perturb noncoding regions in the genome.

In order to directly target Enhancer L in JEG3 cells, we used a CRISPR/Cas9 dual guide approach (Mandal et al., 2014; Meissner et al., 2014) by targeting two gRNAs to sites flanking Enhancer L (Figure 2.2.1). We employed a Streptococcus pyogenes Cas9 linked via a self-cleaving 2A peptide to a green fluorescent protein (GFP) to facilitate identification of Cas9-expressing cells. GFP+ cells were sorted and plated at clonal density and the emerging single cell-derived colonies were transferred 10 days post-plating into 96-well plates. PCR analysis of CRISPR/Cas9 targeted single cell-derived clones was used to identify homozygous Enhancer L KO clones (Figure 2.2.1).

Figure 2.2.1. Dual CRISPR guide strategy to delete Enhancer L. (Left) Arrows represent the primers used for PCR screening. (Right) PCR screening of CRISPR/Cas9-
(Continued) targeted JEG3 single cell-derived clones. Green*, wild-type; yellow*, heterozygote; red*, null clone.

We observed a clonal targeting efficiency of 29.5%, with homozygous deletions occurring at a frequency of 8.7%. Four independent Enhancer L null clones and three WT clones were selected for further characterization. As expected, Sanger sequencing demonstrated excision of the DNA between the predicted Cas9 cleavage sites (3 bases 5’ of the PAM sequence), with three out of four clones having the same exact deletion of 154 bp (Figure 2.2.2).

Figure 2.2.2. Successful deletion of Enhancer L in JEG3 cells.

Sanger sequencing of four independent homozygous Enhancer L KO clones and three independent WT clones resulting from CRISPR/Cas9 targeting of Enhancer L (black box) in JEG3 cells using a dual CRISPR guide RNA approach. Binding sites for the gRNAs targeting Enhancer L are underlined and shaded. PAM motifs are italicized in green type.
(Continued) *Enhancer L* is part of a DNase I hypersensitive site (DHS) in JEG3 cells, as determined by genome-wide DNase-seq. EL, *Enhancer L*.

Strikingly, deletion of *Enhancer L* resulted in complete ablation of HLA-G expression, as determined by flow cytometry and quantitative Real Time PCR (qRT-PCR) ([Figure 2.2.3](#)). Surveying the whole genome for chromatin accessibility using genome-wide DNase-seq revealed that *Enhancer L* is located within a DNase I hypersensitivity site (DHS) in JEG3 cells ([Figure 2.2.2](#)), supporting the hypothesis that *Enhancer L* is indeed an active regulatory element in its endogenous chromatin context.

![Graph](#)

**Figure 2.2.3.** *Enhancer L* is required for HLA-G expression in JEG3 cells.

(Left) Combined FACS histogram demonstrating complete ablation of HLA-G surface expression in *Enhancer L* KO JEG3 clones. (Right) HLA-G transcript levels of *Enhancer L* KO clones, with JEG3 cells and HEK293T cells as controls. Error bars represent SEM of replicates of a representative experiment (n = 2).
2.3. Deletion of *Enhancer L* in JEG3 cells uniquely ablates HLA-G expression

Following our observation that *Enhancer L* is required for HLA-G expression, we then asked if *Enhancer L* acts specifically on HLA-G. Previous studies have identified enhancers that affect multiple genes spanning regions of hundreds of kb (Link et al., 2013; Melo et al., 2013). To investigate whether *Enhancer L* also regulates other genes in the HLA locus or elsewhere on chromosome 6, we sequenced polyA⁺ mRNA from three *Enhancer L* KO JEG3 clones, as well as three WT clones and two independent samples of the parental JEG3 cell line as controls. RNA-seq confirmed that *HLA-G* is completely ablated across all KO clones (Figure 2.3.1).

![RNA-seq confirmation](image)

Figure 2.3.1. RNA-seq confirms complete loss of *HLA-G* transcript in three independent *Enhancer L* KO JEG3 clones. Scale in FPKM (Fragments Per Kilobase of exon per Million fragments mapped) is indicated on the top right corner of each sample. EL, *Enhancer L*. 
Of note, HLA-G is the only completely ablated gene within 2 Mb of Enhancer L (Figures 2.3.2 and 2.3.3). Within this region, MICB is the only other gene with moderate expression (>10 FPKM in at least one condition) showing a more than 2-fold difference in expression levels. MICB is known to be induced upon genotoxic stress (Gasser et al., 2005) and is thus likely to be upregulated during the process of CRISPR targeting in a nonspecific manner, rather than as a result of Enhancer L deletion. The lack of other significant expression changes in the vicinity (+/- 2 Mb) of Enhancer L suggests that HLA-G is the only direct cis target of Enhancer L.

![Graph showing gene expression changes](image)

**Figure 2.3.2.** Enhancer L deletion specifically results in loss of HLA-G expression in a radius of 2 Mb centered on HLA-G.

The fold change in gene expression between combined WT and KO clones is plotted against genomic coordinates, each dot representing a gene. HLA-G is displayed in red (largest fold-change), while other HLA genes are displayed in blue (no change).
Figure 2.3.3. Heat map illustrating gene expression changes between Enhancer L WT and KO clones across a 2 Mb radius centered on HLA-G.

Ablation of HLA-G expression (in blue) is the most significant change observed. L2FC, logarithm base 2 of fold change in gene expression between the averages of three WT or three KO clones and the average of parental JEG3 cells. EL, Enhancer L; Red, gene upregulation; blue, gene downregulation; white, no change in gene expression in comparison to parental JEG3 cells.
Looking beyond chromosome 6, transcriptome-wide analysis revealed statistically significant differences in the expression of 321 genes using Cuffdiff (FDR<0.05). To rule out the possibility that these changes were caused by CRISPR/Cas9-induced off-target effects, we performed in silico off-target analyses of our Enhancer L gRNAs using the CRISPR design tool at crispr.mit.edu (Hsu et al., 2013). The top 50 predicted off-target sites yielded maximum scores of 3.3 for gRNA 1, and 0.9 for gRNA 2 (out of 100), suggesting that the observed global changes in gene expression are not likely to be a result of off-target cleavage at these sites. Gene set enrichment analysis (GSEA) of the most differentially expressed genes revealed statistically significant enrichment (FDR<0.05) for six gene sets, all of which are related to steroid hormone biosynthesis and GPCR signaling, processes expected to play a role in trophoblast physiology. Pair-wise comparison of all three experimental groups (WT, KO, parental JEG3), however, revealed that, in spite of the observed transcriptome-wide changes in gene expression, HLA-G was by far the most downregulated gene upon Enhancer L deletion at the whole transcriptome level (Figure 2.3.4), indicating that Enhancer L uniquely modulates HLA-G expression.

![Volcano plots](image)

**Figure 2.3.4.** Deletion of Enhancer L specifically abrogates HLA-G expression.

Transcriptome-wide pair-wise comparison between different genotypes, depicted as Volcano plots. X-axes represent log2 fold change in gene expression.
2.4. *Enhancer L* is required for HLA-G expression in primary extravillous trophoblasts

In order to confirm the role of *Enhancer L* in primary human trophoblasts, we obtained villi from first trimester human placental tissue and purified HLA-G⁺ EVT by flow cytometry (Tilburgs et al., 2015a). Cas9-2A-GFP and gRNAs targeting *Enhancer L* were successfully co-delivered into primary EVT using lentiviral particles, as assessed by GFP expression (Figure 2.4.1). As expected, *Enhancer L* deletion resulted in a significant decrease in HLA-G mRNA levels (74.12% ± 13.61 SEM, n = 3) (Figure 2.4.1).

*Figure 2.4.1. Figure 4. Enhancer L is necessary for optimal HLA-G transcription in primary EVT.* (Left) Transduction of first trimester HLA-G⁺ extravillous trophoblasts (EVT) with lentiviral Cas9 and *Enhancer L* gRNAs, assessed based on 2A peptide-linked GFP expression. BF, bright field (40X magnification). (Right) Reduction of HLA-G mRNA expression following *Enhancer L* deletion. Bars represent average ± SEM of three independent experiments. *, p<0.05, paired student’s t-test. EL, *Enhancer L.*

Loss of HLA-G surface expression as a result of lentiviral CRISPR/Cas9-mediated ablation of *Enhancer L* was first evaluated in JEG3 cells, which divide rapidly in culture.
We observed complete loss of HLA-G surface expression one week post-transduction in a large percentage of transduced cells (61.9% ± 1.93 SEM, n = 3) (Figure 2.4.2).

Figure 2.4.2. Lentiviral CRISPR/Cas9 deletion of Enhancer L in JEG3 cells.

Lentiviral transduction of JEG3 cells with Cas9-2A-GFP and two CRISPR guide RNAs targeting Enhancer L led to complete loss of HLA-G surface expression (n = 3). Cells successfully transduced with lentiviral particles containing the guide RNAs were selected with puromycin and analyzed one week post-transduction. EL, Enhancer L.

Detecting changes in HLA-G surface expression in primary EVT, however, is hampered by the unusually long half-life of HLA-G protein on the cell membrane (Davis et al., 1997), and the fact that primary EVT can only be cultured ex vivo for a short period of time (< 5 days). Despite these technical limitations, we were able to detect a significant reduction in HLA-G surface expression 5 days after targeting Enhancer L in primary EVT (60.71% ± 10.68 SEM, n = 3) (Figure 2.4.3).
**Figure 2.4.3. Enhancer L is necessary for HLA-G surface expression in EVT.**

*Enhancer L* deletion leads to significant reduction in HLA-G surface expression in primary EVT. One representative experiment is shown (n = 3). (D) Significant reduction in HLA-G surface expression upon *Enhancer L* deletion in primary EVT. Bars represent average ± SEM of three independent experiments. *, p<0.05, paired student’s t-test. MFI, Mean Fluorescence Intensity.

Successful genomic deletion of *Enhancer L* was confirmed by PCR sequencing (Figure 2.4.4). Altogether, our results demonstrate that *Enhancer L* is necessary for HLA-G expression in primary human EVT.

**Figure 2.4.4. Confirmation of successful Enhancer L deletion in primary EVT.**

(Left) PCR demonstrating successful *Enhancer L* genomic deletion in EVT using lentivirally delivered CRISPR/Cas9. An *Enhancer L* WT JEG3 cell clone (EL_WT) and a
(Continued) KO clone (EL_KO) were included as controls. (Right) Sanger sequencing confirmation of Cas9-mediated genomic deletion of Enhancer L in primary EVT. CRISPR gRNA binding sites are shaded, PAM motifs italicized in green type, and Cas9 cutting sites indicated with red arrowheads.
CHAPTER 3: Mechanistic characterization of trophoblast-specific HLA-G expression

3.1. *Enhancer L* is a distant regulatory element that loops into the HLA-G proximal promoter

Next, we aimed to characterize the mechanism by which *Enhancer L* activates HLA-G expression at a distance. The current model of long-range gene regulation postulates that remote cis-regulatory elements come into close proximity to the promoters of the genes they regulate via chromatin looping (Sexton and Cavalli, 2015). To test for the involvement of looping in *Enhancer L*–HLA-G promoter long-range communication, we carried out Chromatin Conformation Capture (3C) assays in JEG3 and HLA-G negative HEK293T cells (Figure 3.1.1).

![Diagram of 3C experiment](image)

**Figure 3.1.1.** Schematic representing the main steps in a 3C experiment.

These steps are: chromatin cross-linking, restriction digest, ligation at low DNA concentrations, and PCR-based detection of looping interactions. Our regions of interest (*Enhancer L* and the *HLA-G* promoter) and chosen restriction enzyme (DpnII) are used as examples.
We outlined a 3C strategy focused on these two regulatory regions by designing primers pointing towards DpnII restriction sites that flanked Enhancer L and the classical promoter of HLA-G, as depicted in Figure 3.1.2.

![Figure 3.1.2. Strategy for 3C analysis of the HLA-G locus.](image)

DpnII restriction sites flank the two regions of interest: Enhancer L, labeled in red, and the HLA-G classical promoter, given in blue. Primers in black amplify a product that serves as “loading control”, and primers in red and in blue were used to detect loop formation.

Following chromatin cross-linking, DpnII digestion and ligation of interacting DNA segments at dilute concentrations, we detected a looping interaction between Enhancer L and the classical promoter of HLA-G specifically in JEG3 cells (Figure 3.1.3).

![Figure 3.1.3. Enhancer L loops into the classical promoter of HLA-G.](image)

Enhancer L physically interacts with the classical promoter of HLA-G in JEG3 cells, but not in HLA-G negative HEK293T cells. C, Loading Control PCR product (322 bp); L,
(Continued) *Enhancer L*-classical promoter Looping interaction PCR product (640 bp), marked with a star.

We confirmed the nature of the resulting hybrid DNA molecule consisting of *Enhancer L* and the proximal promoter by TOPO cloning and Sanger sequencing of the PCR product (Figure 3.1.4).

![Figure 3.1.4. Sequence confirmation of the physical interaction between Enhancer L and the classical promoter of HLA-G detected by 3C.](image)

PCR amplicon shown in Figure 5B. Primer pointing away from the classical promoter is depicted in blue, primer pointing away from *Enhancer L* in red, and the DpnII restriction site where ligation of the contact regions occurred is enclosed by a gray-shaded box.

Of note, this looping interaction was absent in HEK293T cells (Figure 3.1.3), in agreement with the lack of *Enhancer L* activity in these cells (Figure 2.1.3).
3.2. MPRA-based scanning mutagenesis reveals motifs controlling *Enhancer L* activity

Having established *Enhancer L* as a *bona fide* enhancer upstream of *HLA-G*, we sought to identify the transcriptional regulators that mediate its action. To our surprise, truncation of *Enhancer L* invariably led to loss of enhancer activity in luciferase reporter gene assays, suggesting multiple active motifs spread across its length (Figure 3.2.1). 

![Figure 3.2.1. Systematic truncation of *Enhancer L* invariably results in loss of reporter gene activity.](image)

Luciferase reporter gene assays performed in JEG3 cells with constructs containing a strong SV40 promoter (n = 2).

To fine map the active regulatory motifs responsible for *Enhancer L* activity, we carried out an MPRA-based scanning mutagenesis at the single base pair resolution (Melnikov et al., 2012). In brief, we generated a total of 12,000 *Enhancer L* variants, representing all possible single substitutions, as well as small insertions or deletions at all positions. To reduce experimental noise, each variant was coupled to 16 tags on average, for a total of 200,000 distinct variant-tag combinations. As before, this complex library was co-transfected into JEG3 cells, followed by RNA harvesting and sequencing analysis. This
fine mapping of Enhancer L led to the identification of five putative regulatory motifs, consistent across both promoters tested (SV40P and minP). Subsequent in silico analysis using the TRANSFAC database (Matys et al., 2006) predicted binding of CEBP and GATA family transcription factors within these five motifs (Figures 3.2.2 and 3.2.3).

Figure 3.2.2. Identification of five putative regulatory motifs required for Enhancer L activity using MPRA-based scanning mutagenesis with an SV40 promoter.

Red bars indicate a significant change from original Enhancer L activity (Mann-Whitney U-test, 5% FDR); blue bars, not significant. The matrix represents the estimated additive contribution of each nucleotide to Enhancer L activity. Transcription factor binding site prediction was performed using the TRANSFAC database.
Figure 3.2.3. Identification of five putative regulatory motifs involved in Enhancer L activity using MPRA-based scanning mutagenesis with a minP promoter.

Red indicates a significant change from the original Enhancer L sequence (Mann-Whitney U-test, 5% False Discovery Rate – FDR); blue means not significant. The matrix represents the estimated additive contribution of each nucleotide to Enhancer L activity. Putative motifs (in red boxes) are numbered M1 through M5. CEBP and GATA consensus motifs according to the TRANSFAC database are shown on the right.

Reporter gene assays with truncated versions of Enhancer L lacking each one of these motifs (M1 through M5) showed that each one of them is essential for optimal Enhancer L activity in JEG3 cells (Figure 3.2.4).
Figure 3.2.4. Systematic deletion of the five putative motifs within *Enhancer L*.

(Continued) Each motif (M1-M5) was required for maximum *Enhancer L* activity in JEG3 cells, as measured by luciferase reporter gene activity (strong SV40 promoter) (n = 2). EL, *Enhancer L*.

### 3.3. CEBP and GATA factors regulate trophoblast-specific HLA-G expression

Motif sequence analysis alone does not allow discrimination between different members of transcription factor families. We reasoned that the transcription factors controlling HLA-G expression via *Enhancer L* must be highly expressed specifically in HLA-G⁺ trophoblasts. Microarray analysis of primary cells isolated from human placental tissue, and JEG3 cells, (Tilburgs et al., 2015a) revealed that *CEBPA, CEBPB, GATA2*, and *GATA3* are the most highly expressed genes within their respective transcription factor families (Figure 3.3.1).
Figure 3.3.1. Expression levels of genes belonging to the CEBP and GATA transcription factor families in primary trophoblasts and JEG3 cells.

Heat map generated with published microarray data using GenePattern, with dark blue representing lowest expression and dark red highest expression. VT, villous trophoblasts; EVT, extravillous trophoblasts; DSC, decidual stromal cells.

Our whole transcriptome RNA-seq analysis, confirmed high expression levels of CEBPB, GATA2, and GATA3 in JEG3 cells (Figure 3.3.2). In addition, a survey of publicly available gene expression profiles (BioGPS) revealed that these three transcription factors are highly co-expressed in human placenta, and also more restricted in expression to this tissue than any other CEBP or GATA transcription factor family member. Importantly, CEBPβ, GATA2, and GATA3 have been implicated in murine placental development and trophoblast-specific gene regulation (Begay et al., 2004; Cheng and Handwerger, 2005; Ma and Linzer, 2000), making them strong candidates for transcriptional regulators of HLA-G expression in human trophoblasts.
In order to test our prediction, we sought to determine whether CEBPβ, GATA2, and GATA3 bind to Enhancer L. Indeed, chromatin immunoprecipitation (ChIP) using validated ChIP-grade antibodies, followed by qPCR analysis (ChIP-qPCR), revealed a 40-fold enrichment for CEBPβ on Enhancer L. Similarly, a significant enrichment for GATA2 and GATA3 (5-fold) was detected on Enhancer L, indicating that, in JEG3 cells, endogenous CEBPβ, GATA2, and GATA3 associate with Enhancer L (Figure 3.3.3). In addition, all three factors were found to bind to the proximal promoter of HLA-G (Figure 3.3.3), providing further evidence for the existence of a chromatin loop between Enhancer L and the core promoter of HLA-G, possibly established by GATA2 and GATA3 (Chen et al., 2012; Deng et al., 2012).
Figure 3.3.3. CEBPβ, GATA2, and GATA3 associate with Enhancer L and with the classical promoter of HLA-G.

Assessed by ChIP-qPCR (n = 2). Control, positive control region predicted to be bound by the respective transcription factor according to ENCODE data; HBB promoter, negative control.

Of note, RNA Polymerase II (Pol II) associated with both Enhancer L and the HLA-G core promoter (Figure 3.3.4), suggesting that active transcription is involved in the formation of this long-range chromatin loop.

Figure 3.3.4. RNA Polymerase II associates with Enhancer L and with the classical promoter of HLA-G.

Assessed by ChIP-qPCR (n = 2). GAPDH 3’UTR was used as a positive control, and the HBB promoter as a negative control for Pol II binding.
Consistent with a role in \textit{HLA-G} transcriptional activation, transient overexpression of CEBP\text{\textbeta}, GATA2, and GATA3 individually in JEG3 cells led to an up to 8-fold increase in \textit{HLA-G} expression, indicating that these three factors are transcriptional activators of \textit{HLA-G} expression (Figure 3.3.5).

![Bar graph showing relative HLA-G expression](image)

**Figure 3.3.5. Trophoblast CEBP and GATA factors regulate HLA-G expression.**

Ectopic expression of CEBP\text{\textbeta}, GATA2, or GATA3 upregulate HLA-G expression in JEG3 cells, as measured by qPCR. ETS2, a transcription factor expressed in trophoblasts, was used as a negative control. Control, empty vector. Error bars represent SEM of replicates of a representative experiment (n = 2).

Taken together, our data supports a model where CEBP\text{\textbeta} and GATA2/3 mediate long-range chromatin interactions between \textit{Enhancer L} and the classical promoter of \textit{HLA-G} (Figure 3.3.6), driving HLA-G expression specifically in extravillous trophoblasts at the maternal-fetal interface.
Figure 3.3.6. Proposed model of trophoblast-specific HLA-G transcriptional regulation by CEBPβ, GATA2, and GATA3 via Enhancer L.
CHAPTER 4: Conclusions and future perspectives

Noncoding regulatory elements are increasingly recognized as important determinants of development and disease. Altered enhancer function has been implicated in multiple syndromes, termed “enhanceropathies” (Smith and Shilatifard, 2014), indicating that targeting enhancers may open additional therapeutic avenues for monogenic diseases. For instance, abrogation of BCL11A expression by means of deleting an enhancer mapped by GWAS significantly increases fetal globin levels, an important therapeutic option for patients with hemoglobin disorders (Bauer et al., 2013).

GWAS have uncovered an astonishing number of disease-associated noncoding loci (Maurano et al., 2012), posing a challenge to functionally validate and characterize putative regulatory elements. Massively Parallel Reporter Assay (MPRA) represents an unbiased high-throughput method for de novo discovery and validation of cis-regulatory regions. In this study, the most confident candidate from our MPRA screen, located 12 kb upstream of \( HLA-G \), was found to be active specifically in the HLA-G\(^+\) JEG3 choriocarcinoma cell line (Figure 2.1.3), suggesting that it may be involved in tissue-specific \( HLA-G \) transcriptional regulation. Indeed, CRISPR/Cas9 genome editing revealed that this novel enhancer, \textit{Enhancer L}, is essential for trophoblast expression of HLA-G (Figures 2.2.3 and 2.4.3).

Previous studies established that MHC gene expression is mainly controlled at the level of a conserved proximal promoter. Upon interaction with a transcriptional activator – CIITA for class II and NLRC5 for class I genes – a multiprotein transcription factor
complex is assembled, forming the MHC enhanceosome (Kobayashi and van den Elsen, 2012; Meissner et al., 2010; Steimle et al., 1994). Even though the enhanceosome is essential for basal and induced expression of MHC class I genes, its relevance in trophoblasts is uncertain: EVT do not express NLRC5 or CIITA (Tilburgs et al., 2015a) and the HLA-G proximal promoter harbors several non-functional motifs (Solier et al., 2001), suggesting that tissue-specific HLA-G expression is mediated by a distinct mechanism. While several studies have described cis-regulatory regions involved in HLA-G transcriptional regulation (Gobin et al., 2002; Ikeno et al., 2012; Moreau et al., 2009), the present study is the first to report a noncoding sequence, Enhancer L, absolutely required for the tissue-specific expression of HLA-G in trophoblasts.

Interestingly, Enhancer L is contained within a long terminal repeat (LTR) sequence, LTR7 (Kelley and Rinn, 2012), associated with a human endogenous retroviral element (ERV), ERV1, as indicated in Figure 4.1. LTR sequences have been co-opted by mammalian genomes as regulatory elements, especially in the placenta (Chuong et al., 2013). Well-known examples include the placenta-specific promoter of CYP19 (van de Lagemaat et al., 2003) and MER20, regulatory sequences found upstream of progesterone-responsive genes essential for decidualization (Lynch et al., 2011).
Figure 4.1. *Enhancer L* is part of a lineage-specific retrotransposon element found in primates.

The region containing *Enhancer L* (beige box) is conserved in apes (with the exception of orangutans) and Old World monkeys, but absent in New World monkeys and other placental mammals. This region is part of a long terminal repeat (LTR) retrotransposon element mostly found in the human genome, ERV1. A different class of retrotransposon elements, ERVL, is also present in the vicinity.

*Enhancer L* sequence is unique in the human genome and well conserved across apes and Old World monkeys, yet absent in New World monkeys (Figures 4.1 and 4.2), where HLA-G appears to be a classical MHC molecule (Adams and Parham, 2001; Arnaiz-Villena et al., 1999; Slukvin et al., 2000).
Figure 4.2. *Enhancer L* is conserved among apes and Old World monkeys.

Alignment of *Enhancer L* sequences across apes and Old World monkeys indicates strong conservation across the analyzed species. *Enhancer L* regulatory motifs are highlighted in yellow and mismatches in blue (C), green (T), pink (A) or purple (G).

Intriguingly, the orangutan genome, the only ape genome containing a functional *HLA-G* promoter (Figure 4.3), does not harbor the *Enhancer L* sequence. In addition, similar to New World monkeys, the orangutan HLA-G ortholog is a polymorphic MHC molecule.

Figure 4.3. The orangutan genome, which lacks *Enhancer L*, contains a potentially functional *HLA-G* promoter.

Alignment of the *HLA-G* classical promoter sequences across apes reveals that orangutans, which lack an *Enhancer L* sequence, possess intact X2 and Y motifs.
(highlighted in green), unlike any other ape. Mismatches are colored pink; kB2, kB1, ISRE, X1, X2 and Y boxes characteristic of an HLA classical promoter are highlighted in blue; the ubiquitous CAAT an TATA boxes necessary for transcription are highlighted in purple.

Perhaps in orangutans, because they are predominantly monogamous and thus less exposed to allogeneic fetuses (Arnaiz-Villena et al., 1999), HLA-G functions as a classical antigen-presenting molecule. The observation that Enhancer L is only found in genomes that lack a functional HLA-G classical promoter raises the possibility that a retroviral element was co-opted during evolution to function in trophoblast-specific tolerogenic MHC expression.

Previous literature suggests that differential expression of transcription factors plays a role in cell type-specific HLA-G transcription. The identity of such factors, however, has remained elusive (Moreau et al., 1998; Moreau et al., 1997). In our study, MPRA-based saturation mutagenesis allowed us to fine map the regulatory elements responsible for Enhancer L activity, ultimately pointing towards CEBP and GATA factors as candidates for transcriptional activators of HLA-G expression in trophoblasts (Figures 3.2.2 and 3.2.3). Indeed, chromatin immunoprecipitation (ChIP) and transient transfection studies revealed that CEBPβ, GATA2, and GATA3 associate with Enhancer L (Figure 3.3.3) and are positive regulators of HLA-G expression (Figure 3.3.5).

Chromatin Conformation Capture (3C) revealed that Enhancer L loops across a 12 kb distance into the classical promoter of HLA-G (Figures 3.1.3 and 3.1.4). Consistent with
this long-range chromatin interaction, genome-wide DNase-seq demonstrated that *Enhancer L* is part of a DNase hypersensitive site (DHS) specifically in HLA-G$^+$ JEG3 cells (Figure 4.4). Publicly available ChIP-seq data indicates CTCF binding flanking *Enhancer L* and the HLA-G coding sequence (Figure 4.4).

![Figure 4.4](image)

*Figure 4.4. Enhancer L is part of an open chromatin region specifically in JEG3.*

*Enhancer L* is part of an approximately 1 kb-long DNase Hypersensitive Site (DHS) in JEG3 cells that is absent in control BJ fibroblasts (HLA-G$^-$), as revealed by genome-wide DNase-seq. Binding of the insulator CTCF upstream of *Enhancer L* and downstream of HLA-G, according to ENCODE ChIP-seq data, indicates potential boundaries of the HLA-G regulatory chromatin domain.

This CTCF binding pattern suggests the existence of an insulated chromatin domain (Dowen et al., 2014) for HLA-G transcriptional regulation, corroborated by our observation that *Enhancer L* deletion does not significantly alter the expression of any gene other than HLA-G on chromosome 6 (Figures 2.3.2 and 2.3.3). Interestingly, a long-range chromatin interaction mediated by the insulator CTCF has been described in the MHC class II locus (Majumder et al., 2008). Our data suggests that the looping interaction between *Enhancer L* and the promoter of HLA-G, is mediated by GATA2/3
(Chen et al., 2012; Deng et al., 2012), possibly in association with CEBPβ (Tong et al., 2005).

In conclusion, we have demonstrated that trophoblast HLA-G expression is contingent upon the activity of a remote enhancer, Enhancer L. Our data is consistent with a model where CEBPβ and GATA2/3 associate with Enhancer L, are recruited to the core promoter of HLA-G via chromatin looping, and upregulate HLA-G expression (Figure 3.3.6). These findings establish chromatin looping mediated by lineage-specific transcription factors as a premier mechanism governing tissue-specific gene expression at the maternal-fetal interface.

Several outstanding questions regarding the trophoblast-restricted expression of HLA-G remain to be addressed. Are there trophoblast-restricted transcription factors controlling HLA-G expression? Do they act via Enhancer L? We observed that the HLA-G negative HEK293T cell line expresses all three factors found by us to associate with Enhancer L and to activate HLA-G transcription—CEBPβ, GATA2, and GATA3—and yet HEK293T cells do not express HLA-G. In fact, our DHS and 3C analyses clearly showed that Enhancer L is not active and does not loop into the HLA-G proximal promoter in this HLA-G negative cell line. The cell type-specific activity of Enhancer L therefore suggests that additional transcription factors and/or mechanisms of gene regulation are required to drive HLA-G expression in EVT.

Intriguingly, EVT express neither NLRC5 nor CIITA, and yet constitutively express three MHC class I genes: HLA-C, HLA-E, and HLA-G. How are these three genes expressed
simultaneously in the absence of HLA-A and HLA-B transcription? Our work indicates that HLA-G expression is accomplished by a mechanism fundamentally different from the one previously described for classical MHC class I gene expression: looping of a distant enhancer mediated by CEBP and GATA transcription factors into the proximal promoter.

Yet, this looping mechanism does not exclude the possibility that a transactivator other than NLRC5 and CIITA assembles a transcriptional complex at the HLA-G promoter, similar to the well-studied enhanceosome found at the promoters of the classical MHC class I genes. If that is indeed the case, is such alternative enhanceosome also found at the promoters of HLA-C and HLA-E specifically in trophoblasts? Are there co-opted retroviral enhancers analogous to Enhancer L upstream of HLA-C and HLA-E? Functional dissection of the HLA-C and HLA-E loci using MPRA, analogous to the strategy used in our study for HLA-G, is likely to reveal novel cis-regulatory elements required for trophoblast expression of HLA-C and HLA-E in the absence of the classical transcriptional regulators described in other cell types.

We further propose two unbiased experiments aimed at gaining a more complete understanding of HLA-G expression in EVT. The first one would entail constructing a reporter cell line by knocking in a 2A-GFP gene downstream of HLA-G. This tool would allow HLA-G transcription levels to be quantitatively measured by GFP expression, a readout that can be exploited for a large scale screen. This reporter cell line would then be utilized in a high-throughput CRISPR/Cas9-based loss-of-function screen for transcriptional regulators of HLA-G expression (Wang et al., 2014a). This concept could be used to create more complex reporter cell lines: a cell line where HLA-G, HLA-C, and
HLA-E are each coupled to a distinct reporter gene would make it possible to identify genes specifically involved in HLA-G expression vs. all three MHC genes expressed by EVT. Of note, the use of reporter genes, as opposed to relying on surface expression, would eliminate gene candidates involved in anything other than gene regulation at the transcriptional level.

The second experiment would focus on the comprehensive identification of transcriptional regulators that bind to Enhancer L and to the classical promoter of HLA-G. This could be accomplished by carrying out CRISPR/Cas9-based “reverse ChiP” on these regions. In brief, these genomic regions would first be targeted with a catalytically dead Cas9 and sequence-specific gRNAs, and then pulled down by immunoprecipitation of Cas9. In principle, this strategy allows for the pulldown of any genomic region without relying on a known bound transcription factor, leaving all protein-DNA interactions unaffected. All trans-regulatory proteins bound to these specific regions would then be characterized by mass spectrometry analysis (Fujita and Fujii, 2013, 2014). If successful, this approach would allow us to dissect the trophoblast MHC enhanceosome, and further dissect the mechanism by which Enhancer L activates trophoblast-restricted HLA-G expression.

Future studies further dissecting the transcriptional regulation of HLA-G will not only shed light on immune privilege during pregnancy, but may also enable us to specifically control HLA-G expression in any desired cell type. This knowledge has the potential to translate into novel strategies to address pregnancy disorders and cancer.
APPENDIX 1: Experimental procedures used in CHAPTERS 2 through 4

Cell Culture
JEG3 and HEK293T cells were cultured in RPMI-1640 medium (Gibco) supplemented with 10% FBS, Glutamax, and Penicillin-Streptomycin. Transfections were carried out using FuGENE 6 (Promega) according to the manufacturer’s instructions and analyzed 48 h post-transfection.

Flow cytometry
Cells were harvested, blocked in 4% FBS for 30 min, stained with HLA-G PE (clone MEMG/9, Abcam) in 1% FBS for 1 hour, washed thrice and resuspended in 1% FBS. Cells were acquired using either a FACSCalibur or an LSR-II instrument (BD Biosciences) and analyzed with FlowJo (TreeStar) software.

Quantitative Real Time PCR (qRT-PCR) analysis
Total RNA was isolated using TRIzol (Life Technologies), according to manufacturer’s instructions. 1500 ng RNA was used for cDNA synthesis with the qScript cDNA SuperMix (Quanta Biosciences). 30 ng cDNA was used per qRT-PCR reaction, performed using SYBR Green (Life Technologies) on a ViiA7 system real-Time PCR System (Life Technologies). Target gene expression levels were normalized to GAPDH.

Molecular Biology. For CRISPR/Cas9 genome editing in JEG3 cells, a human codon-optimized S. pyogenes Cas9 gene with a C-terminal nuclear localization signal (Mali et al., 2013) subcloned into a CAG expression plasmid upstream of a 2A-GFP (Ding et al., 2013b) was used. The guide RNAs (gRNAs) were cloned into a separate plasmid
containing the human U6 polymerase III promoter (Mali et al., 2013) using BbsI restriction sites. For lentiviral delivery of CRISPR/Cas9 to primary extravillous trophoblasts (EVT), Cas9 was instead expressed from a human UbC promoter and upstream of a T2A-GFP (Kabadi et al., 2014). gRNAs were subcloned into the lentiGuide-puro vector (Sanjana et al., 2014). Lentiviral production was carried out in HEK293T cells using psPAX2 and VSV-G as packaging plasmids, as described (Kabadi et al., 2014). Tested transcription factor genes were amplified from JEG3 cDNA and directionally cloned into a plasmid containing a CMV promoter upstream of an IRES-GFP.

Massively Parallel Reporter Assay (MPRA)

First, 12,000 oligonucleotides tiling the HLA-G locus (27 kb) coupled to distinguishing tags were generated using microarray-based DNA synthesis. The 121 bp-long tiles and tags are separated by two common restriction sites. The oligonucleotides were then PCR amplified from universal primer sites and directionally cloned into a pGL4 plasmid backbone (Promega) using Gibson assembly. An invariant promoter-firefly luciferase segment containing either a minimal TATA box weak (minP) or strong (SV40P) promoter was then inserted between the tiles and tags by double digestion and directional ligation. The resulting reporter plasmid pools were co-transfected into JEG3 cells using FuGENE 6 (Promega). Two biological replicate MPRA experiments were performed. The relative enhancer activities of the different tiles were inferred by sequencing and counting their corresponding tags from the cellular mRNA and the transfected plasmid pool, as described in (Melnikov et al., 2012). Nominal hits were defined as any tile where both enhancer activity measurements were > 1 and with p-values < 0.05 in both replicates.
Those that agreed between SV40P and minP promoter data sets were considered the most confident hits. For the second MPRA experiment, a single-hit scanning mutagenesis (Melnikov et al., 2012), 12,000 Enhancer L variants were generated, including all possible single substitutions, multiple series of consecutive substitutions and small insertions at all positions. Each variant was linked to an average of 16 tags each. The remainder of the workflow was as described above.

**Luciferase reporter gene assays**

Individual candidate regions were amplified from JEG3 genomic DNA and directionally cloned into a pGL4 plasmid (Promega) containing either the minP or the SV40P promoter and firefly luciferase. JEG3 and HEK293T cells were transfected in 24-well plates using FuGENE 6 (Promega) with the individual firefly luciferase constructs and Renilla luciferase at a 10:1 ratio. 48 h post-transfection, firefly luciferase activity was measured using a Dual-Luciferase Reporter Assay System (Promega) according to the manufacturer’s instructions and normalized to Renilla luciferase to control for cell number and transfection efficiency.

**Genome-wide DNase-seq**

DNase I digestion followed by sequencing was performed as previously described (Hesselberth et al., 2009; Sherwood et al., 2014). See Extended Experimental Procedures for details. In short, 10 million cells were harvested, washed twice with ice-cold PBS and resuspended in Buffer A containing protease inhibitors and Spermidine (Sigma). Nuclei were extracted using ice-cold 0.05% NP-40 in Buffer A, centrifuged at 800 g for 5 min at 37°C and gently resuspended in ice-cold PBS. An aliquot was taken to estimate nuclei number and integrity of using a cell counter (Bio-Rad). Intact nuclei were
washed twice with ice-cold isotonic buffer and digested with empirically determined limiting concentrations of DNase I (Sigma) for 3 min at 37°C. Digests were stopped with EDTA and the samples were incubated with Proteinase K overnight at 55°C. DNA was phenol/chloroform-extracted and concentrated by ethanol precipitation. Selection of 175-400 bp DNA fragments using the E-gel Agarose System (Invitrogen) was performed to select for regions in which DNase I can cut twice (at both ends), enriching for hypersensitive regions (Sherwood et al., 2014). Library preparation and sequencing were performed at the MIT BioMicroCenter. Prepared libraries were sequenced on a Hiseq2000 sequencing system (Illumina) to a depth of 160M-230M reads per sample using paired-end reads with a length of 40bp. These were aligned to the human genomes (version hg19, canonical chromosomes only) using bwa version 0.6.2 with default parameters. Quality control tests and regions of DNase hypersensitivity were calculated using the tool Hotspot-SPOT (v4) (John et al., 2011) with an FDR of 0.01.

Chromatin Conformation Capture (3C)

3C assays were carried out essentially as described in (Gavrilov et al., 2009; Majumder et al., 2008). 10⁷ cells were resuspended in 9 ml of medium and cross-linked using 2% formaldehyde 10 min at room temperature (RT). The cross-linking reaction was quenched with 0.125 M glycine on ice and the cells were washed twice with cold PBS. Cells were lysed in 5 ml cell lysis buffer containing protease inhibitors (Gavrilov et al., 2009) on ice for 10 min. The nuclei were resuspended in NEBuffer DpnII (New England Biolabs) containing 0.3% SDS and incubated in a thermomixer 1 h at 37°C shaking at 1400 rpm. Next, 1.8% Triton X-100 was added to sequester the SDS and the samples were incubated for an additional hour at 37°C shaking at 1400 rpm. The cross-linked DNA was digested with 1,000 units DpnII (New England Biolabs) at 37°C overnight.
DpnII was heat inactivated at 65°C for 20 min. For ligation of DNA ends, T4 DNA ligase was added and the samples were incubated for 4 h at 16°C, followed by 30 min at RT. Cross-links were reversed by incubating with Proteinase K (10 mg/ml) at 65°C overnight. Finally, the DNA was phenol/chloroform-extracted and concentrated by ethanol precipitation. 50 ng DNA were analyzed by PCR.

**CRISPR/Cas9 genome editing**

JEG3 cells were transfected with Cas9-2A-GFP and guide RNAs targeting *Enhancer L*. GFP+ cells were sorted 48 hours post-transfection and plated at clonal density in 10 cm dishes. Approximately 10 days after plating, single cell-derived colonies were picked into 96-well plates and cultured for an additional 10 days. For PCR analysis, cells were harvested and genomic DNA extracted using prepGEM Tissue (ZyGEM). Selected WT and KO clones were then expanded and further characterized.

**Transcriptome-wide RNA-seq**

Total RNA from JEG3 cells was extracted using TRIzol (Life Technologies), according to manufacturer’s instructions and then purified by spin column purification (RNeasy mini kit, Qiagen) using a QIAcube system. RNA was quantified using a Nanodrop (Thermo Fisher) and its integrity assessed on a Bioanalyzer (Agilent) using the RNA 6000 RNA chip. 500 ng high-quality total RNA (RNA Integrity Number ≥8) was used as input for Tru-seq library construction using the TruSeq RNA Sample Preparation Kit (Illumina), as described in (Sun et al., 2013; Trapnell et al., 2013) Library purity, correct fragment size, and concentration were assessed using the Bioanalyzer DNA7500 chip. Libraries free of adapter dimers and with a peak region area (220–500 bp) ≥80% of the total area were individually barcoded, pooled, and sequenced on an Illumina HiSeq 2000 platform.
Reads were mapped to the human genome (hg19) using TopHat v2.0.14 (Kim et al., 2013; Trapnell et al., 2009) with the flags: “--no-coverage-search --GTF gencode.v19.annotation.gtf” where gencode.v19.annotation.gtf is the Gencode v19 reference transcriptome available at gencodegenes.org. Cufflinks v2.2.1 (Trapnell et al., 2013) was used to quantify gene expression and assess the significance of differential expression. Briefly, Cuffquant was used to quantify mapped reads against Gencode v19 transcripts of at least 200bp with biotypes: protein_coding, lincRNA, antisense, processed_transcript, sense_intronic, sense_overlapping. Cuffdiff was run with default options on the resulting .cxb files. Gene set enrichment analysis was performed with the GSEA v2.1.0 (Mootha et al., 2003; Subramanian et al., 2005) from the Broad Institute. Genes with expression greater than 1 FPKM in WT or KO conditions were sorted in decreasing order by the absolute value of their log2 fold change as determined by Cuffdiff. The resulting ranked list was fed to the GSEA pre-ranked tool with default options and a permutation seed of 42.

**First trimester primary extravillous trophoblast (EVT) isolation and transduction**

Discarded human placental and decidual material (gestational age 6-12 weeks) was obtained from women undergoing elective pregnancy termination at a local reproductive health clinic. All of the human tissue used for this research was de-identified, discarded clinical material. The Committee on the Use of Human Subjects (the Harvard IRB) determined that this use of all of this human material is exempt from the requirements of IRB review. Extravillous trophoblasts (EVT) were isolated as previously described (Tilburgs et al., 2015a). 50-100k CD45-HLA-G+EVT were plated in 48-well cell culture plates (Costar) pre-coated with 100 μl of 20ng/ml fibronectin for 45 minutes (BD), in Trophoblast Medium, which consisted of DMEM/F12 medium (Gibco) supplemented with
10% NCS, Glutamax, insulin, transferrin, selenium (100X, Gibco), 5 ng/ml EGF (Peprotech), and 400 units of human gonadotropic hormone (Sigma). Two hours post-plating, EVT were transduced with Cas9-T2A-GFP and Enhancer L gRNAs’ lentiviral particles pseudotyped with G glycoprotein from vesicular stomatitis virus (VSV-G) in the presence of 8 μg/ml polybrene (Hexadimethrine bromide, Sigma). Lentiviral particles were produced using HEK293T cells and were concentrated 20X using Lenti-X Concentrator (Clontech). Transduction was performed three additional times, 12 h apart. Three days after the first transduction, medium was switched to villous stromal cell (VSC)-conditioned medium (RPMI-1640 medium supplemented with 10% FBS, Glutamax, and Penicillin-Streptomycin) for an additional 2 days. For analysis by flow cytometry, cells were washed with warm PBS, harvested with Trypsin, and resuspended in trophoblast medium for staining with ITGA5 PE (an EVT marker) (Tilburgs et al., 2015a) and HLA-G APC (both Biolegend).

**Chromatin immunoprecipitation (ChIP-qPCR)**

ChIP-qPCR was performed using Dynabeads Protein G (Life Technologies) according to the manufacturer’s instructions. JEG3 cells were harvested, resuspended in PBS and cross-linked using 1% formaldehyde. Glycine was added to stop the cross-linking reaction and cells were washed twice with ice-cold PBS. Nuclei were isolated using ice-cold Cell Lysis Buffer containing protease inhibitors and PMSF (CalBiochem) and then lysed using ice-cold Nuclei Lysis Buffer containing protease inhibitors and PMSF. Cross-linked chromatin was sheared using a Bioruptor Standard Sonication Device UCD-200 (Diagenode) to 200-500 bp fragments, assessed by gel electrophoresis. Samples were then diluted with ChIP Dilution Buffer and incubated with Mock IgG, Pol II, CEBPB, GATA2, or GATA3 antibodies (Santa Cruz Biotechnology) overnight at 4°C. Dynabeads
Protein G were blocked with BSA and glycogen at 4°C during the same period of time. The following day, beads were washed and eluted. The eluates were then reverse cross-linked and DNA was purified using phenol/chloroform extraction. 25 ng DNA were used for qRT-PCR analysis using SYBR Green (Life Technologies).
APPENDIX 2: List of primers used in CHAPTERS 2 through 4

<table>
<thead>
<tr>
<th>Enhancer L CRISPR gRNAs</th>
<th>Fw: 5’-CACCCGCCAGGGACGGCTATCGGTTG-3’</th>
<th>Rev: 5’-AAACCAACCAGATAGTTGCCTGGCC-3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRISPR 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRISPR 2</td>
<td>Fw: 5’-CACCGAGCAATACCAATGCATTA-3’</td>
<td>Rev: 5’-AAACTAATGCATTGTGATTCCTTC-3’</td>
</tr>
<tr>
<td>Enhancer L deletion PCR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fw: 5’-CATGTCATAAGAGATAAAG-3’</td>
<td>Rev: 5’-CTTAGATCTTCCCCGAGTTC-3’</td>
<td></td>
</tr>
<tr>
<td>qRT-PCR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAPDH</td>
<td>Fw: 5’-GAAGGTGAAGTGGGAGT-3’</td>
<td>Rev: 5’-GAAGATGGTGAGGTGGATTC-3’</td>
</tr>
<tr>
<td>HLA-G</td>
<td>Fw: 5’-GCTGCCCCTTGTGGGACTGAGTG-3’</td>
<td>Rev: 5’-GAGGGAGACATCCCAGCCCTTT-3’</td>
</tr>
<tr>
<td>3C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loading control</td>
<td>Fw: 5’-CACCAAGATAGCGGGGCTCAG-3’</td>
<td>Rev: 5’-GAGCAGCAGGAAGGGTGTC-3’</td>
</tr>
<tr>
<td>Enhancer L-Promoter looping</td>
<td>Fw: 5’-GCATGAAGGAGAAGCAAG-3’</td>
<td>Rev: 5’-CACTCCATGAGATTTTCAG-3’</td>
</tr>
<tr>
<td>ChIP-qPCR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAPDH 3’ UTR</td>
<td>Fw: 5’-TCGACAGTCAGCCGATCT-3’</td>
<td>Rev: 5’-CTAGCCTCCCCTTGCTCT-3’</td>
</tr>
<tr>
<td>HBB Promoter</td>
<td>Fw: 5’-CTGGTTGGGTTGAATTCTTGTC-3’</td>
<td>Rev: 5’-AGTCCAAGCTATGGCCCTTT-3’</td>
</tr>
<tr>
<td>CEBP Positive Control</td>
<td>Fw: 5’-AGACTTTGGAAGAGCATCACCA-3’</td>
<td>Rev: 5’-ACCCCTGATTGCTCAGGACT-3’</td>
</tr>
<tr>
<td>GATA Positive Control</td>
<td>Fw: 5’-CTCTGGCCGGTCTCGATTTATC-3’</td>
<td>Rev: 5’-GATGGCGGCGTGCTGATTTA-3’</td>
</tr>
<tr>
<td>Enhancer L</td>
<td>Fw: 5’-GGGCAGCCACTATCGGTTG-3’</td>
<td>Rev: 5’-TAATGCGATTTGTGTTCTTCTC-3’</td>
</tr>
<tr>
<td>HLA-G Classical Promoter</td>
<td>Fw: 5’-GTGGCTCTCAGGCTGTCTCAGG-3’</td>
<td>Rev: 5’-CGACGCTGATTGGCTCTCTCA-3’</td>
</tr>
</tbody>
</table>
APPENDIX 3: Efficient gene ablation in primary human hematopoietic cells using CRISPR/Cas9


A.1. ABSTRACT

Genome editing via CRISPR/Cas9 has rapidly become the tool of choice by virtue of its efficacy and ease of use. However, CRISPR/Cas9 mediated genome editing in clinically relevant primary human somatic cells remains untested. Here, we report the CRISPR/Cas9 targeting of two clinically relevant genes, B2M and CCR5, in primary human CD4+ T cells and CD34+ hematopoietic stem and progenitor cells (HSPCs). Use of single RNA guides led to highly efficient mutagenesis in CD34+ HSPCs but not in CD4+ T cells. A dual guide approach improved gene deletion efficacy in both cell types. HSPCs that had undergone genome editing with CRISPR/Cas9 retained multi-lineage potential. We examined predicted on- and off-target mutations via target capture sequencing in HSPCs and observed low levels of off-target mutagenesis at one only site. These results demonstrate that CRISPR/Cas9 can efficiently ablate genes in HSPCs with minimal off-target mutagenesis, which could have broad applicability for hematopoietic cell-based therapy.
A.2. INTRODUCTION

The hematopoietic system is at the forefront of regenerative medicine and cell-based gene therapies due to the fact that diverse progenitor and terminally differentiated cells can be readily obtained, manipulated, and reintroduced into patients (Weissman, 2000). The development of genome editing methodologies such as meganucleases, zinc-finger nucleases (ZFNs) (Urnov et al., 2010), and transcription activator-like effector nucleases (TALENs) (Joung and Sander, 2013; Scharenberg et al., 2013), have enabled site-specific gene repair or ablation and raised the possibility of using these technologies to treat a broad range of diseases at the genetic level (Pan et al., 2013), with targeted therapies in hematopoietic cells at the fore of such efforts (Aiuti et al., 2013; Biffi et al., 2013; Genovese et al., 2014; Tebas et al., 2014). Despite much promise, limitations associated with first generation gene editing technologies, which include low targeting efficacy and laborious de novo engineering of proteins for each target have precluded wide-spread adoption of these technologies for therapeutic use (Silva et al., 2011). The recent emergence of the clustered, regularly interspaced, palindromic repeats (CRISPR) system for gene editing has the potential to overcome these limitations (Jinek et al., 2012). The CRISPR technology utilizes a fixed nuclease, in most cases the CRISPR-associated protein 9 (Cas9) from Streptococcus pyogenes, in combination with a short guide RNA (gRNA) to target the nuclease to a specific DNA sequence (Cong et al., 2013; Jinek et al., 2012; Jinek et al., 2013; Mali et al., 2013). CRISPR/Cas9 relies on simple base-pairing rules between the target DNA and the engineered gRNA rather than protein-DNA interactions required by ZFNs and TALENs (Gaj et al., 2013; Wei et al., 2013). As a result, the CRISPR/Cas9 system has proven extremely simple and flexible (Sander and Joung, 2014). Perhaps most important, this system has achieved highly
Efficacious alteration of the genome in a number of cell types and organisms (Ding et al., 2013b; Hwang et al., 2013; Niu et al., 2014; Wang et al., 2013; Wei et al., 2013).

Given the importance of the hematopoietic system in cell-based gene therapies, we tested the CRISPR/Cas9 system in primary human CD4⁺ T cells and CD34⁺ hematopoietic stem and progenitor cells (HSPCs) targeting two clinically relevant genes, beta-2 microglobulin (B2M) and chemokine receptor 5 (CCR5). B2M encodes the accessory chain of major histocompatibility complex (MHC) class I molecules and is required for their surface expression (Bjorkman et al., 1987b; Zijlstra et al., 1990). Deletion of B2M is a well-established strategy to ablate MHC class I surface expression (Riolobos et al., 2013), and could be used to generate hypoimmunogenic cells for transplantation and adoptive immunotherapy. CCR5 is the main co-receptor used by CCR5-tropic strains of HIV-1 (Trkola et al., 1996) and a validated target for gene ablation, as mutations resulting in loss of protein expression or haploinsufficiency protect against HIV infection (Catano et al., 2011; Hutter et al., 2009; Martinson et al., 1997; Samson et al., 1996). Moreover, transplantation of CCR5 homozygous mutant (delta32) hematopoietic stem cells provides long-term protection against HIV rebound even after discontinuation of antiretroviral therapy (Allers et al., 2011; Hutter et al., 2009). Several attempts have been made to target CCR5 in CD4⁺ T cells (Perez et al., 2008; Tebas et al., 2014) and CD34⁺ HSPCs (Holt et al., 2010) using ZFNs. However, the efficiency of gene targeting reported was not sufficient to protect against viral recrudescence (Tebas et al., 2014). Recently, CCR5 has been targeted using the CRISPR/Cas9 system in cell lines (Cho et al., 2013) and iPS cells (Ye et al., 2014). However, CRISPR/Cas9 gene editing in primary human hematopoietic cells remains untested. Here we report that use of CRISPR/Cas9 with single gRNAs led to highly efficient CCR5 ablation in CD34⁺
HSPCs but not B2M in CD4⁺ T cells. Employing a dual gRNA approach identified gRNA pairs that improved gene deletion efficacy in both cell types with biallelic inactivation frequencies reaching 34% for B2M in primary CD4⁺ T cells, and 42% for CCR5 in primary CD34⁺ HSPCs. Importantly, CRISPR/Cas9 CCR5-edited CD34⁺ HSPCs retained multi-lineage potential in vitro and in vivo upon xenotransplantation.

Deep target capture sequencing of predicted on- and off-target sites in CD34⁺ HSPCs targeted with multiple single or dual gRNA combinations revealed highly efficacious on-target mutagenesis, and exceedingly low off-target mutagenesis.

A.3. EXPERIMENTAL PROCEDURES

Molecular Biology

We subcloned a human-codon-optimized Cas9 gene with a C-terminal nuclear localization signal (Mali et al., 2013) into a CAG expression plasmid with GFP (Ding et al., 2013a). The guide RNAs (gRNAs) were separately expressed from a plasmid with the human U6 polymerase III promoter (Mali et al., 2013). Each gRNA sequence was introduced in this plasmid using BbsI restriction sites.

Primary blood cell isolation

Primary CD4⁺ T cells were isolated from peripheral blood (Leukopacs, MGH) using RosetteSep CD4⁺ T cell enrichment cocktail (STEMCELL Technologies). CD34⁺ cells from G-CSF mobilized peripheral blood were purchased from AllCells.
**Cell culture**

HEK293T cells were grown as adherent monolayers in RPMI-1640 medium supplemented with 10% FBS. K562 and T cells were cultured in RPMI-1640 medium supplemented with 10% FBS. CD34+ HSPCs were cultured in DMEM/F12 medium supplemented with 10% FBS, β-mercaptoethanol, GlutaMax, Penicillin-Streptomycin, minimum non-essential amino acid and human cytokine cocktails (GM-CSF, SCF, TPO, Flt3 ligand, IL3, IL6). Cell lines were passaged every 3-4 days.

**Transfection of Cells**

Human primary CD4+ T cells and CD34+ HSPCs were transfected with Cas9-2A-GFP and gRNA encoding plasmids using respective Amaxa Nucelofection kits and cell-specific Nucleofection program with an Amaxa Nucleofection II device as per manufacturers instructions with minor modifications. HEK293T cells were seeded in 6-well plates the day before transfection and transfected using Fugene 6 (Promega).

**Cell sorting**

For the CCR5 targeting experiments in CD34+ HSPCs, cells were plated in antibiotic free medium following transfection. 24 hours post-transfection, cells were harvested in sample medium (2% FBS and 2 mM EDTA in PBS without Ca²⁺ and Mg²⁺) and HSPCs were stained with anti-CD34-PE/Cy7 (clone: 581, Biolegend, 1:100) for 20 min on ice. Live, GFP+ CD34+ HSPCs were sorted using an Aria II sorter (BD Bioscience) and plated in complete DMEM/F12 medium supplemented with human cytokine cocktail and culture for 72 hours prior to analysis. For the B2M experiments, cells were stained with mouse monoclonal anti-B2M-APC antibody (clone: 2M2, Biolegend) 48 or 72 hours post-transfection to estimate loss of B2M expression. FACS data were analyzed using FlowJo software.
Colony forming cell (CFC) assay

1500 CD34⁺ sorted cells were plated in 1.5 ml of methylcellulose (MethoCult™ H4034 Optimum, Stem Cell Technologies) on a 35 mm cell culture dish and cultured for two weeks at 37 °C in a 5% CO2 incubator. Colonies were then counted and scored.

Surveyor/CEL assay

Amplicons spanning the different targeted regions were PCR amplified using the Phusion polymerase and HF Buffer (New England Biolabs) and CEL assay was carried out using the Surveyor Mutation detection kit (Transgenomic) according to the manufacturer’s instructions, with minor modifications.

Clonal analysis

Colonies grown in MethoCult™ H4034 Optimum were individually picked and lysed in 50 μl of lysis buffer containing detergent and Proteinase K buffer (van der Burg et al., 2011). Samples were digested at 56 °C for 1 h followed by Proteinase K inactivation at 95 °C for 15 min. 50 μl of water with RNase A were added to the samples. 2 μl of samples were use for PCR. A 436 bp amplicon spanning the targeted region was PCR amplified using GoTaq® Green Master Mix (Promega) as per manufacturer’s instructions. For single gRNA experiments, PCR products were analyzed by Sanger sequencing (Macrogen). For dual gRNA experiments, PCR products were analyzed by agarose gel electrophoresis.

In vivo transplantation of CD34⁺ HSPCs

NOD/SCID/IL2Rγ⁻ (NSG) mice (The Jackson Laboratory) were housed in a pathogen-free facility, maintained in microisolator cages, and fed autoclaved food and water. Adult
(6-8 weeks of age) NSG mice were conditioned with sub-lethal (2 Gy) whole-body irradiation. The conditioned recipients were transplanted with 75,000-sorted CD34+ HSPCs expressing Cas9 alone (control group, n=2) or Cas9 with crCCR5_D+Q gRNAs (experimental group, n=5). At 12 weeks post-transplantation, all mice were euthanized and blood, bone marrow, and spleen samples were taken for characterization of human hematopoietic cell chimerism. Human CD45+ cells were sorted for DNA isolation and analysis of CCR5 deletion.

**Single Cell PCR assay**

48 h after electroporation with Cas9 and different gRNA combinations, GFP+ primary CD4+ T cells were sorted into 384-well plates (Twin tec skirted PCR plate, Eppendorf) containing 4 μl of prepGEM Tissue (ZyGEM) per well. Cells were lysed and digested following the manufacturer's instructions to release the genomic DNA. A multiplexed nested PCR was then carried out in the same plate with the primer combinations represented in Supplemental Figures S2C and S2F. The resulting DNA was then used in two subsequent PCR reactions, one amplifying a positive control region, to determine successful genomic DNA isolation from a single cell, and another one amplifying a region lying between the two gRNA binding sites, allowing us to quantify the percentage of cells homozygous for the dual gRNA induced deletion (Supplemental Figures S2D and S2G). Cells were scored based on the melting curves of the PCR amplicons. PCR reactions were performed in a Applied Biosystems ViiA 7 real-Time PCR System (Life Technologies).
Off-Target Prediction and Capture Sequencing

Degenerate gRNA off-target sequences were predicted for each gRNA targeting CCR5 using the CRISPR Design off-target prediction tool (Hsu et al., 2013). Off-target sequences were further supplemented by alignment of each gRNA to the human genome using BOWTIE of which all results up to and including 3 mismatches were added to the total off-target list (Langmead et al., 2009). All instances of each predicted off-target sequence existent in the human genome reference build GRCh37v71 were recorded (Supplementary Table T1). Each guide RNA target site (n=6) and predicted off-target site (n=172) was selected for capture sequencing using the Agilent SureSelectXT Target Enrichment System. Capture intervals were expanded by approximately 500 bp in both the 5’ and 3’ directions to ensure exhaustive capture of the targeted region and detection of any genetic lesion occurring at or near a predicted gRNA on- or off-target site, as we have previously shown accurate capability to detect translocations and inversions using targeted capture of probes in proximity to a rearrangement breakpoint using a CapBP procedure as described (Talkowski et al., 2011). Probes were tiled with 60-fold greater density over each predicted 23bp on- or off-target gRNA binding site than the flanking kilobase of sequence. Isogenic CD34+ HSPCs-mPB were transfected with CRISPR/Cas9 plasmids (one Cas9 only-treated control group, three treatment groups transfected with a single gRNA, and three treatment groups transfected with dual gRNAs). Sorted CD34+ genome edited HSPCs were cultured for two weeks prior to DNA isolation. Capture libraries were prepared from DNA extracted from seven treatment groups. Capture libraries were sequenced as 101 bp paired-end reads on an Illumina HiSeq2000 platform.
NGS Data Processing and Computational Analysis

Read pairs were aligned to GRCh37v71 with Bwa-MEM v0.7.10-r789 (Li, arXiv 2013). Alignments were processed using PicardTools and SAMBLASTER (Faust and Hall, 2014). The Genome Analysis Toolkit (GATK) v3.1-1-g07a4bf8 was applied for base quality score recalibration, insertion/deletion (InDel) realignment, duplicate removal, and single nucleotide variant (SNV) and InDel discovery and genotyping per published best-practice protocols (McKenna et al, Genome Res 2010; DePristo et al, Nat Genet 2011; Van der Auwera et al, 2013). SNVs and InDels were annotated using ANNOVAR (Wang et al., 2010). Structural variants (SVs) were detected with LUMPY v0.2.5 considering both anomalous pair and split read evidence at a minimum call weight threshold of 7 and an evidence set score ≤ 0.05 (Layer et al., 2014). Candidate copy number variants (CNVs) were further statistically assessed by Student’s t-test for a concomitant change in depth of coverage across the putative CNV. As a final exhaustive measure, each on- and off-target site was manually scrutinized in each capture library for evidence supporting predictable mutagenesis that is not detectable by the computational algorithms due to low levels of mosaicism in the sequenced population.

Evaluation of Off-Target Mutation Frequency

A statistical framework was developed to assess off-target mutational burden for each gRNA. For each off-target site (n=172), all reads with at least one nucleotide of overlap with that 23bp off-target site were collected and their CIGAR information was tabulated into categories as follows: reads representing small InDels (CIGAR contains at least one “I” or “D”), reads potentially representative of other rearrangements (CIGAR contains at least one “S” or “H”), and reads reflecting reference sequence (CIGAR did not match either of the two former categories). Such counts were gathered at all 172 sites in all
seven libraries and were further pooled to form comparison groups of “treatment” libraries (transfected gRNA matches corresponding off-target site gRNA) and “control” libraries (transfected gRNA does not match corresponding off-target site gRNA). Next, at each off-target site, relative n-fold enrichment of each read classification between treatment and control libraries was evaluated. Finally, a one-tailed Fisher’s Exact Test was performed to assess the statistical significance of enrichment of variant reads in treatments versus controls at each off-target site, followed by Bonferroni correction to retain an experiment-wide significance threshold of $\alpha = 0.05$.

**A.4. RESULTS**

**Considerable variation in targeting of B2M and CCR5 in primary blood cells via CRISPR/Cas9**

We designed several gRNAs to target Cas9 to the *B2M* gene (Figure A.4.1A). Each guide was then tested for the ability to direct site-specific mutations in HEK293T cells. As B2M is a surface antigen, we utilized flow cytometry to measure the efficiency of each guide to direct Cas9-mediated ablation of B2M expression 72 hours post-transfection (Figure A.4.1B). We observed that B2M surface expression was abrogated in 6.93% ($\pm 1.02$ SEM, n=3) to 48% ($\pm 1.80$ SEM, n=3) of HEK293T cells depending upon the gRNA utilized (Figures A.4.1C and A.4.2A). Similar results were observed using the CEL surveyor assay, with guide-specific mutation frequencies of 0% to 26% in HEK293T cells (Figure A.4.2B). In parallel, we also designed multiple gRNAs to target Cas9 to *CCR5* (Figure A.4.1D). Upon introducing these into K562 cells, we measured targeting efficacy using the CEL Surveyor assay and observed mutation frequencies ranging from 22-40% (Figure A.4.1E). Considerable variation in the efficiency with which a specific gRNA
directed Cas9-mediated ablation was observed, even between gRNAs targeting the same exon or nearly overlapping DNA sites at both the *B2M* and *CCR5* loci (Figures A.4.1A through A.4.1E) indicating that on-target efficiency of site directed mutation with the CRISPR system is highly gRNA dependent, as previously noted (Hsu et al., 2013).

Next, we tested selected individual guides in primary CD4^+^ T cells from peripheral blood and CD34^+^ hematopoietic stem and progenitor cells isolated from mobilized peripheral blood (HSPCs-mPB). To our surprise, gRNAs that had proven to be highly efficacious at targeting *B2M* in HEK293T cells invariably exhibited much lower targeting efficiencies in primary CD4^+^ T cells ranging from 1.4% (±0.2 SEM, n=6) to 4.7% (±0.9 SEM, n=6) when measuring *B2M* surface expression (Figures A.4.1F, A.4.2C, and A.4.2D) or from 3% to 11% using the CEL surveyor assay (Figures A.4.2B and A.4.2E). For instance, gRNA crB2M_13 targeting *B2M* exhibited more than 10-fold reduced efficacy in CD4^+^ T cells (4.7%±0.9) as compared to HEK293T cells (48.0%±1.8) (Figures A.4.1F and A.4.2C). Interestingly, individual gRNAs targeting *CCR5* showed comparably high mutation frequencies in CD34^+^ HSPCs from mobilized peripheral blood (mPB) as had been observed in K562 cells, as determined by the CEL Surveyor assay (Figures A.4.1E and A.4.1G). To explore this further, we performed direct Sanger sequencing of several hundred colonies derived from individual HSPCs clones targeted with gRNAs crCCR5_A or crCCR5_B from two donors and observed very high monoallelic and biallelic mutation frequency in all cases (Figure A.4.1H). As only FACS sorted cells expressing Cas9 were analyzed in these experiments, it is unlikely that the observed differences in on-target mutation efficiency were due to differences in transfection efficiencies but rather may reflect intrinsic differences amongst primary hematopoietic cell types.
Figure A.4.1 Targeting clinically relevant loci in human cells.

A) Schematic of gRNAs targeting B2M locus. B) Histogram of B2M surface expression in 293T cells 72 h after CRISPR/Cas9 transfection. C) B2M deletion efficiency with various gRNAs in HEK293T cells. Pooled data from three independent experiments are shown.
(Continued) (mean±SEM). D) Schematic of gRNAs targeting the CCR5 gene. Orange and green arrows represent primer pairs used to amplify the targeted region for analysis. E) CEL surveyor assay of each gRNA targeting CCR5 in K562 cells. % InDels is indicated under each guide. F) B2M deletion efficiency of selected gRNAs in primary CD4+ T cells in comparison to 293T cells. Pooled data from 6 independent T-cell donors is shown (mean±SEM). G) CEL Surveyor assay of gRNA crCCR5_A and crCCR5_B targeting CCR5 in K562 cells and HSPC-mPB. H) Clonal deletion efficiency of gRNA crCCR5_A and crCCR5_B targeting CCR5 in HSPC-mPB from two donors as determined by Sanger sequencing. (Note: crB2M_14 is not depicted in panel A schematic, as it is located 20 Kb downstream of coding sequence.)
Figure A.4.2. Evaluation of on target mutational efficiencies of various gRNAs targeting B2M.

A) B2M deletion efficiency for all gRNAs targeting B2M locus in HEK293T cells as measured by flow cytometry. Pooled data from 3 independent experiments shown as mean±SEM. B) B2M deletion efficiencies of selected guides in HEK293T cells, measured as % InDels by CEL Surveyor assay. C) Comparison of B2M surface
A dual guide strategy allows for predictable gene ablation in primary human hematopoietic cells

Therapeutic translation utilizing CRISPR/Cas9 gene editing in the hematopoietic system would be best enabled if predictable gene editing could be achieved. We reasoned that using two gRNAs directed against the same locus might generate predictable mutations (deletions) over that achieved by reliance on the error-prone non-homologous end joining (NHEJ) pathway, which represents the predominant DNA double strand break (DSB) repair pathway in HSPCs (Beerman et al., 2014). Indeed, this approach has previously been utilized for ZFNs, TALENs and the CRISPR/Cas9 system to achieve predictable deletions (Bauer et al., 2013; Canver et al., 2014; Gupta et al., 2013; Lee et al., 2010; Wang et al., 2014b; Zhou et al., 2014). Six dual gRNA combinations targeting \( B2M \) (crB2M\_10+11, crB2M\_10+12, crB2M\_6+7, crB2M\_8+10, crB2M\_13+8, and crB2M\_6+8) with DNA sequence lengths between their predicted Cas9 cleavage sites ranging from 81 to 2261 nucleotides were introduced in CD4\(^+\) T cells together with Cas9 (Figure A.4.3A). We observed a trend of improved targeting efficacy for most of the tested gRNA pairs and greatly improved efficacy for one gRNA pair (crB2M\_13+8), which resulted in 18.0% (±8.35 SEM, n=3) ablation of B2M surface expression (Figures A.4.3B, A.4.3C, and A.4.4A). B2M ablation led to a reduction of MHC class I cell surface
expression consistent with the role of B2M in stabilizing MHC class I (Figure A.4.4B). We further interrogated mutation frequency at a clonal level via a single-cell quantitative PCR (qPCR) approach that revealed that 28.2% (n=301) of CD4$^{+}$ T cells were homozygous null for B2M (Figure A.4.4C). Upon Sanger sequencing across the predicted Cas9 cutting sites, we observed deletion of the intervening sequence as predicted (Figure A.4.4D).

We next applied the dual guide strategy to primary HSPCs by introducing three gRNA pairs (crCCR5_A+B, crCCR5_C+D and crCCR5_D+Q) along with Cas9 into CD34$^{+}$ HSPCs-mPB (Figure A.4.3D). Sorted CD34$^{+}$ HSPCs expressing Cas9 were plated into methylcellulose and emergent clonal colonies were individually picked two weeks post-plating for analysis. As the CEL Surveyor assay cannot be utilized to effectively quantify deletion efficacy, individual colonies were analyzed by PCR to quantify the deletion efficacy at one or both CCR5 alleles (Figures A.4.3D and A.4.3E). Remarkably, although variation in CCR5 ablation was noted among different donors and gRNA pairs, we consistently observed high monoallelic and biallelic inactivation of CCR5 in all cases (Figures A.4.3E and A.4.4E). For example, one dual gRNA combination (crCCR5_D+Q) generated biallelic CCR5 deletion in CD34$^{+}$ HSPCs-mPB at a rate of 26.8% ($\pm$7.1 SEM) across 4 donors (Figures A.4.3E A.4.4E). It should be noted however that the mutation rates determined by this PCR strategy underestimate actual mutation frequency, since small insertions or deletions (InDels) are not detected by this approach. A similar dual gRNA approach targeting CCR5 (crCCR5_A+B) in CD4$^{+}$ T cells resulted in a biallelic inactivation rate of 8.8% at the single cell level (n=363 cells analyzed) (Figure A.4.4F). Again, after Sanger sequencing, we noted predictable excision of the DNA between the Cas9 cleavage sites (Figure A.4.4G).
Taken together, these data demonstrate that highly efficacious ablation of clinically relevant genes can be achieved in primary hematopoietic CD4+ T cells and CD34+ HSPCs using a dual guide strategy.

**Figure A.4.3.** A dual gRNA approach for CRISPR/Cas9 genome editing in primary human hematopoietic stem and effector cells.

A) Schematic of dual gRNA approach for targeting the B2M locus. gRNA pairs are in red. The offset in base pairs between actual cutting sites for each gRNA combinations are

<table>
<thead>
<tr>
<th>crB2M combination</th>
<th>Offset in bp</th>
</tr>
</thead>
<tbody>
<tr>
<td>10+11</td>
<td>81</td>
</tr>
<tr>
<td>10+12</td>
<td>907</td>
</tr>
<tr>
<td>6+7</td>
<td>974</td>
</tr>
<tr>
<td>8+10</td>
<td>1616</td>
</tr>
<tr>
<td>13+8</td>
<td>2222</td>
</tr>
<tr>
<td>6+8</td>
<td>2261</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>crB2M combination</th>
<th>Offset in bp</th>
</tr>
</thead>
<tbody>
<tr>
<td>C+D</td>
<td>34</td>
</tr>
<tr>
<td>A+B</td>
<td>205</td>
</tr>
<tr>
<td>D+Q</td>
<td>205</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>crCC5 combination</th>
<th>Donors</th>
<th>#clones</th>
<th>+/- (%ang+SEM)</th>
<th>-/+ (%ang+SEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A+B</td>
<td>4</td>
<td>460</td>
<td>13.5±4.7</td>
<td>19.3±5.8</td>
</tr>
<tr>
<td>D+Q</td>
<td>4</td>
<td>387</td>
<td>15.0±5.2</td>
<td>26.8±7.1</td>
</tr>
<tr>
<td>C+D</td>
<td>3</td>
<td>372</td>
<td>19.3±6.5</td>
<td>22.0±8.7</td>
</tr>
</tbody>
</table>
(Continued) shown in the right panel. B) B2M deletion efficiency in CD4+ T cells for 6 dual gRNA combinations from three independent donors showing mean ± SEM. C) FACS plots showing loss of B2M expression 72 h after transfection of either single gRNA alone (crB2M_13 or crB2M_8) or in combination (crB2M_13+8) in primary CD4+ T cells. D) Schematic of dual gRNA approach for targeting CCR5. gRNA pairs are shown in red. Orange and green arrowheads represent primer pairs used to amplify the targeted region. The offset between the actual cutting sites of each gRNA pair is shown in the right panel. E) Agarose gel electrophoresis image of 24 CD34+ HSPCs-mPB derived clones targeted with gRNAs crCCR5_D+Q analyzed by PCR. Note the deletion of the 205 bp region between the two gRNA cutting sites (top panel; WT: wild type band; ΔCCR5: deleted band; green asterisk denotes a WT clone; orange asterisk denotes a heterozygous clone; and red asterisk denotes a homozygous deleted clone). Clonal deletion efficiency for 3 dual gRNA combinations targeting CCR5 in CD34+ HSPC-mPB (n=4; % mean±SEM; bottom panel).
Figure A.4.4. Targeting efficiency of dual gRNA combinations.

A) B2M deletion efficiency for 6 dual gRNA combinations from three independent donors as measured by flow cytometry. B) FACS plots showing loss of MHC class I surface
(Continued) expression (bottom panel) following \(B2M\) deletion (top panel). C) Schematic of the single cell nested PCR strategy for the \(B2M\) locus (left panel), black and gray arrowheads: control primer pairs, orange and green arrowheads: primer pairs flanking targeting region. % \(B2M\) null single cells is shown (right panel, n=301). D) Sanger sequencing chromatogram showing predicted deletion of targeted region at \(B2M\) locus. E) Clonal \(CCR5\) deletion efficiency for three dual gRNA combinations in CD34\(^+\) HSPC-mPB obtained from multiple donors. DNA isolated from individual colony was analyzed by PCR and gel electrophoresis. F) Schematic of the single cell nested PCR strategy (left panel) for determining deletion of \(CCR5\) in primary CD4\(^+\) T cells. % \(CCR5\) null single cells is shown (right panel, n=363). G) Sanger sequencing chromatogram shows predicted deletion at targeted region.

**CRISPR/Cas9 \(CCR5\)-edited CD34\(^+\) HSPCs retain multi-lineage potential**

In order to determine whether CD34\(^+\) HSPCs that had undergone genome editing with CRISPR/Cas9 retained their potential to differentiate into myeloid and lymphoid effector cells, we performed *in vitro* and *in vivo* differentiation assays. Towards this, \(CCR5\)-edited CD34\(^+\) HSPCs-mPB were plated in methylcellulose and clonal colonies that emerged two weeks post-plating were counted and scored for contribution to granulocyte, macrophage, erythrocyte and megakaryocyte lineages (Bernstein et al., 1991). Comparable colony numbers and colony types were observed regardless of whether single, dual or no gRNAs were used demonstrating that CD34\(^+\) HSPC colony forming potential was not impacted by CRISPR/Cas9 (*Figure A.4.5A*) despite the high monoallelic and biallelic \(CCR5\) inactivation frequencies observed in these experiments (*Figures A.4.1H and A.4.3E*).
We next tested the *in vivo* reconstitution potential of HSPCs following CRISPR/Cas9 targeting of *CCR5* by xenotransplantation of control (Cas9-only), and *CCR5* edited (Cas9 + crCCR5 D+Q) CD34⁺ HSPC-mPB into NOD-Prkdc^Scid^-IL2rγnull (NSG) recipients. Recipients were then sacrificed at 12 weeks post-transplant and human hematopoietic cell engraftment (hCD45⁺) was examined in the bone marrow revealing contribution to CD19⁺ lymphoid cells and CD11b⁺ myeloid cells (*Figure A.4.5B*). Human CD45⁺ hematopoietic cells were also found in the spleens of transplanted mice (*Figure A.4.5C*). PCR analysis on DNA isolated from sorted human CD45⁺ cells from the bone marrow and spleen of reconstituted mice demonstrated that *CCR5* edited cells (ΔCCR5) were robustly contributing to the observed human hematopoietic cell chimerism (*Figure A.4.5D*). Taken together, these results demonstrate that CRISPR/Cas9 *CCR5*-edited CD34⁺ HSPCs retained multi-lineage potential *in vitro* and *in vivo*. 
Figure A.4.5. *CCR5*-edited CD34+ HSPCs retain multi-lineage potential.

A) CFC assay results showing colony forming and differentiation potential of CD34+ HSPC-mPB cells after genome editing. Representative pictures of colonies formed in methylcellulose CFC assay (left panel) with quantified data on colony number and types are presented (right panel). Representative FACS plot showing human cell engraftment and multi-lineage reconstitution at 12 weeks post-transplantation in the bone marrow (B)
(Continued) and spleen (C) of NSG recipient mice. D) PCR results confirmed predicted deletion of targeted region at CCR5 locus in human cells sorted from bone marrow and spleen of NSG mice transplanted with CRISPR/Cas9-treated HSPCs. PBMC (human peripheral blood mononuclear cells) from healthy donor taken as control. WT, wild type; ΔCCR5, deleted band; BFU-E, Burst Forming Unit-Erythrocyte; CFU-E, Colony Forming Unit-Erythroid; GEMM, Granulocyte/Erythrocyte/Macrophage/Megakaryocyte; GM, Granulocyte/Macrophage

Mutational analysis of genome edited HSPCs by target capture deep sequencing

CRISPR/Cas9 has previously been shown to generate off-target mutations to varying degrees depending upon experimental setting and cell type (Cho et al., 2014; Cradick et al., 2013; Fu et al., 2013; Fu et al., 2014; Hruscha et al., 2013; Lin et al., 2014). To examine this in primary CD34+ HSPCs, we performed target capture sequencing of CD34+ HSPCs-mPB subjected to CRISPR/Cas9 CCR5-editing. Our experimental design included capture of each gRNA target site (n=6) and predicted off-target sites (n=172) with expanded capture intervals of 500 base pairs flanking each site to ensure accurate detection of any genetic lesion occurring at or near the selected sites (Figure A.4.6A). We have previously shown that this approach can also capture structural variation breakpoints, such as translocations and inversions, in proximity to the capture site (Talkowski et al., 2011). Sorted CD34+ HSPCs treated with Cas9 alone or in combination with multiple single gRNA (crCCR5_A, crCCR5_B, or crCCR5_C) or dual gRNA combinations (crCCR5_A+B, crCCR5_C+D, or crCCR5_D+Q) were cultured for two weeks and then sequenced to a mean target coverage of 3,390X across each 23 bp gRNA sequence (range 379.6X - 7,969.5X)(Figure A.4.6B). Analysis of the resulting data
revealed highly efficacious on-target mutagenesis with a diverse array of mutated sequence variants observed in both single-gRNA and dual-gRNA treatments (Figure A.4.6C). As expected, we detected small InDels of up to 10bp in addition to varying single nucleotide substitutions at the predicted target sites in the single gRNA libraries. Predicted deletions (i.e. deletions spanning between the two gRNA target sites) were the most common mutations observed (crCCR5_A+B: 19.95%; crCCR5_C+D: 20.45%; crCCR5_D+Q: 42.13%), while small InDels (crCCR5_A+B: 3.06%; crCCR5_C+D: 0.50%; crCCR5_D+Q: 2.95%) were also frequent (Figure A.4.6C). Interestingly, for two dual gRNA combinations (crCCR5_A+B and crCCR5_D+Q) we also observed inversions between the two predicted Cas9 cleavage sites (crCCR5_A+B: 3.06%; crCCR5_D+Q: 2.48%). The most efficacious dual gRNA combination crCCR5_D+Q led to mutations in approximately 48% of the captured sequence reads (Figure A.4.6C).

We next examined the capture sequence reads at predicted off-target sites in the genome. An N-fold enrichment analysis was performed, wherein we compared the total number of non-reference sequencing reads at each predicted off-target site in gRNA treated and control (Cas9 only) samples. This analysis generated a ratio where 1.0 indicates an equivalent number of non-reference sequence reads in both treated and control samples, values less than 1.0 indicate fewer non-reference reads in treated samples, and values greater than 1.0 indicate a greater number of non-reference reads in treated samples (Figure A.4.6D).
Figure A.4.6. Targeted capture and extremely deep sequencing of on-target and predicted off-target sites in CD34+ HSPCs.

A) Schematic overview of targeted capture and deep sequencing of on-target and predicted off-target sites (red bar). 500 bp flanking cutting site (in yellow) were included in sequence analysis for detection of structural rearrangements, including translocations.
Probe sets are indicated in blue. B) Plots showing consistent sequencing depth coverage at both on-target (left panel) and off-target (right panel) sites, achieving a coverage exceeding 3,000x for all on-target sites. Decrease in sequencing depth at the on-target sites in dual-gRNA libraries is marked by arrow, supporting predicted deletions (bottom left; i=35 bp, ii=206 bp, iii=205 bp). C) Precise estimation of on-target mutation allele frequencies by capture sequencing. Notably, the observed rate of effective null mutation exceeds previous estimates by PCR validation of predictable deletions, as smaller InDels and inversions also occur at appreciable frequencies. D) Estimation of mutation frequencies at predicted off-target sites (*One off-target site was statistically different from controls following correction for multiple comparisons; $p \leq 7.6 \times 10^{-11}$). N-fold enrichment is determined based on the ratio of non-reference reads in treated libraries compared to untreated library. Each value represents the average of all off-target sites for a given single gRNA or dual gRNA experiment. Enrichment of 1 is equivalent to baseline (untreated control). **For reference to on-target enrichments, on-target combined represents the proportion of non-reference reads (including single and dual gRNA treatments using a given gRNA) to total reads at on-target sites in treatment compared to control.

Strikingly, our analysis showed that the mean enrichment of mutations at off-target sites in all the gRNA-treated samples compared to control closely conformed to the null hypothesis (i.e., 0.99-fold enrichment compared to controls) indicating that off-target mutation events were extremely rare. Indeed, statistical evaluation of all captured off-target sites yielded a single site (1/172; 0.6%) in the sample treated with gRNA crCCR5_B alone that passed multiple test correction for a statistically significant
enrichment for off-target InDels in the gRNA crCCR5_B treated libraries versus control (gRNA crCCR5_B; p ≤ 7.6x10^{-11}). When we scrutinized the sequencing reads from the only statistically significant off-target site, which was located in the highly homologous CCR2 gene (Figure A.4.7A), we found that all sequence variants (36 out of 5,963 total reads) were one or two base InDels, (Figure A.4.7B). Of note, in the other sample in which gRNA crCCR5_B was used (in combination with gRNA crCCR5_A) only 13 out of 5,339 reads supported mutation. However these events did not meet statistical significance above control or samples treated with other gRNAs (Figure A.4.7). Thus, off-target mutagenesis was exceedingly rare and, moreover, the use of two gRNAs in combination did not increase the very low incidence of off-target mutagenesis. We also performed targeted analyses for structural variation at all sites and, though we could easily detect on-target inversions in dual gRNA combination crCCR5_A+B and crCCR5_D+Q, there was no evidence for inversion or translocation at any off-target sites in any of the treatments. These data indicate that on-target mutagenesis efficiency was very high, while off-target mutagenesis was extremely infrequent for both single- and dual gRNA treatments.
Figure A.4.7. Potential off-target sites identified in CCR5 homologue CCR2 and analysis of events detected at the single off-target site in which mutagenesis was significantly detected above background.

**A**) Sequence alignment of CCR5 gRNAs utilized in this study in relation to the closest homologous sequence in CCR2 showing mismatched nucleotides in bold. Noteworthy is the fact that guide crCCR5_B, which yielded the sole significantly detected off-target mutagenesis in CCR2 (detailed in panel B), has 3 nucleotide mismatches, which are distal to the PAM (underlined) and seed (grey box) sequences.

**B**) In-depth analyses of all sequence reads at the single off-target site in which mutagenesis was significantly detected above background in both capture libraries treated with the associated gRNA (B; libraries treated with single gRNA crCCR5_B & dual-gRNA crCCR5_A+B), as well as the library treated with gRNA crCCR5_A as a comparison. Total off-target mutation frequency at this site was 0.6% in the single gRNA treatment (crCCR5_B) and notably
(Continued) decreased to 0.24% in the dual gRNA treatment (crCCR5_A+B) in which gRNA plasmid concentration of each gRNA was half of that utilized in single gRNA treatments.

A.5. DISCUSSION

In this study, we utilized the CRISPR/Cas9 system in human primary CD4⁺ T cells and CD34⁺ HSPCs to target two clinically relevant genes B2M and CCR5. To our surprise, the activity of the CRISPR/Cas9 system was remarkably variable in different human cell types, with the same gRNA exhibiting highly efficacious on target mutagenic activity in HEK293T cells but little activity in CD4⁺ T cells. In contrast, the targeting efficacy in K562 cells and CD34⁺ HSPCs was comparable.

Moreover, consistent with previous reports (Hsu et al., 2013) we observed that the efficiency of the CRISPR/Cas9 system was gRNA specific, as even gRNAs with partially overlapping sequences within the same exon displayed significantly different targeting efficiencies. Further, a dual gRNA approach yielded increased gene ablation efficacy with certain gRNA pairs in both CD4⁺ T cells and CD34⁺ HSPCs leading to predicted deletions at the targeted loci.

The lack of CRISPR/Cas9 activity observed in T cells, especially with single gRNAs, may be due to a number of factors including, inefficient plasmid DNA delivery, the innate immune response of T cells to foreign nucleic acid (Monroe et al., 2014), and/or active DNA repair machinery. Given the efficacy of the CRISPR/Cas9 system in a wide variety of cell types and species both in vitro and in vivo (Sander and Joung, 2014), the lack of
activity we observed in T cells is likely the exception and not the rule. Nonetheless, our results highlight the fact that CRISPR/Cas9 targeting efficacy can greatly differ between cell lines and primary cells. Ultimately, further studies will be necessary to determine how variable the activity of the CRISPR/Cas9 system is in different primary human cell types.

Our mutational analysis revealed highly efficacious mutagenesis of on-target sites in CD34+ HSPCs. Single gRNAs generated a range of mutations with the vast majority comprised of small InDels. In contrast, dual gRNA combinations largely led to predicted deletions, though a diverse array of mutations including InDels and even inversions were detected. Importantly, we only identified one statistically significant off-target site in the highly homologous CCR2 gene, which occurred in one out of six experimental settings (gRNA crCCR5_B alone). Sequence analysis of gRNA crCCR5_B in comparison to the identified off-target site in CCR2 indicated that it perfectly matched in the seed region and contained 3 sequence mismatches at the 5’ end of the gRNA sequence (positions 1, 4 and 6). This data is consistent with previous studies showing that mismatches in the 5’ proximal end of the gRNA are well tolerated by Cas9 (Lin et al., 2014; Wu et al., 2014). Our data therefore supports the idea that judicious guide design is critical for minimizing off-target mutations. Of note, our very deep sequencing analysis enabled detection of the sole off-target event we describe, whereas sequence analysis performed at lower sequencing depth -- such as 50X coverage that has been used in previous off-target analyses (Smith et al., 2014; Suzuki et al., 2014; Veres et al., 2014) -- would have been unable to detect this event. Overall, our analysis of CRISPR/Cas9 mutational activity in CD34+ HSPCs revealed very high on-target mutation rates and extremely low incidence of off-target mutagenesis.
Utilizing a dual gRNA strategy is uniquely suited for facile deletion of long (multi-kb) portions of the genome with unprecedented precision and efficiency. In theory, gRNAs can be designed to target sites as distant from each other on a chromosome as desired, allowing the deletion of one or even multiple entire genes. Remarkably, the whole 350 kb long human $GBP$ locus has been successfully deleted in a human cell line using a dual CRISPR approach (Ohshima et al., 2014). Subsequent studies systematically characterized dual CRISPR-mediated genomic deletions in human cell lines focusing on either the $HPRT$ locus or various other loci. In both cases, deletions of 1 Mb were achieved with a frequency of almost 1% (Canver et al., 2014; He et al., 2014). In fact, more recent reports have used CRISPR/Cas9 to edit even larger genomic regions, including an 11 Mb fragment inversion, mimicking a cancer chromosomal translocation (Maddalo et al., 2014), and a 30 Mb deletion on chromosome 19, yielding the first ever fully haploid human cell line (Essletzbichler et al., 2014).

The ability to direct efficient and predictable deletions using dual gRNAs also opens the possibility of using this strategy to target non-coding regions in the genome such as enhancers and silencers that control the expression of disease relevant genes. Recently, a dual CRISPR approach has been used to ablate expression of the oncogene $TAL1$ in acute leukemia by disrupting a leukemia-specific enhancer (Mansour et al., 2014). This study suggests that enhancers hold the potential to be highly specific and sensitive targets for perturbation by CRISPR/Cas9 in cancer therapy. A major challenge in the field of cancer therapy is specificity, as the main approaches used, radiotherapy and chemotherapy, affect not only cancer cells but also healthy tissues (Begg et al., 2011; Bouwman and Jonkers, 2012). Utilizing CRISPR/Cas9 could help solve this problem, by
specifically targeting noncoding regions used exclusively by tumor cells (Mansour et al., 2014).

Still, blood disorders will most likely be the first to benefit from clinical translation of a dual gRNA strategy. Recent studies identified regulatory regions (both enhancers and silencers) that control expression of fetal hemoglobin (Bauer et al., 2013), which if deleted increase fetal globin expression in cells otherwise restricted to expressing adult β-globin (Bauer et al., 2013; Xu et al., 2011). Targeted deletion of such regions in CD34+ HSPCs followed by transplantation into patients may provide a durable therapy for the treatment of β-hemoglobinopathies such as sickle cell anemia and β-thalassemia (Xu et al., 2011).

Overall, our data demonstrate that the CRISPR/Cas9 system can be used to ablate genes of clinical significance in primary human CD4+ T cells and CD34+ HSPCs with an efficiency that is therapeutically meaningful for a number of clinical settings, such as the treatment of HIV. Our demonstration that CRISPR/Cas9 targeted CD34+ HSPCs retain multi-lineage potential in vitro and in vivo, combined with very high on-target and minimal off target mutation rates suggests that CRISPR/Cas9 could have broad applicability enabling novel gene and cell-based therapies of the blood.
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