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Abstract

In the first part of this dissertation, we investigate on the presence of quantum effects in the exciton dynamics of the Fenna-Matthews-Olson photosynthetic complex of green sulfur bacteria using an atomistic Quantum Mechanics / Molecular Mechanics (QM/MM) model combined with open quantum systems methods. Subsequently, we explore the theoretical connection between the atomistic QM/MM approach and the open quantum system methods and propose the correct theoretical expressions to maintain consistency when using both approaches contemporarily. In particular we show that when using the correct prefactor to extract the spectral density - the strength of coupling between excitation and other degrees of freedom - the atomistic results are in good agreement with experimental predictions. We then describe a first atomistic study of the full light-harvesting complex of green sulfur bacteria. The various units are treated atomistically and the full system’s exciton dynamics is obtained using a Markovian open quantum system master equation. To conclude the first part, we describe a Machine Learning algorithm which we developed and implemented to learn time-dependent density functional theory energies by using trained neural networks and supplying these with coulomb matrices extracted from molecular dynamics simulations. This approach provides a much more rapid solution to obtaining a QM/MM Hamiltonian and subsequently extracting dynamics. It is particularly useful when multiple identical molecules are found in similar environments as one can train the network on a single molecule and predict all others. We applied this method to the Fenna-Matthews-Olson complex.

In the second part of this dissertation we focus on model systems and synthetic aggregates. In particular, we investigate the exciton dynamics in thin-film J-aggregates using a Markovian stochastic Schrödinger equation approach. We derive expressions to obtain diffusion constants from the dynamics and compare a series of different thin-film J-aggregates. The parameters of the model are obtained atomistically. From this model we obtain information on the parameters which lead to optimal exciton diffusion. This can guide the design of new exciton transfer materials.
We finish by discussing a classical electromagnetic study of exciton dynamics in a dipole array model for the natural Chlorosome antenna complex of green sulfur bacteria Chlorobaculum tepidum. The main advantage of this model is the possibility of treating a large number of degrees of freedom.
# Contents

## Introduction

1 Introduction to excitonic systems 3

## Theoretical methods for exciton transport

2.1 Excitons: Frenkel, charge-transfer and Wannier-Mott excitons 10
2.2 Exciton transport models: Förster theory 10
2.3 Open-quantum system methods for exciton dynamics 12
   2.3.1 Coupled two-level excitonic systems 13
   2.3.2 Markovian methods for exciton dynamics 17
   2.3.3 Non-markovian methods for exciton dynamics: Hierarchy equation of motion 20

## Excitonic energy transport in natural light-harvesting complexes

3 Atomistic study of the long-lived quantum coherences in the Fenna-Matthews-Olson complex 25
   3.1 Introduction 25
   3.2 Methods 27
      3.2.1 Molecular dynamics simulations 27
      3.2.2 Exciton dynamics 30
      3.2.3 Quantum Jump Correction to MD Method (QJC-MD) 31
   3.3 Results and discussion 32
      3.3.1 Site energy distributions 32
      3.3.2 Dephasing rates 34
      3.3.3 Simulated Spectra 34
      3.3.4 Population dynamics and long-lived quantum coherence 35
      3.3.5 Comparison between MD, QJC-MD, HEOM, and HSR methods 37
      3.3.6 Correlation functions and spectral density 40
   3.4 Conclusion 42

4 On the alternatives for bath correlators and spectral densities from mixed quantum-classical simulations 45
   4.1 Introduction 45
   4.2 The quantum correlation function and the spectral density 48
      4.2.1 Fourier transform of the time correlation function and symmetries of the correlator 49
      4.2.2 The spectral density 50
      4.2.3 General semiclassical a posteriori approximations 50
   4.3 Energy gap correlation function for a simple model 53
Contents

4.3.1 Quantum correlation function and energy gap correlation function for a single molecule ............................ 53
4.3.2 Quantum correlation function and energy gap correlation function for harmonic surfaces ........................................ 55
4.4 Classical and semiclassical limits of the correlators and spectral densities for harmonic surfaces .............................. 58
4.4.1 Classical equations of motion .......................................... 58
4.4.2 Energy gap correlator .................................................. 59
4.4.3 Classical and semiclassical correlation functions ......................... 59
4.4.4 Classical and semiclassical spectral densities ......................... 60
4.5 Models for system-bath coupling: higher order correlators .......... 61
4.6 Application to the FMO complex ....................................... 63
4.6.1 TDCD and spectral density from mixed QM/MM with a posteriori semiclassical corrections ............................. 64
4.6.2 Analysis of prefactors in terms of temperature dependence of the spectral density .......................................... 66
4.6.3 Comparison to experimental spectral density ......................... 66
4.6.4 Higher-order correlation function................................... 70
4.7 Conclusions ............................................................. 72

5 Atomistic study of energy funneling in the light-harvesting complex of green sulfur bacteria ........................................... 74
5.1 Introduction ............................................................. 74
5.1.1 Molecular aggregate model ........................................ 75
5.1.2 Exciton transfer model .............................................. 78
5.2 Excitation energy funneling ........................................... 82
5.2.1 Exciton population dynamics ....................................... 83
5.2.2 Cooperativity of the excitonic states ............................... 87
5.2.3 Temperature dependence of the energy funneling ................. 88
5.2.4 Population kinetics .................................................. 89
5.3 Conclusion ............................................................. 90

6 Machine learning exciton dynamics ........................................... 93
6.1 Introduction ............................................................. 93
6.2 Methods and computational details ................................... 94
6.2.1 Ground state QM/MM simulations .................................. 94
6.2.2 Machine Learning: neural networks training ...................... 96
6.2.3 Exciton dynamics and spectral densities ......................... 98
6.3 Results and discussion ................................................ 99
6.3.1 Excited state energy prediction using neural networks ........ 99
6.3.2 Spectral densities and exciton dynamics with neural networks 103
6.4 Conclusion ............................................................. 107

II Synthetic and model molecular aggregate systems for exciton transport .............................................................. 109

7 Exciton transport in thin-film cyanine dye J-aggregates .......................... 111
7.1 Introduction ............................................................. 111
7.2 The model ............................................................. 114
7.2.1 Hamiltonian and single exciton dynamics ......................... 114
7.2.2 Static and dynamic noise ............................................ 117
7.2.3 Diffusion model .................................................... 119
# Contents

7.3 Computational details ................................. 121
  7.3.1 Monomer properties ............................... 121
  7.3.2 Monte Carlo wave function propagation .......... 121
7.4 Results and discussion .............................. 123
  7.4.1 Model parameters ................................. 123
  7.4.2 Quantum exciton dynamics ....................... 128
  7.4.3 Diffusion coefficient and diffusion length ...... 131
7.5 Conclusions .......................................... 135

8 Electromagnetic study of the chlorosome antenna complex of Chlorobium tepidum 138
  8.1 Introduction ......................................... 138
  8.2 Results and discussion .............................. 141
    8.2.1 Antenna spectra and resonances ............... 141
    8.2.2 Induced fields .................................. 144
    8.2.3 Energy flux .................................... 149
  8.3 Conclusions ......................................... 151
  8.4 Methods ............................................. 153
    8.4.1 Physical model of the chlorosome structure .. 153
    8.4.2 Polarizability model ............................ 154
    8.4.3 Optical properties .............................. 156

Conclusions and future work ............................ 159

Bibliography ............................................. 182
Citation to previously published work

Chapters 3-8 have, apart from minor modifications, appeared as the following publications:


Other publications which were carried out during the time of this dissertation but are not explicitly included as independent chapters are listed below:


Acknowledgments

After these years spent at Harvard I feel I understand why the PhD is so different from a Bachelor’s or Master’s degrees. It is an adventure, from the start until the end and one never knows what the path will be and where it will lead. That is the beautiful and contemporarily challenging aspect of doing research at the edge.

I would like to start by thanking my advisor, Prof. Alán Aspuru-Guzik. Alán, thank you for teaching me how to navigate through my PhD during these years and for your incredible optimism and enthusiasm. Your mentoring and feedback have helped me arrive to where I am today. Thank you for being my advisor and friend.

I thank Prof. Heller for the many useful scientific discussions. I feel lucky to have had the opportunity to get his feedback and advice on science and life as a scientist throughout my PhD. I would like to thank Prof. Cohen as well for being a member of my committee and providing me with another view of the problems I was tackling as well as many interesting questions and suggestions. I also thank Prof. Shakhnovich for providing me with feedback on a project I began at the end of my PhD. I thank my former advisor Prof. Michele Ceotto for his support and feedback from Italy.

The Aspuru-Guzik group has evolved a lot in the last five years and it was wonderful to meet everyone who became part of the group or left. I would like to thank a few people in particular.

I thank Dr. Semion K. Saikin, for mentoring me scientifically at the start of my PhD. I was happy to collaborate with him on various interesting projects related to exciton transport in molecular aggregates. I thank Dr. Alex Eisfeld who taught me to love J-aggregates, Dresden and open quantum systems models. I thank Dr. Dmitrij Rappoport for his help on multiple scientific questions, in particular on the computation of excited states. I would like to thank visiting student Florian Haese who is beginning his own scientific adventure. It was great to mentor him and work with him. I also thank Dr. Davood Ansari-Oghol-Beig and Masoud Rostami for our collaboration on the electromagnetic study of exciton dynamics in the chlorosome. I thank my colleagues in the first “excitonics” offices with whom I had interesting discussions on exciton dynamics. In particular I thank David Gelbwaser, Christoph Kreisbeck and Doran Bennett.

I thank Dr. Jarrod McClean, J*, above all for his friendship, but also for the many interesting scientific discussions. Our multiple tea/coffee/lunch/tgif breaks helped during the ups and downs of the PhD adventure. I thank Gian Giacomo Guerreschi, Borja Peropadre and the QI office for their friendship, the many discussions, pool games and games of Catan. I thank Dr. Joel Yuen-Zhou for his
friendship and for introducing me to the Aspuru-Guzik group, Harvard and the mexican community in Boston. I thank all other members of the group and collaborators who are not explicitly mentioned for our scientific exchanges.

Outside the world of science I truly thank my family, dispersed around the world, in Italy, Canada and Switzerland, for all their love and support. It would not have been possible for me to finish without them and without Skype. My parents have always been encouraging me to pursue my dreams and now the dream of obtaining a PhD has become a reality. I treasure the memories of our summer hikes in the Italian alps and the rewarding dinners in the crotto afterwards. I thank them both from the bottom of my heart.

I am really happy to thank my little sister, Annick, for her continuous support and love. Our overseas discussion brought joy in my life every day and visiting her and Iacopo in Switzerland was always a great experience filled with laughter, swimming, sushi, bbq, wonderful chocolate and fondue.

I thank my elder sister Carine and my niece Jessica for their love and for their many visits to Cambridge. Our multiple snow-fights made the 8 hour greyhound trip to Montreal in December worth the ride.

I also thank my wonderful aunt Cathy who came to visit often, took me to New-York and helped me move-in the first year. She reminded me that as much as I love science there are many other things worth doing in life.

I thank my friends of the kebab crew, our kebab lunches were great to catch up and have some good laughs over tasty tandoori and curries.

I thank my special and dear friend Reem Hannun for her great friendship and affection. I will really miss our hugs, tea breaks, discussions outside Widener, spinning classes, PS1 sections, movie nights, party nights and simply our gossip conversations.

I thank the great salsa dancers and singers Viviana, Alexi, Joel and Araceli for their friendship. We shared many crazy party nights, karaoke until the early morning, pot-lucks, drinks and tea breaks.

Last but not least, I thank my life companion, Salvatore, who sustains me everyday and has been traveling with me since the start of this journey.
To my family, all around the world
There are only two ways to live your life.
One is as though nothing is a miracle.  
The other is as though everything is a miracle.

— Albert Einstein
Introduction
Chapter 1

Introduction to excitonic systems

According to the U.S. Energy Information Administration Annual Energy Outlook 2014 report, “Solar energy is the fastest-growing source of renewable generation, increasing by 7.5%/year from 2012 to 2040”. This type of growth prognostic is possible, amongst other things, due to the huge scientific effort dedicated to improving the efficiency of solar cell materials. In the time during which I have worked on my PhD, the number of papers published per year which mention the words solar cell have almost tripled (Fig. 1.1).

Inspiration for new pathways to capture sunlight has come from a variety of sources. Amongst these, natural photosynthetic systems have received a large amount of attention [1–8]. These systems have evolved for millions of years to optimize their organisms for survival and energy production using sunlight. The idea of creating nature inspired materials, which can be tuned to increase the exciton transport is fascinating. Such materials could be auto-generated in bacterial organisms at the cost of sunlight, water and a few nutrients.

As a young theoretical chemist, entering this field was both challenging and exciting. Using quantum mechanics, classical mechanics and a combination of these to make predictions and understand the physics of exciton transport provided me with a new vision and invaluable skills for the study of the development of optimal light-capturing materials.

This thesis is divided in two main parts. In the first, I investigated exciton transport in natural light-harvesting complexes. In the latter, I investigated model systems and synthetic aggregates in the context of finding optimal exciton transport materials. A description of each of these parts is provided below.
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Figure 1.1: Graph showing number of scientific articles containing the words “solar cell”. Data taken from the web of knowledge database by refining number of articles per year.

Part I: Excitonic energy transport in natural light-harvesting complexes, from understanding to design

Here I will briefly introduce the systems which are studied theoretically: photosynthetic bacteria. In the second section I will discuss the theoretical work which was carried out to elucidate the exciton dynamics in these natural systems.

Photosynthetic bacteria and green sulfur bacteria

Theoretical predictions and analyses rely on the knowledge of molecular structures. Sometimes models can be employed to make educated guesses on unknown or partially known structures. Nonetheless most information can be extracted from a chemical or biological system when a structure is available.

The first crystal structure for a pigment-protein photosynthetic complex was obtained by Roger Fenna, Brian Matthews and John Olson in 1974-75 [9, 10]. This complex is a water soluble bacteriochlorophyll protein which is found in green sulfur bacteria. It now takes the name FMO complex from the scientists who resolved its structure. FMO is found in all of the Chlorobi phyla and recently it has also been found in Candidatus Chloracidobacterium Thermophilum of the Acidobacteria phyla [11]. In these organisms, the FMO complex forms a homo-trimer where each monomer (see Fig. 1.2) consists of 7/8 bacteriochlorophyll-a (BChl-a) pigment molecules enclosed in a protein scaffolding. The BChl pigment molecules are held within the protein scaffold through coordination
bonds of amino acid polar groups (e.g. NH$_2$) to the Mg atom of the porphyrin ring and through
hydrogen bonds. The complex is thought to act as an excitonic wire, funneling the excitation to the
so-called “reaction center”.

Green sulfur bacteria have existed since the Proterozoic era and survive through anoxygenic pho-
tosynthesis: they use sulfide and other reduced sulfur compounds or hydrogen as photosynthetic
electron donors [1]. The light-harvesting complex apparatus (LHC) in green sulfur bacteria is com-
posed of bacteriochlorophyll (BChl) pigment molecules. These monomers aggregate in several in-
terconnected functional units, as shown in Fig.1.3. The main element of LHC is the chlorosome - an
ellipsoidal shaped body of size ranging from tens to hundreds of nanometers [12]. The chlorosome
is densely packed with BChl c pigments. Two other functional units - the baseplate [13] and the
Fenna-Matthews-Olson (FMO) trimer complex [14] are composed of BChl a pigments held together
by a protein scaffold. Energy in the form of molecular excitations (i.e. exciton) is collected by the
chlorosome and funneled through these antenna units to the reaction center where charge carriers are
then generated.

After the FMO complex crystal structure was resolved, the first crystal structure for a membrane-
protein complex was obtained for purple photosynthetic bacteria in 1984 by Hartmut Michel, Johann
Deisenhofer and Robert Huber [15]. This important work earned them the 1988 Nobel prize. Finally,
in the nineties, a series of crystal structures were resolved for membrane protein light-harvesting
complexes: LHCII [16] of green plants, LH2 of Rhodopseudomonas acidiphila [17], the core of
Figure 1.3: Sketch of the light-harvesting complex elements of the photosynthetic apparatus of green sulfur bacteria. Sunlight is absorbed by the chlorosome and transferred in the form of an exciton through the baseplate and Fenna-Matthews-Olson (FMO) complexes to the reaction center where charge separation occurs.
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Photosystem I of cyanobacteria [18]. These experimental discoveries opened up the road to the possibility of exploring exciton dynamics in these systems with theoretical chemistry.

Theoretical study of exciton transport in green sulfur bacteria

Given that FMO was the first light-harvesting complex for which a structure was available, it is one of the most extensively studied [19–25]. Researchers showed a renewed interest in the FMO complex in recent years when 2D-spectroscopy experiments suggested the presence of quantum coherent effects [26] in the exciton dynamics. Following these experiments, much theoretical work was carried out [27–38] with the main goal of understanding whether quantum effects were present and if so, how they contributed to the exciton transport. Most theoretical studies relied on the existence of an X-ray crystal structure of the FMO complex of either *Chlorobaculum tepidum* or *Prosthecochloris Aestuarii*.

The initial theoretical work on FMO [28, 31, 39, 40] was carried out using model Hamiltonians. These Hamiltonians were based on specific studies where energies of the BChls and couplings had been extracted using ab-initio methods [22]. The exciton dynamics was then carried out using a series of open-quantum system master equation or stochastic Schrödinger approaches were the excitation density evolved under the influence of coupling to a bath of harmonic oscillators. These approaches will be described in Chapter 2. While this is a good first approach to the problem, an atomistic study where time-dependent QM/MM trajectories are obtained can provide much more information. We performed one of the first of these studies, contemporarily with the group of prof. Kleinekhatöfer [33]. This work in described in Chapter 3. In this work I will also describe a method for correcting the ground state QM/MM method by introducing a term which accounts for zero point fluctuations which are missing in the classical MD.

The connection between ground state QM/MM and the quantities introduced in the open-quantum system models is often unclear. In the open-quantum system approach the atomistic degrees of freedom are grouped into three parts, a system part, a system-bath part and a bath, which can each be treated with various levels of approximations. The interaction of the system, in our case, the excitonic degrees of freedom, with the bath, everything else, is described by a quantity defined as the spectral density. The spectral density, for each frequency, provides the strength of coupling of the system to the bath. One problem that arises in this context is how to extract this theoretical quantity.
from an atomistic ground state QM/MM simulation. I investigated this theoretically using a model system in Chapter 4 and found that specific prefactors had to be used in order to be consistent with both the QM/MM and open-quantum system approaches. The resulting spectral densities for FMO were in good agreement with the corresponding experimental results.

Following the interest in the FMO complex, the community became interested in the full LHC system of green-sulfur bacteria. In Chapter 5 for the first time, we investigated the exciton dynamics in the combined system consisting of the chlorosome, baseplate and FMO complexes atomistically.

In Chapter 6, we describe our approach to predict TDDFT energies by using machine learning with neural networks. Using neural networks provides a huge speed up. Indeed, once the networks are trained we can extract excited state energies at the cost of molecular dynamics simulations. This method is particularly useful when one needs to compute multiple excited state energies of the same molecules, e.g. for QM/MM simulations. We applied it to the FMO complex and were able to determine the average energy of each site based on networks trained on a single BChl molecule.

**Part II: Synthetic and model molecular aggregates systems for exciton transport**

In this second part of the thesis I will discuss my work on the exciton dynamics of synthetic molecular aggregates and aggregates inspired by natural systems. In Chapter 7, I will describe a study of exciton diffusion for various thin-film J-aggregate systems. Subsequently I will introduce a model structure for the chlorosome antenna complex found in green-sulfur bacteria and discuss a classical electrodynamic study of the system.

**J-aggregates**

Discovered over 80 years ago independently by Scheibe and Jelley [41, 42], J-aggregates are typically formed by organic fluorescent dye molecules and can be identified spectroscopically by the narrowing and bathochromic shift (J-band) of the lowest electronic excitation relative to the monomer band [43, 44]. These structures are characterized by the unique properties associated with their J-band: a large absorption cross-section, short radiative lifetimes, a small Stokes shift of the fluorescence line and efficient energy transfer within the aggregate [44]. These aggregates can be synthe-
sized layer by layer and are characterized by a red batochromic line narrowed absorption spectra and strong intermolecular couplings. I investigate and extract the parameters which are mainly responsible for enhanced diffusion in these J-aggregates.

Respect to natural aggregates these systems present the advantage of control over the synthesis process. This in turn allows for many applications. For instance, the applications of J-aggregates range from their use as “reporter molecules” in mitochondrial membrane potentials in living cells [45] to photosensitizing silver halides in photography [46]. Moreover, J-aggregates are employed in dye-sensitized organic solar cells which provide several advantages over inorganic solar cells [47, 48]. Recently, cyanine dye J-aggregates have been combined with optical cavities [49–51] or coupled to quantum dots [52] to form hybrid systems.

**Nature-inspired antenna systems**

In the last Chapter 8, I will present a classical electrodynamics study of a model system: an aggregate of dipoles based on the structure of the chlorosome antenna complex of green-sulfur bacteria. This represents an effort to extract excitonic information from a system with a huge number of degrees of freedom by using a classical theory. It is a nice example of the fact that often a more complicated theory will not necessarily provide more information and that simpler and numerically faster models can provide robust initial answers. This work also introduces the idea of generating nanoantennas based on the natural antenna complexes.
Chapter 2

Theoretical methods for exciton transport

In general, to obtain the dynamics of a system quantum mechanically, we need to solve the time-dependent Schrödinger equation for that system. This quickly becomes impossible to carry out exactly, indeed only for the two body problem there exists and exact solution. For this reason, many clever approximations have been made and theories developed to enable one to extract the dynamics in certain regimes or for specific parts of systems without having to solve for the full problem.

2.1 Excitons: Frenkel, charge-transfer and Wannier-Mott excitons

In the field of excitonics, one is often interested in understanding how an exciton, either localized on a single molecule or delocalized over several units, propagates in a system of interacting molecules. There are three main categories of excitons. With the term Frenkel exciton, named after Yakov Frenkel, we refer to a quantum mechanical state which consists of a bound excited electron / hole pair localized at the same molecule [53, 54] (radius of about 10 Å and binding energy ∼ 1 eV). Frenkel excitons are found in non-covalently bound systems such as molecular crystals, j-aggregates or photosynthetic complexes. Note that the excitation in the aggregate is not necessarily confined to a single monomer but can be coherently delocalized over many molecules.

When the excited electron and hole are very distant (radius of about 100 Å, binding energy ∼ 10 meV), i.e. separated by a distance much larger than the intermolecular spacing, we refer to the excitation as a Wannier-Mott exciton [55]. These excitons are found when there are strong binding forces (e.g. covalent) between the molecules, for instance they are typical in inorganic semiconduc-
Figure 2.1: Sketch of the two limiting cases of an exciton. In the top panel a Frenkel exciton with the electron-hole pair localized on a molecule. To the right the molecular states of the system in the ground state are shown and then those of a singlet Frenkel exciton are shown. Similarly in the bottom panel we see the picture of a Wannier-Mott exciton where the electron-hole pair is delocalized with a bohr radius covering several molecules. The diagram of bands and exciton states is shown on the right.

In the intermediate situation where the excited electron and the hole are not localized on the same molecule but are close enough that the wavefunctions of the involved molecules still overlap, we refer to the excitation as a charge transfer exciton.

A sketch of the two limiting cases of the Frenkel and Wannier-Mott excitons is shown in Fig. 2.1. In this thesis we will be dealing with Frenkel type excitons.
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2.2 Exciton transport models: Förster theory

The initial theoretical models for exciton transport in molecular aggregates were based on an incoherent rate approach. This work was carried out by T. Förster and D. L. Dexter [56, 57]. An incoherent type of energy transfer (weak intermolecular coupling) can occur when the interaction with the environment is much stronger than the resonant excitation transfer and the excitation is localized on a single molecule, as in the case of Frenkel excitons. In these cases Förster theory predicts the rate constants for transport of excitation from one donor molecule to an acceptor molecule as the overlap of the donor emission spectrum and the absorption spectrum [53, 58],

\[
k_{\text{acc-don}} = \text{const} \cdot \left[ \frac{u_{\text{acc}} \cdot u_{\text{don}} - 3 (u_{\text{acc}} \cdot r_{\text{acc-don}}) (u_{\text{don}} \cdot r_{\text{acc-don}})}{n^4 R_{\text{acc-don}}^6} \right] \times \int_0^\infty \alpha_{\text{acc}}(\omega) \cdot I_{\text{don}}(\omega) \frac{d\omega}{\omega^4}.
\] (2.1)

Here \(u_{\text{acc}}\) and \(u_{\text{don}}\) are the unit vectors which are directed along the transition dipoles of the acceptor and donor molecule respectively. \(R_{\text{acc-don}}\) is the distance in between the center of the two molecules (acceptor and donor), \(n\) is the index of refraction of the solvent, and \(r_{\text{acc-don}}\) is the unit vector directed from the center of the acceptor to the donor. Finally, \(\alpha_{\text{acc}}(\omega)\) is the acceptor absorption coefficient and \(I_{\text{don}}(\omega)\) is the donor emission spectrum. Förster theory thus assumes that the donor in its electronic excited state may transfer energy to an acceptor through a non radiative dipole-dipole coupling. The rate is very sensitive to changes in distance given the dependence on \(R_{\text{acc-don}}^6\) at the denominator. Further it depends on a good overlap of the acceptor absorption and donor emission spectra.

The real situation is often much more complex, one cannot describe transport through this incoherent hoping model, transport may neither be entirely coherent or incoherent and thus different models are needed to describe the exciton dynamics. Nonetheless, Förster theory or FRET (Fluorescence Resonant Energy Transfer) has had an enormous success in predicting rates of transfer for many systems and situations [59–62].

2.3 Open-quantum system methods for exciton dynamics

To obtain the exciton dynamics in photosynthetic complexes or molecular aggregates, one needs to deal with a large number of degrees of freedom. Often it is possible to focus on a subset of these
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degrees of freedom (system, $S$) and study the dynamics of this part while it interacts with the rest of
the degrees of freedom (bath, $B$). This is the formalism of methods for open-quantum systems. One
example is the dynamics of Frenkel excitons (system) interacting with all other degrees of freedom
(bath), e.g. the chromophores, protein scaffold, solvent.

The total Hamiltonian can be expressed generically as

$$\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{SB},$$  \hspace{1cm} (2.2)

where $\hat{H}_S$ is the system Hamiltonian, $\hat{H}_B$ is the bath Hamiltonian and $\hat{H}_{SB}$ is the system-bath
Hamiltonian, which captures the interaction amongst the two quantum systems. The Liouville equa-
tion for the total density matrix, $\hat{\rho}$ is

$$\frac{\partial \hat{\rho}(t)}{\partial t} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}(t)]$$  \hspace{1cm} (2.3)

For such an open-quantum system, given that environment and system are assumed to be dis-
tinguishable, the Hilbert space of the two coupled quantum systems is given by the tensor prod-
uct $\mathcal{H}_S \otimes \mathcal{H}_B$. Therefore, given an observable $\hat{\mathcal{O}} = \hat{\mathcal{O}}_S \otimes \hat{\mathcal{I}}_B$ of the entire system, $\langle \hat{\mathcal{O}}(t) \rangle = \text{tr}_S \left( \hat{\mathcal{O}}_S \hat{\rho}_S(t) \right)$. This shows that all the information we require can be extracted from the reduced
density operator $\hat{\rho}_S(t) = \text{tr}_B \hat{\rho}(t)$. The equation of motion of $\hat{\rho}_S$ will be derived in the next subsection. From now on, we will orient the discussion with a specific emphasis on excitonic molecular
aggregate systems. For a general discussion and derivation of open-quantum system methods the
reader can refer e.g. to Ref. [63].

2.3.1 Coupled two-level excitonic systems

In all the molecular aggregate systems considered in this thesis, we restrict the description to that
of a single ground state, $S_0$, and the first excited state $S_1$ for each molecule. It is straightforward
to include more states (triplet states, higher singlet states), but for the sake of simplicity and related
computational cost, the description will be given for a set of $N$ coupled two level molecules. Following
the description of Ref. [53], in this case, the system Hamiltonian represents the electronic
degrees of freedom and can be expressed as

\[
\hat{H}_S \equiv \hat{H}^{el} = \sum_{m=1}^{N} \sum_{\alpha=g,e} \epsilon_{m\alpha} |\psi_{m\alpha}\rangle \langle \psi_{m\alpha}| + \sum_{mn} V_{mn} |\psi_{me}\psi_{mg}\rangle \langle \psi_{ne}\psi_{mg}|. \tag{2.4}
\]

Here, only two electronic quantum numbers, \(\alpha = g\) or \(e\), ground and excited state, are possible for each molecule, \(m\), given the two-level system assumption. The wavefunctions \(\psi_{m\alpha}\) are the adiabatic electronic eigenstates of the molecular Hamiltonian of the \(m\)-th molecule, \(\hat{H}^{el}_m \psi_{m\alpha} = \epsilon_{m\alpha} \psi_{m\alpha}\).

For now, we imagine that the nuclear degrees of freedom are fixed. This assumption will be relaxed further on by introducing coupling to the environment and allowing for interaction between system and bath.

The couplings \(V_{mn}\) between molecules \(m\) and \(n\) include four terms. The first set accounts for interactions between charges at two different molecules \(V_{mn}(\alpha\alpha, \alpha\alpha) \equiv \langle \psi_{ma}\psi_{na}|V_{mn}|\psi_{na}\psi_{ma}\rangle\) (here we have introduced a short hand notation for the couplings) and \(V_{mn}(\alpha\beta, \beta\alpha)\), where \(\alpha, \beta\) indicate each of the two possible quantum numbers. The second terms account for interactions between transitions at the \(m\)-th molecule with charges at the \(n\)-th molecule, \(V_{mn}(\alpha\beta, \beta\beta), V_{mn}(\beta\beta, \beta\alpha)\). The third set includes interactions between the \(S_0 \rightarrow S_1\) transition at one molecule and the \(S_1 \rightarrow S_0\) transition at another molecule, \(V_{mn}(\alpha\beta, \alpha\beta)\), and finally the fourth corresponds to simultaneous excitation and de-excitation of two different molecules, \(V_{mn}(\alpha\alpha, \beta\beta)\). The first two types of couplings are usually much smaller than the last two and can be neglected so long as the electrostatic interaction energy between all charge carriers is well balanced. This statement is nicely justified in Ref. [53]. Thus one is left with resonant \(V_{mn}(\alpha\beta, \alpha\beta)\) and off-resonant \(V_{mn}(\alpha\alpha, \beta\beta)\) interaction terms. The off-resonant interaction term, i.e, the fourth set, can be neglected according to the Heitler-London approximation. This corresponds to keeping only terms which conserve the number of excitations. The reason for which those terms can be neglected is that the energy difference between singly and doubly excited states is typically much larger (by one to two orders of magnitude) respect to the energy difference between singlet excitations. Thus the mixing between states with a different number of excitation quanta will be quite small [64]. The system Hamiltonian we will consider then only includes the third type of matrix elements which give rise to the resonant contributions

\[
V_{mn} = V_{mn}(\alpha, \beta, \alpha, \beta) = \int dr_m dr_n \rho_{neg}(r_m; R) J^{(el-el)}_{mn}(r_n; R) \rho_{neg}^*(r_n, R), \tag{2.5}
\]
with the transition density $\rho_{meg}(r_m; R) = \psi^*_{me}(r_m; R)\psi_{mg}(r_m; R)$ and $J_{mn}^{(el-el)}$ the intermolecular coulombic electron-electron interaction. Often, the intermolecular distance is large compared to the degree of local wavefunction overlap between ground and excited state. In this case, one can use the dipole-dipole coupling approximation and

$$J_{mn}^{(el-el)} \approx \frac{\hat{\mu}_m \hat{\mu}_n}{|R_{mn}|^3} - 3 \frac{(\hat{\mu}_m \cdot \hat{\mu}_n) (\hat{\mu}_m \cdot \hat{\mu}_n)}{|R_{mn}|^5},$$

(2.6)

with $R_{mn} = R_m - R_n$ the intermolecular distance and $\hat{\mu}_m$ is the electronic dipole operator.

Now, one needs to define the bath Hamiltonian $\hat{H}_B$ and the system-bath Hamiltonian $\hat{H}_{SB}$. The bath term includes all nuclear degrees of freedom and all electronic degrees of freedom not explicitly included in the system. For instance, in the case of pigments in a protein scaffold all the electrons of the protein are treated as part of the environment. In general, the nuclear degrees of freedom are not fixed, and the electron-electron interaction terms will be modulated by nuclear motion. The usual approximation that is made is that the environment (bath) can be modeled as an infinite set of harmonic oscillators. Thus

$$\hat{H}_B = \sum_{k,m} \left( \hbar \omega_k \hat{a}_k^\dagger \hat{a}_k \right)_m,$$

(2.7)

where $\hat{a}_k$ and $\hat{a}_k^\dagger$ are the creation and annihilation operators for mode $k$ and a different set of environment modes is allowed for each molecule $m$.

Finally, the system will interact with the bath through the system-bath Hamiltonian. The most general form is that of a tensor product between system and bath operator. In this case, given the form of the system and bath hamiltonians we can write

$$\hat{H}_{SB} = \sum_m \left( \sum_k \hbar \omega_k \lambda_{km} (\hat{a}_k^\dagger + \hat{a}_k) \right)_m |m\rangle \langle m|,$$

(2.8)

where we have introduced the basis $|n\rangle$ of singly excited states, $|n\rangle = |\psi_{ne}\rangle \sum_{m \neq n} |\psi_{ng}\rangle$. Here $\lambda_{km}$ is the coupling constant of the exciton on molecule $m$ with bath mode $k$. In this basis and with these new definitions of system-bath and bath Hamiltonian, the system Hamiltonian can be written in the tight-binding form

$$\hat{H}_S = \sum_{m=1}^N \tilde{\epsilon}_m |m\rangle \langle m| + \sum_{n < m} V_{mn} (|m\rangle \langle n| + |n\rangle \langle m|),$$

(2.9)
where $\tilde{\epsilon}_m = \epsilon_{me} - \epsilon_{mg}$, and the electronic ground state energy of the aggregate $E_0 = \sum_m \epsilon_{mg}$ has been rescaled to zero for simplicity.

Once the system, bath and system-bath interaction have been specified, we can proceed to write an the equation of motion for the density matrix of the system, i.e. the excitonic degrees of freedom. We start with the Liouville-von Neumann equation for the total density matrix and trace over the bath degrees of freedom to obtain

$$\frac{\partial}{\partial t} \hat{\rho}_S(t) = -i\hbar \text{tr}_B \{ [\hat{H}_S + \hat{H}_B + \hat{H}_{SB}, \hat{\rho}(t)] \} \quad (2.10)$$

$$= -i\hbar \{ [\hat{H}_S, \hat{\rho}_S(t)] - i\hbar \text{tr}_B \{ [\hat{H}_{SB}, \hat{\rho}(t)] \} \} \quad (2.11)$$

Here, going from the first to the second line, the term proportional to the commutator of $\hat{H}_B$ with the full density matrix vanishes due to the fact that $\hat{H}_B$ only acts in the bath space and thus by using the cyclic invariance of the trace, the commutator goes to zero.

At this point in the derivation, it is convenient to switch to the interaction picture. Using the notation $\hat{O}$ to indicate the operator $\hat{O}$ in the interaction picture (with $\hat{H}_S + \hat{H}_B$ the zeroth-order Hamiltonian), we can rewrite Eq. 2.11 as

$$\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -i\hbar \text{tr}_B \{ [\tilde{H}_{SB}(t), \tilde{\rho}(t)] \} \quad (2.12)$$

with

$$\tilde{\rho}(t) = \hat{U}_0^\dagger(t, t_0)\hat{\rho}(t_0)\hat{U}_0(t, t_0) \quad (2.13)$$

and

$$\hat{U}_0(t, t_0) = \exp \left( -\frac{i}{\hbar} \int_{t_0}^t \hat{H}_S(s) + \hat{H}_B(s) \, ds \right) \quad (2.14)$$

Now, using $\tilde{\rho}(t) = \tilde{\rho}(t_0) - \frac{i}{\hbar} \int_{t_0}^t ds \{ \hat{H}_{SB}(s), \tilde{\rho}(s) \}$ and inserting it into Eq. 2.12, we obtain

$$\frac{\partial}{\partial t} \tilde{\rho}_S(t) = \frac{i}{\hbar} \text{tr}_B \{ [\hat{H}_{SB}(t), \tilde{\rho}(t_0)] \} - \frac{1}{\hbar^2} \int_{t_0}^t ds \text{tr}_B \{ [\hat{H}_{SB}(t), [\hat{H}_{SB}(s), \tilde{\rho}(s)]] \} \quad (2.15)$$

Assuming that $\text{tr}_B \{ [\hat{H}_{SB}(t), \tilde{\rho}(t_0)] \} = 0$, i.e. that the initial state is such that the interaction does not
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generate any (first-order) dynamics in the bath, we can write

$$\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -\frac{1}{\hbar^2} \int_{t_0}^{t} ds \, \text{tr}_B \left[ \tilde{H}_{SB}(t), \left[ \tilde{H}_{SB}(s), \tilde{\rho}(s) \right] \right].$$  \hspace{1cm} (2.16)

To obtain a closed expression for the evolution of the system density matrix in time, further approximations need to be made. In fact, the equation we have obtained still depends on the full density matrix $\tilde{\rho}$. A first approximation which is made is the Born approximation. This consists in assuming weak system-bath coupling, i.e. the system only weakly influences the reservoir and one can say that at a given time $t$, $\tilde{\rho}(t) \approx \tilde{\rho}_S(t) \otimes \tilde{\rho}_B(t)$. This removes the explicit dependence on the full density matrix. Then, one assumes that the bath is in thermal equilibrium and thus not time-dependent $\tilde{\rho}_B(t) = \tilde{\rho}_B$. Still more work needs to be done to get a closed expression. One of the most common approximations is the Markov approximation and it will be discussed in the next section.

2.3.2 Markovian methods for exciton dynamics

Redfield equation

Let us consider the expression previously obtained for the reduced density matrix and include the Born approximation and the assumption that the bath is at thermal equilibrium. We obtain

$$\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -\frac{1}{\hbar^2} \int_{t_0}^{t} ds \, \text{tr}_B \left[ \tilde{H}_{SB}(t), \left[ \tilde{H}_{SB}(s), \tilde{\rho}_S(s) \otimes \tilde{\rho}_B \right] \right].$$  \hspace{1cm} (2.17)

Equation 2.17 is non-markovian in the sense that the future evolution of $\tilde{\rho}_S$ depends on the density matrix at all previous times through the integration of $\tilde{\rho}_S(s)$ in $ds$. The first Markov approximation consists in replacing $\tilde{\rho}_S(s)$ with $\tilde{\rho}_S(t)$ to obtain a master equation in the Born-Markov approximation

$$\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -\frac{1}{\hbar^2} \int_{t_0}^{t} ds \, \text{tr}_B \left[ \tilde{H}_{SB}(t), \left[ \tilde{H}_{SB}(s), \tilde{\rho}_S(t) \otimes \tilde{\rho}_B \right] \right].$$  \hspace{1cm} (2.18)

An extensive and interesting discussion of the implications of this approximation can be found in Ref. [65] and is left to the interest of the reader as it is beyond the scope of the current description. It is sufficient to know that the Markov approximation relies on the presence of two different time scales, a fast time scale for the bath and a much slower time scale for the dynamics of the system. Equation 2.18 is known as Redfield’s equation [66]. This equation is still not fully markovian as the
time evolution of the system density matrix depends on a specific choice for the initial preparation at time $t = t_0$ [63].

One can now make the second Markov approximation, i.e one replaces $s$ with $t - s$ in the integral and take the limit of $t$ going to infinity in the upper integration limit:

$$
\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -\frac{1}{\hbar^2} \int_{t_0}^{\infty} ds \ tr_B [\tilde{H}_{SB}(t), [\tilde{H}_{SB}(t-s), \tilde{\rho}_S(t) \otimes \hat{\rho}_B]].
$$

(2.19)

This approximation is valid so long as the state of the system varies over a time scale which is large compared to that over which the bath correlation functions decay. We need to simplify this expression further to obtain a closed equation.

Starting from Eq. 2.8 for $\hat{H}_{SB}$, we define $\hat{A}_m = |m\rangle\langle m|$ and $\hat{B}_m = \left( \sum_k \hbar \omega_k \lambda_k \left( \hat{a}_k + \hat{a}_k^\dagger \right) \right)_{m}$.

We now switch to the energy basis, i.e the eigenbasis $|N\rangle$ of the system hamiltonian $\hat{H}_S |N\rangle = E_N |N\rangle$ to introduce $\hat{A}_m(\omega) = \sum_{E_N-E_M=\hbar \omega} c_m^\dagger(M) c_m(N) |M\rangle \langle N|$. Using these definitions, after some algebra and the use of the rotating wave approximation, we obtain the following equation in the interaction picture:

$$
\frac{\partial}{\partial t} \tilde{\rho}_S(t) = -\frac{i}{\hbar} \left[ \hat{H}_{LS}, \tilde{\rho}_S(t) \right] + \sum_{\omega} \sum_{mn} \gamma_{mn}(\omega) \left( \hat{A}_n(\omega) \tilde{\rho}_S \hat{A}_m^\dagger(\omega) - \frac{1}{2} \left\{ \hat{A}_m^\dagger(\omega) \hat{A}_n(\omega), \tilde{\rho}_S \right\} \right)
$$

(2.20)

where

$$
\hat{H}_{LS} = \sum_{\omega} \sum_{mn} S_{mn}(\omega) \hat{A}_n^\dagger(\omega) \hat{A}_n(\omega)
$$

(2.21)

is the Lamb-shift Hamiltonian and it introduces a renormalization of the energy levels. Here, to define $S_{mn}(\omega)$ we introduce the two point bath correlation function

$$
C_{mn}(t) = tr_B \left\{ \hat{B}_m(t) \hat{B}_n(0) \hat{\rho}_B \right\} \equiv S_{mn}(t) + \frac{i}{2} \chi_{mn}(t)
$$

(2.22)

with

$$
S_{mn}(t) = \frac{1}{2} tr_B \left\{ \hat{B}_m(t) \hat{B}_n(0) \hat{\rho}_B \right\}
$$

(2.23)

and

$$
\chi_{mn}(t) = -i tr_B \left\{ \hat{B}_m(t) \hat{B}_n(0) \hat{\rho}_B \right\},
$$

(2.24)

the symmetrized and antisymmetrized correlation functions. Now $S_{mn}(\omega)$ is simply the Fourier
transform of $S_{mn}(t)$, and the rates $\gamma_{mn}(\omega)$ are defined as a function of $C_{mn}(t)$

$$\gamma_{mn}(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} C_{mn}(t). \quad (2.25)$$

Equation 2.20 can be recast into the Lindblad form if one so desires. In the Schrödinger picture the master equation is

$$\frac{\partial}{\partial t} \hat{\rho}_S(t) = -\frac{i}{\hbar} \left[ \hat{H}_S + \hat{H}_{LS}, \hat{\rho}_S(t) \right] + \sum_{\omega} \sum_{mn} \gamma_{mn}(\omega) \left( \hat{A}_n(\omega) \hat{\rho}_S \hat{A}_m(\omega)^\dagger - \frac{1}{2} \left\{ \hat{A}_m(\omega)^\dagger \hat{A}_n(\omega), \hat{\rho}_S \right\} \right). \quad (2.26)$$

We see we have a first term which corresponds to free evolution under the system Hamiltonian and the lamb-shift (which is usually neglected). Then, the second term is the dissipative term which introduces the interaction with the environment explicitly. The operators $\hat{A}_n$ induce jumps in the dynamics by projecting from a state to another. The jumps occur with rates $\gamma_{mn}$ which depend on the oscillations in the environment degrees of freedom. Thus, there will be a dephasing contribution, when $m = n$ which does not lead to jumps between states and a relaxation contribution which comes from the other terms which induce jumps.

The main limitations of this expression come from the Markov approximation and the weak system-bath coupling approximation, in the next section we will be looking at a method which is non Markovian.

Secondly, one needs to deal with the density matrix and clearly, as the number of pigment molecules increases, storing the operators becomes problematic. Due to this, various stochastic Schrödinger equation approaches based on the use of monte-carlo evolution have been developed [67]. With these methods one can reduce the dimensionality of the problem from $N^2$ to $N$. I will discuss this in the context of a pure dephasing model for J-aggregates in Chapter 7. In the next section we will describe a Markovian model which only includes dephasing.

**Haken-Strobl-Reineker model**

The Haken-Strobl-Reineker model is a markovian model in which the environment is described by classical stochastic variables [68, 69]. This is a pure-dephasing model. One assumes that thermal
fluctuations of the environment couple to the chromophores by the electron-phonon Hamiltonian:

\[ \hat{H}_{SB}(t) = \sum_m q_m(t)|m\rangle\langle m|, \tag{2.27} \]

where the \( q_m(t) \) describe stochastic bath fluctuations. Here, one can consider only the fluctuations which are diagonal in the electronic degrees of freedom as they are typically larger than fluctuations of the inter-molecular couplings \[22\]. The random variables \( q_m(t) \) are taken to be unbiased Gaussian fluctuations, with \( \langle q_m(t) \rangle = 0 \) and a two-point correlation function:

\[ \langle q_m(t)q_n(0) \rangle = \delta_{mn}\delta(t)\gamma_m, \tag{2.28} \]

where \( \gamma_m \) is the site-dependent dephasing rate. With these assumptions, one obtains the Haken-Strobl-Reineker equation for the density operator in the Schrödinger picture as \[68, 69\]:

\[ \frac{\partial \hat{\rho}_S}{\partial t}(t) = -\frac{i}{\hbar}[\hat{H}_S, \hat{\rho}_S(t)] + L_\phi(\hat{\rho}_S(t)), \tag{2.29} \]

where the pure-dephasing Lindblad operator is given by:

\[ L_\phi(\hat{\rho}_S(t)) = \sum_m \gamma_m[\hat{A}_m\hat{\rho}_S(t)\hat{A}_m^\dagger - \frac{1}{2}\hat{A}_m\hat{A}_m^\dagger\hat{\rho}_S(t) - \frac{1}{2}\hat{\rho}_S(t)\hat{A}_m\hat{A}_m^\dagger], \tag{2.30} \]

with the system operators \( \hat{A}_m = |m\rangle\langle m| \) and pure dephasing rates \( \gamma_m \). This Lindblad equation leads to exponential decay of all coherences in the density operator and to an equal distribution of populations in the infinite time limit. Notice that Eq. 2.29 is simply the pure dephasing part of the Redfield master equation (Eq. 2.26). The Haken-Strobl model will be employed in Chapters 3 and 7 to describe the exciton dynamics.

### 2.3.3 Non-markovian methods for exciton dynamics: Hierarchy equation of motion

As an example of a non-markovian method, I will briefly describe the Hierarchy Equation of Motion approach \[29, 70\]. This approach is used in Chapter 3 to describe the single exciton dynamics in the Fenna-Matthews-Olson complex.

We start from the total quantum Hamiltonian, partitioned in its system and bath components as
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described earlier, with the same definitions for each Hamiltonian: see Eq. 2.9, Eq. 2.8 and Eq. 2.7.
We consider the specific case of seven coupled pigment molecules as the system part, thus \( N = 7 \).
As seen before, in the interaction picture, we can write the evolution of the system density matrix by
tracing over the bath degrees of freedom and assuming factorized initial conditions as
\[
\tilde{\rho}_S(t) = \tilde{U}_S(t) \tilde{\rho}_S(0),
\]
(2.31)
where the tilde indicates operators in the interaction picture and
\[
\tilde{U}_S(t) = \left\{ \mathcal{T}_- \exp \left( -\frac{i}{\hbar} \int_0^t dt_1 \tilde{L}^{SB}(t_1) \right) \right\}_B
\]
(2.32)
where \( \tilde{L}^{SB}(t) \) is the system-bath Liouvillian. Carrying out the cumulant expansion and using
Wick’s theorem for the Gaussian fluctuations we can obtain the following equation of motion of
the system density operator in the Schrödinger picture
\[
\hat{\rho}_S(t) = -\frac{i}{\hbar} L^S \hat{\rho}_S(t) + \sum_{m=1}^7 \hat{\Phi}_m \delta_m(t),
\]
(2.33)
where \( \delta_m = (\delta_{1m}, \delta_{2m}, ..., \delta_{mm}, ..., \delta_{7m}) = (0, 0, ..., 1, ..., 0) \), \( \hat{\Phi}_m = i \hat{V}_m^\times = i \lvert m \rangle \langle m \rvert^\times \) and the
auxiliary operators \( \hat{\sigma} (t) \) in the interaction picture are defined as
\[
\hat{\sigma}^{(n_1, n_2, ..., n_7)}(t) = \mathcal{T}_- \prod_{m=1}^7 \left[ \int_0^t dt_1 e^{-\gamma_m(t-t_1)} \hat{\Theta}_j(t_1) \right]^{n_m} \times 
\]
\[
\exp \left[ \int_0^t dt_1 \hat{W}_m(t_1) \right] \tilde{\rho}_S (0).
\]
(2.34)
Here, \( \hat{\Theta}_j = i \left( \frac{2\lambda_j}{\beta} \hat{V}_j^\times - i \frac{\lambda_j}{\pi} \gamma_j \hat{V}_j^\circ \right) \). The subscripts are defined so that \( \hat{V}^\times \hat{O} = [\hat{V}, \hat{O}] \) acts as a
commutator and \( \hat{V}^\circ \hat{O} = \{ \hat{V}, \hat{O} \} \) operates as an anticommutator, with \( \hat{V}_m = \lvert m \rangle \langle m \rvert \). The other
term \( \hat{W} \) is defined as following, \( \hat{W}_m(t) = \int_0^t ds \hat{\Phi}_m(t) e^{-\gamma_m(t-s)} \hat{\Theta}_m(s) \). The constant \( \lambda_j \) is the
reorganization energy for the \( j-th \) molecule which is obtained from the Drude-Lorentz spectral
density employed in this model to describe the interaction of the system with the bath of harmonic
oscillators. It is now possible to incorporate more than one peak in the spectral density, however, the
original derivation was carried out for the single peaked spectral density.
The $\hat{\sigma}$ auxiliary operators evolve in time in the Schrödinger picture as

$$\frac{\partial}{\partial t} \hat{\sigma}^{(n_1, n_2, \ldots, n_7)}(t) = -\frac{i}{\hbar} L^S \hat{\sigma}^{(n_1, n_2, \ldots, n_7)}(t) - \sum_m n_m \gamma_m \hat{\sigma}^{(n_1, n_2, \ldots, n_7)}(t)$$

$$+ \sum_m \Phi_m \hat{\sigma}^{(n_1, \ldots, n_m+1, \ldots, n_7)}(t) + \sum_m n_m \hat{\Theta}_m \hat{\sigma}^{(n_1, \ldots, n_m-1, \ldots, n_7)}.$$ (2.35)

This hierarchy results in an infinite set of coupled equations, but generally one can truncate it after a finite number of auxiliary operators and reach convergence.

The HEOM equations are not time local and therefore the phonon modes of the bath for each site are influenced by the electronic states of the chromophore at that site. Hence, the dynamics also explicitly includes site-dependent reorganization processes of the bath. This method is used in Chapter 3 to compute the exciton dynamics and compare to the Redfield master equation approach.
Part I

Excitonic energy transport in natural light-harvesting complexes
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Chapter 3

Atomistic study of the long-lived quantum coherences in the Fenna-Matthews-Olson complex

3.1 Introduction

Recent experiments suggest the existence of long-lived quantum coherence during the electronic energy transfer process in photosynthetic light-harvesting complexes under physiological conditions [26, 71, 72]. This has stimulated many researchers to seek for the physical origin of such a phenomenon. The role and implication of quantum coherence during the energy transfer have been explored in terms of the theory of open quantum systems [6,28–31,73–80], and also in the context of quantum information and entanglement [32,81,82]. However, the characteristics of the protein environment, and especially its thermal vibrations or phonons, have not been fully investigated from the molecular viewpoint. A more detailed description of the bath in atomic detail is desirable; to investigate the structure-function relationship of the protein complex and to go beyond the assumptions used in popular models of photosynthetic systems.

Protein complexes constitute one of the most essential components in every biological organism. They remain one of the major targets of biophysical research due to their tremendously diverse and, in some cases, still unidentified structure-function relationship. Many biological units have been optimized through evolution and the presence of certain amino acids rather than others is fundamental for functionality [83–85]. In photosynthesis, one of the most well-characterized pigment-protein complexes is the Fenna-Matthews-Olson (FMO) complex which is a light-harvesting complex found

in green sulphur bacteria. It functions as an intermediate conductor for exciton transport located between the antenna complex where light is initially absorbed and the reaction center. Since the resolution of its crystal structure over 30 years ago [14], the FMO trimer, composed of 3 units each comprising 8 bacteriochlorophylls has been extensively studied both experimentally [21, 86, 87] and theoretically [22, 88]. For instance regarding the structure-function relationship, it has been shown [89] that amino acid residues cause considerable shifts in the site energies of bacteriochlorophyll $a$ (BChl) molecules of the FMO complex and in turn causes changes to the energy transfer properties.

Have photosynthetic systems adopted interesting quantum effects to improve their efficiency in the course of evolution, as suggested by the experiments? In this chapter, we provide a first step to answer this question by characterizing the protein environment of the FMO photosynthetic system to identify the microscopic origin of the long-lived quantum coherence. We investigate the quantum energy transfer of a molecular excitation (exciton) by incorporating an all-atom molecular dynamics (MD) simulation. The molecular energies are computed with time-dependent density functional theory (TDDFT) along the MD trajectory. The evolution of the excitonic density matrix is obtained as a statistical ensemble of unitary evolutions by a time-dependent Schrödinger equation. Thus, this work is in contrast to many studies based on quantum master equations in that it includes atomistic detail of the protein environment into the dynamical description of the exciton. We also introduce a novel approach to add quantum corrections to the dynamics. Furthermore, a quantitative comparison to the hierarchical equation of motion and the Haken-Strobl-Reineker method is presented. As the main result, the time evolution of coherences and populations shows characteristic beatings on the time scale of the experiments. Surprisingly, we observe that the cross-correlation of site energies does not play a significant role in the energy transfer dynamics.

The chapter is structured as follows: In the first part we present the methods employed and in the second part the results followed by conclusions. In particular, the partitioning of the system and bath Hamiltonian in classical and quantum degrees of freedom and details of the MD simulations and calculation of site energies are discussed in Section 3.2.1. The exciton dynamics of the system under the bath fluctuations is then presented in Section 3.2.2. In Section 3.2.3 we introduce a quantum correction to the previous exciton dynamics. Using the discussed methods we evaluated site energies and their distribution at 77 K and 300 K in Section 3.3.1 and we also computed the linear absorption spectrum of the FMO complex in Section 3.3.3. The site basis dephasing rates are discussed in
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Section 3.3.2. From the exciton dynamics of the system we obtained populations and coherences and compared to the QJC-MD approach in Section 3.3.4. We then compare the MD and quantum corrected MD methods to the hierarchical equation of motion (HEOM) and Haken-Strobl-Reineker (HSR) methods in Section 3.3.5. In Section 3.3.6 we determined the spectral density for each site from the energy time bath-correlator and studied the effect of auto and cross-correlations on the exciton dynamics by introducing a comparison to first-order autoregressive processes. We conclude in Section 3.4 by summarizing our results.

3.2 Methods

3.2.1 Molecular dynamics simulations

A computer simulation of the quantum evolution of the entire FMO complex is certainly unfeasible with the currently available computational resources. However, we are only interested in the electronic energy transfer dynamics among BChl molecules embedded in the protein support. This suggests a decomposition of the total system Hamiltonian operator into three parts: the relevant system, the bath of vibrational modes, and the system-bath interaction Hamiltonians. The system Hamiltonian operates on the excitonic system alone which is defined by a set of two-level systems. Each two-level system represents the ground and first excited electronic state of a BChl molecule. In addition, the quantum mechanical state of the exciton is assumed to be restricted to the single-exciton manifold because the exciton density is low. On the other hand, factors affecting the system site energies have intractably large degrees of freedom, so it is reasonable to treat all those degrees of freedom as the bath of an open quantum system.

More formally, to describe the system-bath interplay by including atomistic detail of the bath, we start from the total Hamiltonian operator and decompose it in a general way such that no assumptions on the functional form of the system-bath Hamiltonian are necessary [53]:

\[
H_{\text{total}} = \sum_m \int dR \, \epsilon_m(R) |m\rangle\langle m| \otimes |R\rangle\langle R| \\
+ \sum_{m,n} \int dR \, \{ J_{mn}(R) |m\rangle\langle n| \otimes |R\rangle\langle R| + \text{c.c.} \} \\
+ |1\rangle\langle 1| \otimes \hat{T}_R + \sum_m \int dR \, V_m(R) |m\rangle\langle m| \otimes |R\rangle\langle R|. \tag{3.1}
\]
Here, \( R \) corresponds to the nuclear coordinates of the FMO complex including both BChl molecules, protein, and enclosing water molecules. The set of states \( |m\rangle \otimes |R\rangle \) denote the presences of the exciton at site \( m \) given that the FMO complex is in the configuration \( R \). \( \epsilon_m(R) \) represents the site energy of the \( m \)-th site and \( J_{mn}(R) \) is the coupling constant between the \( m \)-th and \( n \)-th sites. Note that the site energies and coupling terms can be modulated by \( R \). \( |1\rangle \langle 1| \) is the identity operator in the excitonic subspace, \( \hat{T}_R \) is the kinetic operator for the nuclear coordinates of the FMO complex, and \( V_m(R) \) is the potential energy surface for the complex when the exciton at site \( m \) under Born-Oppenheimer approximation. Given multiple Born-Oppenheimer surfaces, one would need to carry out a coupled nonadiabatic propagation. However, as a first approximation, we assume that the change of Born-Oppenheimer surfaces does not affect the bath dynamics significantly. This approximation becomes better at small reorganization energies. Indeed, BChl molecules have significantly smaller reorganization energies than other chromophores [90]. With this assumption, we can ignore the dependence on the excitonic state in the \( V \) term, thus the system-bath Hamiltonian only contains the one-way influence from the bath to the system. We also adopted Condon approximation so that the \( J \) terms do not depend on \( R \):

\[
H_S = \sum_m \int dR \, \epsilon_m |m\rangle \langle m| \otimes |R\rangle \langle R| + \sum_{m,n} \int dR \, \{ J_{mn}(R) |m\rangle \langle n| \otimes |R\rangle \langle R| + c.c. \},
\]

\[
\approx \sum_m \int dR \, \epsilon_m |m\rangle \langle m| \otimes |R\rangle \langle R| + \sum_{m,n} \int dR \, \{ J_{mn} |m\rangle \langle n| \otimes |R\rangle \langle R| + c.c. \},
\]

\[
H_B = |1\rangle \langle 1| \otimes \hat{T}_R + \sum_m \int dR \, V_m(R) |m\rangle \langle m| \otimes |R\rangle \langle R|,
\]

\[
\approx |1\rangle \langle 1| \otimes \hat{T}_R + \int dR \, V_{ground}(R) |1\rangle \langle 1| \otimes |R\rangle \langle R|,
\]

\[
H_{SB} = \sum_m \int dR \, \{ \epsilon_m(R) - \bar{\epsilon}_m \} |m\rangle \langle m| \otimes |R\rangle \langle R|,
\]

\[
H_{total} = H_S + H_B + H_{SB}.
\]

Based on this decomposition of the total Hamiltonian, we set up a model of the FMO complex with the AMBER 99 force field [91, 92] and approximate the dynamics of the protein complex bath by classical mechanics. The initial configuration of the MD simulation was taken from the x-ray crystal structure of the FMO complex of Prosthecochloris aestuarii (PDB ID: 3EOJ). Shake constraints were used for all bonds containing hydrogen and the cutoff distance for the long range interaction was chosen to be 12 Å. After a 2 ns long equilibration run, the production run was obtained for a total
time of 40 ps with a 2 fs timestep. For the calculation of the optical gap, snapshots were taken every 4 fs. Two separate simulations at 77 K and 300 K were carried out with an isothermal-isobaric (NPT) ensemble to investigate the temperature dependence of the bath environment. Then, parameters for the system and the system-bath Hamiltonian were calculated using quantum chemistry methods along the trajectory obtained from the MD simulations.

We chose not to include the newly resolved eighth BChl molecule [89] in our simulations because up to now, the large majority of the scientific community has focused on the seven site system which is therefore a better benchmark to compare our calculations to previous work. It is important to note however that this eighth site may have an important role on the dynamics. In particular, as suggested in [40, 93] this eighth site is considered to be the primary entering point for the exciton in the FMO complex and its position dictates a preferential exciton transport pathway rather than two independent ones. Also when starting with an exciton on this eighth site, the oscillations in the coherences are largely suppressed.

The time-dependent site energy $\epsilon_m$ was evaluated as the excitation energy of the $Q_y$ transition of the corresponding BChl molecule. We employed the time-dependent density functional theory (TDDFT) with BLYP functional within the Tamm-Dancoff approximation (TDA) using the Q-Chem quantum chemistry package [94]. The basis set was chosen to be 3-21G after considering a trade-off between accuracy and computational cost. The $Q_y$ transition was identified as the excitation with the highest oscillator strength among the first 10 singlet excited states. Then, the transition dipole of the selected state was verified to be parallel to the $y$ molecular axis. Every atom which did not belong to the TDDFT target molecule was incorporated as a classical point charge to generate the external electric field for the QM/MM calculation. Given that the separation between BChl molecules and the protein matrix is quite clear, employing this simple QM/MM method with classical external charges to calculate the site energies is a good approximation. The external charges were taken from the partial charges of the AMBER force field [91, 92]. The coupling terms, $J_{mn}$, can also be obtained from quantum chemical approaches like transition density cube or fragment-excitation difference methods [95, 96]. However, in this case we employed the MEAD values of the couplings of the Hamiltonian presented in the literature [22] and considered them to be constant in time. $\overline{\epsilon_m}$ was straightforwardly chosen as the time averaged site energy for the $m$-th site.
3.2.2 Exciton dynamics

In this section, we describe the method for the dynamics of the excitonic reduced density matrix within our molecular dynamic simulation framework. It is based on a simplified version of the quantum-classical hybrid method (Ehrenfest) described in [53]. The additional assumption on Hamiltonian (3.2) is that the bath coordinate $R$ is a classical variable, denoted by a superscript “cl”. As discussed above, the time-dependence of these variables arises from the Newtonian MD simulations. The additional force on the nuclei due to the electron-phonon coupling [53] is neglected. Hence, the Schrödinger equation for the excitonic system is given by:

$$i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle \approx \{H_S + H_{SB}(R^{cl}(t))\} |\psi(t)\rangle.$$  \hspace{1cm} (3.4)

The system-environment coupling leads to an effective time-dependent Hamiltonian $H_{eff}(t) = H_S + H_{SB}(R^{cl}(t))$. This equation suggests a way to propagate the reduced density matrix as an average of unitary evolutions given by Eq. (3.4). First, short MD trajectories (in our case 1 ps long) are uniformly sampled from the full MD trajectory (40 ps). Then, for each short MD trajectory, the excitonic system can be propagated under unitary evolution with a simple time-discretized exponential integrator. The density matrix is the classical average of these unitary evolutions:

$$\rho_S(t) = \frac{1}{M} \sum_{i=1}^{M} |\psi_i(t)\rangle \langle \psi_i(t)|,$$  \hspace{1cm} (3.5)

where $M$ is the number of sample short trajectories. Each trajectory is subject to different time-dependent fluctuations from the bath, which manifests itself as decoherence when averaged to the statistical ensemble. Compared to many methods based on the stochastic unraveling of the master equation, e.g. [97, 98], our formalism directly utilizes the fluctuations generated by the MD simulation. Therefore, the detailed interaction between system and bath is captured. The temperature of the bath is set by the thermostat of the MD simulation, thus no further explicit temperature dependence is required in the overall dynamics. The dynamics obtained by this numerical integration of the Schrödinger equation will also be compared to the HEOM approach.
3.2.3 Quantum Jump Correction to MD Method (QJC-MD)

The MD/TDDFT simulation above leads to crucial insights into the exciton dynamics. However, it does not capture quantum properties of the vibrational environment such as zero-point fluctuations. At zero temperature all the atoms in the MD simulation are completely frozen. Moreover, similarly to an infinite-temperature model, at long times of the quantum dynamical simulation the exciton is evenly distributed among all molecules, as we will see below. In order to obtain a more realistic description, we modify the stochastic simulation by introducing quantum jumps derived from the zero-point (zp) fluctuations of the modes in the vibrational environment. We refer to this corrected version of the MD propagation as QJC-MD.

Introducing harmonic bath modes explicitly we reformulate the system-bath Hamiltonian as:

$$H_{SB} = \sum_m |m\rangle\langle m| \sum_\xi g_m^\xi R_\xi.$$ (3.6)

Here, each $g_m^\xi$ represents the coupling strength of a site $m$ to a particular mode $\xi$ and $R_\xi$ is the dimensionless position operator for that mode. We now formulate our correction by separating the bath operators into two parts, $R_\xi = R_{\xi}^{zp} + R_{\xi}^{MD}$, the first part is due to zero-point fluctuations and the second comes from our MD simulations. As above, the MD part is replaced by the classical time-dependent variables, $R_{\xi}^{MD} \rightarrow R_{\xi}^{cl}(t)$. The zero-point operator is expressed by creation and annihilation operators, $R_{\xi}^{zp} = b_{\xi}^{zp} + (b_{\xi}^{zp})^\dagger$, which satisfy the usual commutation relations $[b_{\xi}^{zp}, (b_{\xi'}^{zp})^\dagger] = \delta_{\xi\xi'}$. By construction, for the zp-fluctuations one has $\langle (b_{\xi}^{zp})^\dagger b_{\xi}^{zp} \rangle = 0$.

The zp-fluctuations can only induce excitonic transitions from higher to lower exciton states in the instantaneous eigenbasis of the Hamiltonian, thus leading to relaxation of the excitonic system. The evolution of the populations $P_M$ of the instantaneous eigenstates $|M\rangle(t)$ due to the zero-point correction is expressed by a Pauli master equation as:

$$\dot{P}_M^{zp} = -\sum_N \gamma(\omega_{MN}) P_M + \sum_N \gamma(\omega_{NM}) P_N,$$ (3.7)

and for the coherences as:

$$\dot{C}_{MN}^{zp} = -\frac{1}{2} \gamma(|\omega_{MN}|) C_{MN}.$$ (3.8)

The associated rate can be derived from a secular Markovian Redfield theory [63] to be $\gamma(\omega_{MN}) = 2\pi J(\omega_{MN}) \sum_m |c_m(M)|^2 |c_m(N)|^2$, where the spectral density $J(\omega)$ is only non-zero for posi-
tive transition frequencies $\omega_{MN} = E_M - E_N$ and taken to be as in [28]. The coefficients $c_m (M)$ translate from site to energy basis. The time evolution given by Equations (3.7) and (3.8) is included in the dynamics simulation by introducing quantum jumps as in the Monte-Carlo wavefunction (MCWF) method [97]. We thus arrive at a hybrid classically averaged $H(t)$ simulation with additional quantum transitions induced by the vacuum fluctuations of the vibrational modes.

3.3 Results and discussion

3.3.1 Site energy distributions

Using the coupled QM/MD simulations, site energies were obtained for each BChl molecule. These energies and their fluctuations are reported in Figure 3.1. We note that the magnitude of the fluctuations are of the order of hundreds of cm$^{-1}$. Although the order of the site energies does not perfectly match previously reported results [22, 99], the overall trend does not deviate much, especially considering that our result is purely based on ab initio calculations without fitting to the experimental result. The $Q_y$ transition energies calculated by TDDFT are known to be systematically blue-shifted with respect to the experiment [100]. However, the scale of the fluctuations remains reasonable. Therefore, the comparison in Fig. 3.1 was made after shifting the overall mean energy to zero for each method.

The excitation energy using TDDFT does not always converge when the configuration of the molecule deviates significantly from its ground state structure. The number of points which failed to converge was on average less than 4% for configurations at 300 K, and less than 2% at 77 K. We interpolated the original time series to obtain smaller time steps and recover the missing points. Interpolation could lead to severe distortion of the marginal distribution when the number of available points is too small. However, in our case, the distributions virtually remained the same with and without interpolation.
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Figure 3.1: Panel a) Comparison of the calculated site energies for each BChl molecule to the previous works by Wendling et al. and Adolphs et al. [22, 99]. Our calculation, labeled as MD, was obtained using QM/MM calculations with the TDDFT/TDA method at 77 K and 300 K. Vertical bars represent the standard deviation for each site. Panel b) Marginal distribution of site 1 energy at 77 K and 300 K. Histograms represent the original data, and solid lines correspond to the estimated Gaussian distribution.
3.3.2 Dephasing rates

In the Markovian approximation and assuming an exponentially decaying autocorrelation function, the dephasing rate $\gamma_\phi$ is proportional to the variance of the site energy $\sigma_\epsilon^2$ [63]:

$$\gamma_\phi = \frac{2}{\hbar} \sigma_\epsilon^2 \tau,$$

where $\tau$ is a time decay parameter which we estimated through a comparison to first order autoregressive processes, as described in Section 3.3.6. The dependence on the variance is clearly justified: states associated with large site energy fluctuations tend to undergo faster dephasing. Figure 3.2, panel a), presents the approximate site basis dephasing rates for each site with $\tau \approx 5$ fs. The averaged value of the slopes is 0.485 cm$^{-1}$ K$^{-1}$, which is in good agreement with the experimentally measured value of 0.52 cm$^{-1}$ K$^{-1}$ obtained from a closely related species *Chlorobium tepidum* in the exciton basis [72]. From this plot we note the presence of a positive correlation between temperature and dephasing rate. This correlation is plausible: as temperature increases so does the energy disorder, hence the coherences should decay faster. In fact, in the Markovian approximation, dephasing rates increase linearly with temperature [63, 101]. Calculations at other temperatures are underway to verify this and to obtain more information on the precise temperature dependence of the dephasing rates.

3.3.3 Simulated Spectra

The absorption, linear dichroism (LD), and circular dichroism (CD) spectra can be obtained from the Fourier transform of the corresponding response functions. The spectra can be evaluated for the seven BChl molecules using the following expressions [102, 103]:

$$I_{\text{Abs}}(\omega) \propto \text{Re} \int_0^\infty dt \, e^{i\omega t} \sum_{m,n=1}^7 \langle \vec{d}_m \cdot \vec{d}_n \rangle \{ \langle U_{mn}(t, 0) \rangle - \langle U_{mn}^*(t, 0) \rangle \},$$

$$I_{\text{LD}}(\omega) \propto \text{Re} \int_0^\infty dt \, e^{i\omega t} \sum_{m,n=1}^7 \langle 3(\vec{d}_m \cdot \hat{r})(\vec{d}_n \cdot \hat{r}) - \vec{d}_m \cdot \vec{d}_n \rangle \{ \langle U_{mn}(t, 0) \rangle - \langle U_{mn}^*(t, 0) \rangle \},$$

$$I_{\text{CD}}(\omega) \propto \text{Re} \int_0^\infty dt \, e^{i\omega t} \sum_{m,n=1}^7 \langle \vec{\epsilon}_m(\vec{R}_m - \vec{R}_n) \cdot (\vec{d}_m \times \vec{d}_n) \rangle \{ \langle U_{mn}(t, 0) \rangle - \langle U_{mn}^*(t, 0) \rangle \},$$
where $m$ and $n$ are indices for the BChl molecules in the complex, $\vec{d}_m$ is the transition dipole moment of the $m$-th site, $U_{mn}(t, 0)$ is the $(m, n)$ element of the propagator in the site basis, $\hat{r}$ is the unit vector in the direction of the rotational symmetry axis, $\vec{R}_m$ is the coordinate vector of the site $m$, and $\langle \cdots \rangle$ indicates an ensemble average. The ensemble average was evaluated by sampling and averaging over 4000 trajectories. We applied a low-pass filter to smooth out the noise originated from truncating the integration and due to the finite number of trajectories. Figure 3.2 panel b) and c) show direct comparison of the calculated and experimental spectra at 77 K and 300 K. As discussed in Section 3.3.1, TDDFT tends to systematically overestimate the excitation energy of the $Q_y$ transition [104] yet the fluctuation widths of the site energies are reasonable. In fact, the width and overall shape of the calculated spectrum is in good agreement with the experimental spectrum at each temperature. Calculated LD and CD spectra also reproduce well the experimental measurements, considering that no calibration to experiments was carried out. Since both LD and CD spectra are sensitive to the molecular structure it appears that our microscopic model correctly captures these details.

### 3.3.4 Population dynamics and long-lived quantum coherence

The MD method is based on minimal assumptions and directly evaluates the dynamics of the reduced density matrix from the total density matrix as described in Section 3.2. The reduced density matrix was obtained after averaging over 4000 trajectories. Figure 3.3 shows the population and coherence dynamics of each of the seven sites according to the dephasing induced by the nuclear motion of the FMO complex. In particular, the populations and the absolute value of the pairwise coherences, as defined in [82] $2 \cdot |\rho_{12}(t)|$ and $2 \cdot |\rho_{56}(t)|$ are plotted at both 77 K and 300 K starting with an initial state in site 1 (first three panels) and then in site 6 (last three panels). Until very recently [40,93] site 1 and 6 have been thought as the entry point of an exciton in the FMO complex, therefore most of the previous literature chose the initial reduced density matrix to be either pure states $|1\rangle\langle1|$ or $|6\rangle\langle6|$ [28, 79, 105]. However, our method could be applied to any mixed initial state without modification. We note that coherent beatings last for about 400 fs at 77 K and 200 fs at 300 K. These timescales are in agreement with those reported for FMO [28, 72] and with what was found in Section 3.3.2. Although quite accurate in the short time limit, the MD method populations do not reach thermal equilibrium at long times. This was verified by propagating the dynamics to twice the time shown in Figure 3.3. This final classical equal distribution is similar to the HSR model result.
Figure 3.2: Panel a) shows the calculated dephasing rate for each site at 77 K and 300 K. Panel b) shows the simulated linear absorption spectra of the FMO complex at 77K and 300K. They were shifted to be compared to the experimental spectra as obtained by Engel through personal communication. Panel c) shows the simulated linear dichroism (LD) and circular dichroism (CD) spectra at 77 K. Experimental spectra were obtained from Wendling et al. [99] Although TDDFT-calculated spectra shows systematically overestimated site energies, the width and overall shape of the spectra is in good agreement.
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The three central panels of Figure 3.3 show the same populations and coherences obtained from the QJC-MD method. As discussed in Section 3.2, this method includes a zero point correction through relaxation transitions and predicts a more realistic thermal distribution at 77 K. At 300 K the quantum correction is less important in the dynamics because the Hamiltonian fluctuations dominate over the zero temperature quantum fluctuations.

3.3.5 Comparison between MD, QJC-MD, HEOM, and HSR methods

Figure 3.4 shows a direct comparison of the population dynamics of site 1 calculated using the HEOM method discussed by Ishizaki and Fleming [28, 70], our MD and quantum corrected methods at 77 K and 300 K, and the HSR model [68, 69] with dephasing rates obtained from Eq. (3.9). We observe that the short-time dynamics and dephasing characteristics are surprisingly similar, considering that the methods originate from very different assumptions. Atomistic detail can allow for differentiation of the system-environment coupling for different chromophores. For example, at both temperatures (right panels), the MD populations of site 6 undergo faster decoherence than the corresponding HEOM results. We attribute this to the difference in energy gap fluctuations of site energy between site 1 and 6 obtained from the MD simulation as can be seen in 3.1. On one hand, in the HEOM method, site energy fluctuations are considered to be identical across all sites, on the other, in our method the fluctuations of each site are obtained from the MD simulation in which each site is associated with a different chromophore-protein coupling. Nevertheless, the fact that we obtain qualitatively similar results to the HEOM approach (at least when starting in $\rho(0) = |1\rangle\langle 1|$) without considering non equilibrium reorganization processes suggests that such processes might not be dominant in the FMO. The quantum correction results (QJC-MD), for every temperature and initial state, are in between the HEOM and MD results. This is due to the induced relaxation from zero-point fluctuations of the bath environment, which are not included in the MD method but included in the QJC-MD and HEOM methods.

The HSR results take into account the site-dependence of the dephasing rates based on Eq. (3.9). Due to the Markovian assumption, this model shows slightly less coherence than the HEOM method and similarly to the MD method it converges to an equal classical mixture of all sites in the long time limit.
Figure 3.3: Panel a) Time evolution of the exciton population of each chromophore in the FMO complex at 77 K and 300 K. Panel b) Change of the pairwise coherence, or concurrence in time. Initial pure states, \( \rho_S(0) = |1\rangle\langle 1| \) for the top and center panels were propagated using the two formulations developed in this chapter, MD and QJC-MD, to utilize the atomistic model of the protein complex bath from the MD/TDDFT calculation. For the last column of plots, the initial state was set to \( |6\rangle \langle 6| \) and propagated using the MD method.
Figure 3.4: Comparison of the population dynamics obtained by using the MD method, the corrected MD, the hierarchy equation of motion approach and the Haken-Strobl-Reineker model at 77 K and 300 K. Panels on the right correspond to the initial state in site 1 and those on the left to an initial state in site 6. All methods show similar short-time dynamics and dephasing, while the long time dynamics is different and the different increases as relaxation is incorporated in the various methods.
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3.3.6 Correlation functions and spectral density

The bath autocorrelation function and its spectral density contain information on interactions between the excitonic system and the bath. The bath correlation function is defined as $C(t) = \langle \delta \epsilon(t) \delta \epsilon(0) \rangle$ with $\delta \epsilon = \epsilon(t) - \bar{\epsilon}$. For the MD simulation, $C(t)$ is shown in Fig. 3.5, panel a) for the two temperatures.

To study the effect of the decay rate of the autocorrelation function on the population dynamics, we modeled site energies using first-order autoregressive (AR(1)) processes [106]. The marginal distribution of each process was tuned to have the same mean and variance as for the MD simulation. The autocorrelation function of the AR(1) process is an exponentially decaying function:

$$C(t) \propto \exp(-t/\tau). \quad (3.11)$$

We generated three AR(1) processes with different time constants $\tau$ and propagated the reduced density matrix using the Hamiltonian corresponding to each process. As can be seen in Fig. 3.5, panel a), the autocorrelation function of the AR(1) process with $\tau \approx 5$ fs has a similar initial decay rate to that of the MD simulation at both temperatures. Therefore, as shown in the last three horizontal panels, its spectral density is in good agreement with the MD simulation result in the low frequency region, i.e up to 600 cm$^{-1}$. Modes in this region are known to be the most important in the dynamics and in determining the the decoherence rate. Also, as panels b) and c) show, that same AR(1) process with $\tau \approx 5$ fs exhibits similar population beatings and concurrences to those of the MD simulation. The relation of this 5fs time scale to others reported in [28,107] is presently unclear. We suspect that the discrepancy between the two results should decrease when one propagates the MD in the excited state. Work in this direction is in progress in our group.

The spectral density can be evaluated as the reweighted cosine transform of the corresponding bath autocorrelation function $C(t)$ [103, 104],

$$J(\omega) = \frac{2}{\pi \hbar} \tanh(\beta \hbar \omega / 2) \int_0^\infty C(t) \cos(\omega t) \, dt. \quad (3.12)$$

With the present data the spectral density exhibits characteristic phonon modes from the dynamics of the FMO complex, see Fig. 3.5d) first panel. However, high-frequency modes tend to be overpopulated due to the limitation of using classical mechanics. Most of these modes are the local modes
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Figure 3.5: Panel a) Site 1 autocorrelation functions using MD and AR(1) processes generated with time constant equal to 2 fs, 5 fs, and 50 fs at 77 K and 300 K. Panel b) Site 1 population dynamics of MD and AR(1) processes with the different time constants at 77 K and 300 K. Panel c) The change of pairwise coherence between site 1 and 2 of MD and AR(1) processes with the different time constants at 77 K and 300 K. Panel d) Spectral density of site 1 of the FMO complex from the MD simulation at 77 K and 300 K. They clearly show the characteristic vibrational modes of the FMO complex. High-frequency modes are overpopulated due to the ultraviolet catastrophe observed in classical mechanics. The Ohmic spectral density used by Ishizaki and Fleming in [28] was presented for comparison. The spectral densities of site 1 from AR(1) processes are also presented.
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of the pigments, which can be seen from the pigment-only calculation in [92]. There are efforts to incorporate quantum effects into the classical MD simulation in the context of vibrational coherence [108–110]. We are investigating the possibilities of incorporating corrections based on a similar approach. Moreover, we also obtain a discrepancy of the spectral density in the low frequency region. On one hand, the origin could lie in the harmonic approximation of the bath modes leading to the $\tanh$ prefactor in Eq. (3.12) or in the force field used in this work. On the other, the form of the standard spectral density is from [21] which measures fluorescence line-narrowing on a much longer timescale, around ns, than considered in our simulations (around ps). Assuming correctness of our result, this implies that for the simulation of fast exciton dynamics in photosynthetic light-harvesting complexes a different spectral density than the widely used one has to be employed.

Site energy cross-correlations between chromophores due to the protein environment have been postulated to contribute to the long-lived coherence in photosynthetic systems [71]. Many studies have explored this issue, e.g. recently [22, 31, 33, 79, 111, 112]. We tested this argument by decorrelating the site energies. For each unitary evolution, the site energies of different molecules at the same time were taken from different parts of the MD trajectory. In this way, we could significantly reduce potential cross correlation between sites while maintaining the autocorrelation function of each site. As can be seen in Fig. 3.6, no noticeable difference between the original and shuffled dynamics is observed.

3.4 Conclusion

The theoretical and computational studies presented in this chapter show that the long-lived quantum coherence in the energy transfer process of the FMO complex of Prosthecochloris aestuarii can be simulated with the atomistic model of the protein-chromophore complex. Unlike traditional master equation approaches, we propagate in a quantum/classical framework both the system and the environment state to establish the connection between the atomistic details of the protein complex and the exciton transfer dynamics. Our method combines MD simulations and QM/MM with TDDFT/TDA to produce the time evolution of the excitonic reduced density matrix as an ensemble average of unitary trajectories.

The conventional assumption of unstructured and uncorrelated site energy fluctuations is not necessary for our method. No ad hoc parameters were introduced in our formalism. The tempera-
Figure 3.6: Panel a) Cross-correlation function of the original MD trajectory and a randomly shuffled trajectory between sites 1 and 2 at 77 K and 300 K. Panel b) Site 1 population dynamics of the original dynamics and the shuffled dynamics at 77 K and 300 K. Panel c) The pairwise coherence between sites 1 and 2. Original and shuffled dynamics are virtually identical at both temperatures.
ture and decoherence time were extracted from the site energy fluctuation by the MD simulation of the protein complex. The simulated dynamics clearly shows the characteristic quantum wave-like population change and the long-lived quantum coherence during the energy transfer process in the biological environment. On this note it is worth mentioning that one has to be careful in the choice of force-field and in the method used to calculated site energies. In fact as presented in Olbrich et al. [113] a completely different energy transfer dynamics was obtained by using the semiempirical ZINDO-S/CIS to determine site energies.

Moreover, we determined the correlations of the site energy fluctuations for each site and between sites through the direct simulation of the protein complex. The spectral density shows the influence of the characteristic vibrational frequencies of the FMO complex. This spectral density can be used as an input for quantum master equations or other many-body approaches to study the effect of the structured bath. The calculated linear absorption spectrum we obtained is comparable to the experimental result, which supports the validity of our method. The characteristic beating of exciton population and pairwise quantum coherence exhibit excellent agreement with the results obtained by the HEOM method. It is also worth noting the remarkable agreement of the dephasing timescales of the MD simulations, the HEOM approach, and experiment.

Recently, characterization of the bath in the LH2 [103, 104] and FMO [33] photosynthetic complexes were reported using MD simulation and quantum chemistry at room temperature. Those studies mostly focused on energy and spatial correlations across the sites, the linear absorption spectrum, and spectral density. The detailed study in [33] also suggests that spatial correlations are not relevant in the FMO dynamics.

This work opens the road to understanding whether biological systems employed quantum mechanics to enhance their functionality during evolution. We are planning to investigate the effects of various factors on the photosynthetic energy transfer process. These include: mutation of the protein residues, different chromophore molecules, and temperature dependence. Further research in this direction could elucidate on the design principle of the biological photosynthesis process by nature, and could be beneficial for the discovery of more efficient photovoltaic materials and in biomimetics research.
Chapter 4

On the alternatives for bath correlators and spectral densities from mixed quantum-classical simulations

4.1 Introduction

In the study of the dynamics of large systems such as photosynthetic complexes, reduced models, which provide information on a small set of system degrees of freedom at the price of tracing out the rest of the bath degrees of freedom, have become very popular. Amongst these methods, which are open quantum systems approaches, one can find various Quantum Master Equations [29, 34, 35, 40, 70, 73, 74, 79, 82, 114–124] and Stochastic Schrödinger Equations [125, 126], which often rely on describing the system-bath interaction through a two-time bath correlation function or a bath spectral density. Therefore, it is of considerable interest to obtain these quantities. While a full quantum mechanical treatment of such large systems is out of reach, one viable approach is to use a mixed quantum-classical approach for the nuclear-electronic degrees of freedom. However, there is no unique way of obtaining a bath correlation function or a bath spectral density when resorting to quasiclassical theories. In this work, we provide criteria that can be helpful to choose an appropriate strategy for this task.

As a case study, we consider the Fenna-Matthews-Olson (FMO) light-harvesting pigment protein complex found in green sulfur bacteria. For this system, recent efforts have been undertaken to extract the bath spectral densities from mixed quantum-classical calculations [25, 33, 127]. The FMO complex has a trimeric structure, where each monomer contains, within the protein scaffolding,
eight bacteriochlorophyll (BChl) molecules, which can transport electronic excitation energy. Up to recently, it was thought that only seven of the BChl’s actually were present and most of the previous studies have focused on that case. Shim’s results [25] which we employ in this work, are indeed based on the case of one monomer with seven BChl molecules. Experimentally, it has been possible to extract a spectral density for the BChl with the lowest transition energy [21, 22]. However, one can expect that each BChl has a different spectral density, due to its specific protein environment.

One theoretical approach to obtain the spectral densities from a microscopic description is a mixed quantum mechanics/classical mechanics (QM/MM) model [128]. In this approach, the nuclear degrees of freedom are treated classically and the relevant system quantities are calculated quantum mechanically. Then, from the microscopic description, spectral densities and correlation functions can be extracted and employed in the reduced models.

A specific QM/MM approach, which has become popular in recent years in the context of photosynthetic complexes [25, 103, 104, 127] and has been employed for FMO [25, 33], consists in propagating the nuclei in the ground electronic state of the FMO complex, thus the change in the classical forces due to excitation of the BChls is ignored. The bath correlation function and spectral densities are then extracted from the energy gap trajectories, i.e. the electronic transition energies which depend on the time dependent nuclear configuration. This transition energy is calculated using quantum chemistry, for example TDDFT [25] or semi-empirical approaches [33]. One thus obtains a time dependent energy gap two-time correlation function. Usually, a spectral density (SD) is derived from the time correlation function, to characterize the frequency dependent coupling of the electronic transitions to the environmental degrees of freedom. In the previous investigations on the FMO complex [25, 33, 127], the spectral densities differ by orders of magnitude respect to each other and also with respect to the SD extracted from experiment [21, 22].

In this work we revisit the data of Shim [25]. We shed light on the connection between the mixed QM/MM gap correlation function and the open quantum system bath correlation function using a simple model. The mixed QM/MM gap correlation function is real. However, in general, the full quantum correlation function will have an imaginary part. We employ different semiclassical a posteriori corrections to recover this part and compare the resulting spectral densities. Much work has been carried out on these a posteriori semiclassical corrections [108, 110, 129–132], but the question of which approximation is best remains open. Towards answering this question, we show that a simple model of shifted harmonic Born-Oppenheimer surfaces leads to two of the semiclassical
a posteriori corrections, each obtained with a different phase space probability distribution. We thus establish the link to a microscopic picture. This model of shifted harmonic potential surfaces is of particular interest, since the spectral density used in the open quantum system approaches emerges from such a description.

Finally, we will investigate whether the results of the QM/MM fulfill the requirements needed to employ the extracted spectral density in open quantum system methods. These methods rely on the validity of assumptions such as linear coupling of the system to the bath and a bath of harmonic oscillators. We attempt to investigate whether these assumptions are valid in our case by evaluating higher order correlators of the energy gap time traces. In addition, we compare the spectral densities obtained at different temperatures. In most open quantum system approaches, when the harmonic bath approximation is employed, the spectral density is temperature independent. Thus, one can use this invariance as a criteria for choosing which of the applied a posteriori corrections is most reasonable to be employed in these methods. In particular, our findings suggest that the best a posteriori semiclassical approximation for FMO is the Harmonic [133, 134] correction rather than the Standard [135–137] one, which has so far been employed in the context of the simulation of exciton dynamics in photosynthetic complexes [25, 33, 103, 127]. Together, these aspects provide a clearer microscopic picture of the complex approximations involved in combining ground state QM/MM and open quantum system approaches.

The chapter is structured as follows: we begin by introducing the general quantum two-time correlation function in Section 4.2. We introduce its time symmetries and its Fourier transform and subsequently we define the spectral density. A brief summary of the general a posteriori semiclassical approximations to the quantum Fourier transform of the correlator from the classical Fourier transform is given in Section 4.2.3. In Section 4.3, we introduce the concept of an energy gap correlation function for two-level systems as models for molecules coupled to a bath and show how this leads to a quantum bath correlation function and spectral density which are consistent with the open quantum system approach. In Section 4.4, we show that one can introduce a microscopic model which leads to some of the same prefactors described in the general case in Section 4.2.3. Finally, we investigate the conditions of linear system-bath coupling and harmonic bath in Section 4.5. In particular, we evaluate high-order multi-time correlation functions for the bath. These considerations are applied to our specific QM/MM calculations for FMO in Section 7.4. We conclude in Section 4.7 by summarizing our findings.
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4.2 The quantum correlation function and the spectral density

In this section, we introduce the definition of the quantum two-time bath correlation function. The generic Hamiltonian of a system coupled to a bath, in the absence of external fields, can be expressed as

$$\hat{H} = \hat{H}_S (\mathbf{q}, \mathbf{p}) + \hat{H}_B (\mathbf{Q}, \mathbf{P}) + \hat{H}_{SB} (\mathbf{q}, \mathbf{p}, \mathbf{Q}, \mathbf{P}),$$

(4.1)

where $\hat{H}_S$ is the system Hamiltonian, $\hat{H}_B$ is the bath Hamiltonian, $\hat{H}_{SB}$ is the system-bath Hamiltonian. In addition, $(\mathbf{q}, \mathbf{p}) = (q_j, p_j)$ and $(\mathbf{Q}, \mathbf{P}) = (Q_k, P_k)$, indicate the generalized multidimensional conjugated coordinates for the system and the bath respectively. The indexes $j = 1, ..., f$ and $k = 1, ..., F$ run over the system ($f$) and bath ($F$) degrees of freedom respectively. The system-bath Hamiltonian can be written as a function of the system, $\hat{A}$, and bath, $\hat{B}$, operators:

$$\hat{H}_{SB} (\mathbf{q}, \mathbf{p}, \mathbf{Q}, \mathbf{P}) = \sum_m \hat{A}_m (\mathbf{q}, \mathbf{p}) \otimes \hat{B}_m (\mathbf{Q}, \mathbf{P}).$$

(4.2)

The influence of the bath on the system can be described by time-correlation functions. We will mostly focus on the two-time bath correlation function

$$C_{nm}(t - t') = \text{tr}_B \{ \hat{B}_n(t, \mathbf{Q}, \mathbf{P}) \hat{B}_m(t', \mathbf{Q}, \mathbf{P}) \hat{\rho}_B \}.$$

(4.3)

Here, $\hat{B}_m(t, \mathbf{Q}, \mathbf{P}) = e^{i\hat{H}_B t/\hbar} \hat{B}_m(\mathbf{Q}, \mathbf{P}) e^{-i\hat{H}_B t/\hbar}$, and

$$\hat{\rho}_B = \frac{e^{-\beta \hat{H}_B}}{\text{tr}_B \{ e^{-\beta \hat{H}_B} \}},$$

(4.4)

where $\beta = 1/(k_B T)$ and $T$ is the temperature. In the following, we will be interested only in the $n = m$ correlators, which we will indicate as $C(\tau)$ with $\tau = t - t'$, dropping the subscript notation for simplicity. In section 4.5, we will briefly discuss higher order correlators.

The correlator defined above is in general complex and one can show, see e.g. [135, 138], that it has the following symmetries with respect to time,

$$C(-t) = C^*(t) = C(t - i\beta \hbar).$$

(4.5)
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4.2.1 Fourier transform of the time correlation function and symmetries of the correlator

We define \( G(\omega) \), the Fourier transform of the time correlation function

\[
G(\omega) \equiv \mathcal{F}[C(t)](\omega) = \int_{-\infty}^{\infty} e^{i\omega t} C(t) dt.
\]

(4.6)

The function \( G(\omega) \) is in general, temperature-dependent, real and positive. In this work, we will refer to it as the Temperature-Dependent Coupling Density (TDCD).

It will be convenient to split \( G(\omega) \) into a symmetric and antisymmetric component which originate respectively from the real and imaginary parts of \( C(t) \),

\[
G(\omega) = G_{\text{sym}}(\omega) + G_{\text{asym}}(\omega),
\]

(4.7)

\[
G_{\text{sym/asym}}(\omega) = \frac{1}{2} (G(\omega) \pm G(-\omega)).
\]

(4.8)

In this definition, we have followed the convention of Ref. [108]. Note that in the literature there exist other definitions, e.g. the corresponding equations in Ref. [53], differ by a factor of 2 from the ones used here\(^{ii}\). The detailed-balance condition, which follows directly from the second time symmetry in Eq. 4.5, implies that the overall TDCD is related to its asymmetric\(^{iii}\) part by

\[
G(\omega) = \frac{2}{1 - e^{-\beta\hbar\omega}} G_{\text{asym}}(\omega)
\]

(4.9)

\[
= \left( 1 + \coth \left( \frac{\beta\hbar\omega}{2} \right) \right) G_{\text{asym}}(\omega).
\]

(4.10)

It will be convenient to abbreviate \( G_{\text{asym}}(\omega) \) by defining

\[
J(\omega) \equiv G_{\text{asym}}(\omega).
\]

Using Eq. 4.9 and the definition of \( G(\omega) \), Eq. 4.6, one can express the correlation function as a function of \( J(\omega) \),

\[
C(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left( \coth(\beta\hbar\omega/2) + 1 \right) J(\omega).
\]

(4.11)

\(^{ii}\)This means that when comparing to these definitions we need to multiply \( G_{\text{asym}}(\omega) \) by two.

\(^{iii}\)Alternatively, one can employ the symmetric part to obtain, \( G(\omega) = 2 / (1 + \exp(-\beta\hbar\omega)) G_{\text{sym}}(\omega) \), \( G(\omega) = (1 - \coth(\beta\hbar\omega/2)) G_{\text{sym}}(\omega) \).
4.2.2 The spectral density

Another quantity which is often of interest is the so-called “spectral density”. The spectral density describes the frequency dependent coupling of the system to the bath. There are different definitions of spectral density in the literature (for example $J(\omega)$ is sometimes referred to as the spectral density). We follow the convention of defining the spectral density as a positive frequency function

$$j(\omega) = \Theta(\omega) J(\omega) / \pi.$$  \hfill (4.12)

Here $\Theta(\omega)$ is the Heavyside function, which is one for positive arguments and zero for negative ones. The scaling by $\pi$ has been introduced for later convenience. Note that

$$J(\omega) = \pi \cdot (j(\omega) - j(-\omega)).$$ \hfill (4.13)

4.2.3 General semiclassical a posteriori approximations

For systems of more than a few degrees of freedom, and in general, it is difficult to calculate the exact correlation function, and therefore its Fourier transform, by using a fully quantum mechanical treatment. However, using classical mechanics one can obtain its classical counterpart with much less effort. Therefore, it is common to attempt to construct the quantum spectral density from the classical one.

We define the fully-classical correlation function as the classical $\hbar \to 0$ limit of Eq. 4.3,

$$C^{cl}(t) = \int dQdP \ B(t, Q, P) \ B(0, Q, P) \ \mathcal{W}(Q, P).$$ \hfill (4.14)

Here $\mathcal{W}(Q, P)$ is the classical bath phase-space density, defined as

$$\mathcal{W}(Q, P) = \frac{e^{-\beta H_B(Q, P)}}{\int dQdP e^{-\beta H_B(Q, P)}}$$ \hfill (4.15)

and the quantum bath operators $\hat{B}$ in Eq. 4.3 have been substituted by classical functions of the phase space variables $B(t, Q, P)$. 
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The classical TDCD is defined as

\[ G^{\text{cl}}(\omega) = \mathcal{F}[C^{\text{cl}}(t)](\omega) = \int_{-\infty}^{\infty} e^{i\omega t} C^{\text{cl}}(t) dt. \]  

(4.16)

Note that \( C^{\text{cl}}(t) \) is a real and symmetric function in contrast to its quantum counterpart. This is also the case in the mixed QM/MM simulations employed for FMO [25, 33]. The QM/MM correlation function obtained is real and no information about the important imaginary part of the quantum correlator is available \textit{a priori}.

It is now desirable to be able re-construct, at least partially, the exact quantum spectral density from the classical one, through a simple description. Ideally, such a correction should be applied \textit{a posteriori} and should not require extensive additional computation. Much work has been carried out in this direction, see e.g. [108, 110, 129–132]. As described in Ref. [108], one can define various semiclassical approximations to the full quantum mechanical \( G(\omega) \) starting from its classical counterpart \( G^{\text{cl}}(\omega) \). We report each of these approximations in Table 4.1, second column.

These corrections all originate from expansions in \( \hbar \) and use of the symmetry properties of the two-time correlation function and its Fourier transform. Note that if one expands the quantum correlator \( C(t) \) in powers of \( \hbar \), the first term is real and symmetric and corresponds to \( C^{\text{cl}}(t) \). The assumption that \( C(t) = C^{\text{cl}}(t) \) , which leads to the standard approximation, is in general not correct. In fact, since both of the correlation functions are obtained after thermal averaging, we see that they must differ at least by their respective partition functions.

At low frequencies, \( \omega \beta \hbar \equiv \omega_b < 1 \) (i.e. \( \hbar \omega < k_B T \) ) all approximations give nearly identical results and give the same value for \( \omega_b = 0 \).

The various approximations for \( J(\omega) \), and thus for the spectral density, can straightforwardly be derived from those of \( G(\omega) \) by using Eq. 4.9. The resulting expressions are reported in column three of Table 4.1 and the prefactors follow the same trend as those for \( G(\omega) \) as a function of frequency.

Now, given all the functional forms described above, the question is how to choose the most appropriate one. For the FMO complex, it is unclear at first sight which one would be the best. In Section 4.4, we will investigate a model to elucidate the origin of these prefactors. This will help to discriminate between these corrections. In Section 7.4, we will apply all of the corrections listed in Table 4.1 to our energy gap traces and discuss the differences between each approach.
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Table 4.1: Various expressions for obtaining a semiclassical temperature-dependent coupling density TDCD from the classical $G_{cl}(\omega)$ as discussed in, e.g. [108]. Column three: Expressions for obtaining the semiclassical asymmetric TDCD $J(\omega)$ from the classical $G_{cl}(\omega)$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Expression for $G(\omega)$</th>
<th>Expression for $J(\omega)$ = $G_{asym}(\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard [135–137]</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\sinh\frac{\omega}{\beta} \Lambda = (\omega)_{\eta-sl}$</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\Lambda^{-1}<em>{/\beta\omega} = (\omega)</em>{\eta-sl}$</td>
</tr>
<tr>
<td>Harmonic [133–135]</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\sinh\frac{\omega}{\beta} \Lambda^{0} = (\omega)_{\eta-sl}$</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\Lambda^{-2}<em>{/\beta\omega} = (\omega)</em>{\eta-sl}$</td>
</tr>
<tr>
<td>Schofield [139]</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\sinh\frac{\omega}{\beta} \Lambda^{0} = (\omega)_{\eta-sl}$</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\Lambda^{-2}<em>{/\beta\omega} = (\omega)</em>{\eta-sl}$</td>
</tr>
<tr>
<td>Schofield-Harmonic [108]</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\sinh\frac{\omega}{\beta} \Lambda^{0} = (\omega)_{\eta-sl}$</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\Lambda^{-2}<em>{/\beta\omega} = (\omega)</em>{\eta-sl}$</td>
</tr>
<tr>
<td>Egelstaff [140]</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\sinh\frac{\omega}{\beta} \Lambda^{0} = (\omega)_{\eta-sl}$</td>
<td>$(\omega)\mathcal{D}\left(\frac{\omega}{\beta}\right)\Lambda^{-2}<em>{/\beta\omega} = (\omega)</em>{\eta-sl}$</td>
</tr>
</tbody>
</table>

These follow from the expressions in column two and from detailed balance (Eq. 4.9).

Table 4.1: Various expressions for obtaining a semiclassical temperature-dependent coupling density TDCD $G_{cl}(\omega)$ from the classical $G_{cl}(\omega)$.
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4.3 Energy gap correlation function for a simple model

In the mixed QM/MM calculations for photosynthetic systems [25, 33, 103], the nuclear trajectories are propagated in the electronic ground state using MD with short time steps. For a set of longer times steps within these trajectories, the electronic transition energies of the BChl molecules are computed using an electronic structure calculation method. Because it is computationally costly to calculate the electronic states for the full set of seven/eight coupled BChls simultaneously [33], the system was divided into seven/eight subsystems for which the electronic states were calculated separately. Thus, in these calculations no excited state interactions are included explicitly\(^\text{iv}\). The Hamiltonian of the coupled BChls is then written as \(H = \sum_{n=1}^{N} H_n + \sum_{n<m} V_{nm}\) where \(H_n\) denotes the Hamiltonian of BChl \(n\) and \(V_{nm}\) is the Coulomb (transition dipole-dipole) interaction between them. To establish a connection to the open quantum system approach, each BChl is treated as an electronic two level system. These two-level systems and the electronic interaction between them are taken to be the system part. The coupling to internal nuclear degrees of freedom and the surrounding protein will then lead to fluctuations of these quantities in time (for more details see e.g. [103]). From the time dependence of the transition energy between electronic ground and excited state for each BChl, a classical ground-excited state energy-gap correlation function can be obtained. In turn, spectral densities can be extracted from the energy-gap correlation functions.

The gap correlation function, as obtained from the MD simulations, is a quantity which up to the previous section, has not been connected to the open quantum system approach described in Sec. 4.2. In this Section, we will explore a simple model with Born-Oppenheimer (BO) surfaces which can clarify the connection.

4.3.1 Quantum correlation function and energy gap correlation function for a single molecule

Let us begin by considering a single molecule (BChl) treated in the Born-Oppenheimer approximation. The molecule is modeled as a two-level system with an electronic adiabatic ground \(|g\rangle\) and excited \(|e\rangle\) state. We can think of the BO-surfaces as having the dependence of the environment (protein and other BChls) already included, ignoring however the resonant dipole-dipole interaction. The approximation of two levels is reasonable in the limit where the next excited state is very far in

\(^{iv}\) Approximations such as the transition density cube [96] can be employed to obtain couplings between the local excited states. More sophisticated models that include polarization effects [141, 142] can also be employed for this purpose.
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energy space from the first. Usually, non-adiabatic couplings can be also neglected, as chosen in our calculations.

Given this model, we investigate how the general correlation function, Eq. 4.3, is related to the energy gap correlation function.

We write the full Hamiltonian formally as

\[
\hat{H} = \hat{H}_g(Q, P) |g\rangle\langle g| + \hat{H}_e(Q, P) |e\rangle\langle e|,
\]

where \(\hat{H}_g(Q)\) and \(\hat{H}_e(Q)\) are the nuclear Hamiltonians for the ground and excited state in the BO approximation. In mass scaled coordinates (\(Q_j = \sqrt{m_j} q_j; P_j = p_j / \sqrt{m_j}\)), the Hamiltonians can be expressed as

\[
\hat{H}_g(Q, P) = \sum_{j=1}^{F} P_j / 2 + V_g(Q) \quad \text{and} \quad \hat{H}_e(Q, P) = \hat{H}_g(Q, P) + \hat{\Delta}_{eg}(Q),
\]

where \(V_g(Q)\) denotes the ground state potential energy surface. For later purpose, we have expressed the excited state nuclear Hamiltonian with respect to the ground state potential by introducing the energy gap operator,

\[
\hat{\Delta}_{eg}(Q) = \hat{H}_e(Q, P) - \hat{H}_g(Q, P) = \hbar \omega_{eg} + \lambda_0 + V_e(Q) - V_g(Q).
\]

This operator quantifies the energy difference between the excited state and the ground state surface. A coordinate independent constant energy difference \(\hbar \omega_{eg} + \lambda_0\) has been explicitly written down, so that the remaining part \(V_e(Q) - V_g(Q)\) does not contain any coordinate independent contributions. This division and the meaning of \(\hbar \omega_{eg}\) and \(\lambda_0\) will become clear in Section 4.3.2.

The total Hamiltonian can be rewritten as

\[
\hat{H} = \hat{H}_g \cdot \hat{\Pi} + (\hbar \omega_{eg} + \lambda_0) |e\rangle\langle e| + \hat{\Delta} |e\rangle\langle e|,
\]

where we have defined the reduced gap operator \(\hat{\Delta} \equiv \hat{\Delta}_{eg} - \hbar \omega_{eg} - \lambda_0\).
To establish a connection to the open quantum system model, as presented in Sec. 4.2, we choose
\[ \hat{H}_B = \hat{H}_g(Q, P) \]  
\[ \hat{H}_{SB} = \hat{\Delta}(Q) |e\rangle\langle e| \]  
\[ \hat{H}_S = (\hbar \omega_{eg} + \lambda_0) |e\rangle\langle e|, \]  
where we have set the energy of the electronic ground state \(|g\rangle\) to zero. From the form of \(\hat{H}_{SB}\) we identify the system operator \(\hat{A}_e = |e\rangle\langle e|\) and the bath operator \(\hat{B} = \hat{\Delta}_{eg}(Q)\). We can now define the usual bath correlation function as
\[ C(t) = \text{tr}_B \left\{ \hat{\Delta}(t)\hat{\Delta}(0)\hat{\rho}_B \right\}, \]  
where we have dropped the dependence on bath coordinates in the notation for simplicity. \(\hat{\Delta}\) can be thought of as a “gap” operator, that is, as a measure of the energy difference between the ground and excited state at a given nuclear configuration. From now on we will indicate reduced gap correlation functions as
\[ \alpha(t) \equiv \text{tr}_B \left\{ \hat{\Delta}(t)\hat{\Delta}(0)\hat{\rho}_B \right\}, \]  
for distinguishing them from the general bath correlation function \(C(t)\). Eq. 4.24 corresponds to the full quantum gap correlation function that one would obtain, e.g., from a quantum simulation on the FMO complex, considering only two electronic levels per molecule and after including the protein environment.

**4.3.2 Quantum correlation function and energy gap correlation function for harmonic surfaces**

While the approach outlined in the previous section is applicable to arbitrary potential surfaces, in most of the open quantum system approaches used to describe the FMO complex, the bath is taken as an (infinite) set of harmonic oscillators for the environment of each BChl. Each oscillator coordinate is then assumed to be linearly coupled to the electronic excitation of the BChls, i.e. \(\hat{H}_{SB} = |e\rangle\langle e| \otimes \sum_j \tilde{\kappa}_j Q_j\) where \(\tilde{\kappa}_j\) is a coupling constant.

To establish the connection between the reduced gap operator and this system-bath interaction,
Figure 4.1: Shifted identical harmonic Born-Oppenheimer surfaces, $\Omega$ is the frequency of each harmonic potential and $\delta Q$ is the coordinate shift between the minima of the ground and excited state potentials. This model is the one employed in Sec. 4.3.2 to derive classical and semiclassical expressions for the Fourier transform of the bath correlation function $G(\omega)$ and for the spectral density.

we now consider identical shifted harmonic potential surfaces, as sketched in Fig. 4.1. The nuclear Hamiltonians defined in the general case in the previous Section 4.3.1 become, $\hat{H}_g(Q,P) = \frac{1}{2} \sum_{j=1}^{r} (P_j^2 + \Omega_j^2 Q_j^2)$ and $\hat{H}_e(Q,P) = \hbar \omega_{eg} + \frac{1}{2} \sum_{j} (P_j^2 + \Omega_j^2 (Q_j - \delta Q_j)^2)$ where $\Omega_j$ is the frequency of the $j$-th oscillator. This model for a finite small number of vibrational modes of the chromophores, has been successfully employed to describe the optical properties of molecular aggregates [143–146]. These Hamiltonians can be rewritten as function of $a_j^\dagger$ and $a_j$, the ground state bosonic creation and annihilation operators which are related to the conjugated coordinates by $Q_j = \sqrt{\hbar/(2\Omega_j)}(a_j^\dagger + a_j)$ and $P_j = i\sqrt{\hbar\Omega_j/2}(a_j^\dagger - a_j)$. One obtains

$$\hat{H}_g = \sum_j \hbar \Omega_j a_j^\dagger a_j$$

$$\hat{H}_e = \hat{H}_g + \hbar \omega_{eg} + \lambda_0 - \sum_j \kappa_j (a_j^\dagger + a_j).$$

(4.25)

Here, the constant shift $\lambda_0$, previously introduced in Eq. 4.18, corresponds to the frequently employed reorganization energy $\lambda_0 = \lambda_R = \sum_j \frac{1}{2} \Omega_j^2 \delta Q_j^2 = \sum_j \hbar \Omega_j X_j$. We have also introduced the so-called Huang-Rhys factor [147]: $X_j = \frac{\Omega_j}{2\hbar} \delta Q_j^2$ and a (frequency dependent) coupling constant $\kappa_j = \hbar \Omega_j \sqrt{X_j}$. Note that the total Hamiltonian is now in the standard form of an open quantum
Table 4.2: Expressions of the system bath quantities for the case of two Born-Oppenheimer harmonic surfaces as sketched in Fig. 4.1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Hamiltonian</td>
<td>$\hat{H}<em>S = (\hbar \omega</em>{eg} + \lambda R)</td>
</tr>
<tr>
<td>System-bath Hamiltonian</td>
<td>$\hat{H}_{SB} =</td>
</tr>
<tr>
<td>Bath Hamiltonian</td>
<td>$\hat{H}_B = \hat{H}_g = \sum_j \hbar \Omega_j a_j^\dagger a_j$</td>
</tr>
<tr>
<td>Energy gap operator</td>
<td>$\hat{\Delta}<em>{eg}(Q) = \hbar \omega</em>{eg} + \lambda R - \sum_j \sqrt{2\hbar \Omega_j^2 X_j} Q_j$</td>
</tr>
<tr>
<td>Reduced energy gap operator</td>
<td>$\hat{\Delta}(Q) = \hat{\Delta}<em>{eg}(Q) - (\hbar \omega</em>{eg} + \lambda R)$</td>
</tr>
<tr>
<td>Reorganization energy</td>
<td>$\lambda_0 = \lambda_R = \sum_j \frac{1}{2} \Omega_j^2 \delta Q_j^2$</td>
</tr>
<tr>
<td>Coupling constant</td>
<td>$\kappa_j = \hbar \Omega_j / X_j$</td>
</tr>
<tr>
<td>Huang-Rhys factor</td>
<td>$X_j = \Omega_j \delta Q_j^2 / (2\hbar)$</td>
</tr>
<tr>
<td>Unitless constant</td>
<td>$\zeta_j = \hbar \Omega_j / (k_B T)$</td>
</tr>
</tbody>
</table>

system model, as in Eq. 4.1, with the relevant quantities given in Table 4.2. In particular the reduced energy gap operator is given by

$$\hat{\Delta} = - \sum_j \kappa_j (a_j^\dagger + a_j). \quad (4.26)$$

From this expression of the energy gap operator one obtains the quantum two-time bath correlation function (see e.g. [53])

$$\alpha(t) = \int_0^\infty j(\omega) \left[ \coth \left( \frac{\hbar \omega \beta}{2} \right) \cos (\omega t) - i \sin (\omega t) \right] d\omega \quad (4.27)$$

with the temperature independent spectral density

$$j(\omega) = \sum_{j=1}^F \kappa_j^2 \delta(\omega - \Omega_j). \quad (4.28)$$

Note that from the definition Eq. 4.13 we have $J(\omega) = \pi (j(\omega) - j(-\omega)) = \pi \sum_{j=1}^F \kappa_j^2 [\delta(\omega - \Omega_j) - \delta(\omega + \Omega_j)]$, which is also temperature independent.

To establish a connection to the classical correlator, which is real and symmetric, we note that $j(\omega)$ can be obtained from the real part of $\alpha(t)$ via

$$j(\omega) = \frac{2}{\pi} \tanh \left( \frac{\hbar \omega \beta}{2} \right) \int_0^\infty \text{Re} \{\alpha(t)\} \cos (\omega t) dt. \quad (4.29)$$

When using this expression to obtain the spectral density from QM/MM simulations one often assumes that $C^{cl}(t) \approx \text{Re} \{\alpha(t)\}$, following the Standard approximation. Then, after a Fourier trans-
form and use of symmetry relations for \( G(\omega) \) one finds the following expression,

\[
j(\omega) = \frac{1}{\pi} \tanh \left( \frac{\hbar \omega \beta}{2} \right) G^{cl}(\omega). \tag{4.30}
\]

This is the expression (up to the constant prefactor \( 1/\hbar \)) used in Refs. [25, 103], to obtain spectral densities.

### 4.4 Classical and semiclassical limits of the correlators and spectral densities for harmonic surfaces

As outlined in the previous section, the harmonic model allows for a simple analytic solution in the quantum mechanical case. Now we will show that the system also has a solution in the classical case. In particular, in this section, we will introduce a model to construct exact relations between the classical gap-correlation and the quantum one. To this end, we will consider classical dynamics in the ground state BO potentials within an initial value representation of the initial state which is consistent with the mixed QM/MM approach. For each initial value, we calculate a trajectory and the corresponding reduced classical energy gap between the two surfaces, i.e. \( \Delta(Q(t), P(t)) \). We then average over many trajectories.

#### 4.4.1 Classical equations of motion

The classical equation of motion of the \( j \)-th harmonic bath coordinate is \( \ddot{Q}_j + \Omega_j^2 Q_j = 0 \). Solving this differential equation with the initial condition \( (Q_{j0}, P_{j0}) = (Q_j(t = 0), P_j(t = 0)) \) yields the time dependent coordinate trajectories

\[
Q_j(t) = Q_j(t; Q_{j0}, P_{j0}) = Q_{j0} \cos(\Omega_j t) + \frac{P_{j0}}{\Omega_j} \sin(\Omega_j t). \tag{4.31}
\]
For each trajectory, the energy gap is then given by

\[ \Delta(t) = \Delta(t; Q_{j0}, P_{j0}) = -\sum_j (\Omega^2_j \delta Q_j) Q_j(t; Q_{j0}, P_{j0}) \]  \tag{4.32} \]

where the parametric dependence of \( Q_j \) and \( \Delta \) on the initial conditions \((Q_{j0}, P_{j0})\) has been explicitly indicated.

### 4.4.2 Energy gap correlator

The evaluation of the reduced gap correlation function, Eq. 4.24, in the classical limit, results in the following expression

\[
\alpha(t) = \sum_{jk} \int dP_0 dQ_0 W(Q_0, P_0) \times \Delta(t; Q_{j0}, P_{j0}) \Delta(0; Q_{k0}, P_{k0})
\]  \tag{4.33} \]

where \( W(Q_0, P_0) \) is the initial distribution and \( dP_0 dQ_0 \) denotes the set of all coordinates, i.e. \( dQ_0 = dQ_{10} \cdots dQ_{M0} \). For harmonic potential surfaces, Eq 4.14, is time-evolved following Eq. (4.32). In this Section, we will investigate two different choices for the initial distribution, namely a Boltzmann distribution, as in Ref. 4.16, and a Wigner distribution which resembles the quantum thermal state. We will refer to the two cases as the classical limit and the semi-classical limit, respectively.

### 4.4.3 Classical and semiclassical correlation functions

#### Classical limit

To obtain the classical limit of the correlator, we choose the Boltzmann distribution for the initial coordinates which corresponds to a purely classical thermal state. The distribution is defined as follows

\[
W^{\text{boltz}}(Q_0, P_0) = \prod_j W^{\text{boltz}}_j(Q_{j0}, P_{j0}),
\]  \tag{4.34} \]
with \( W^\text{boltz}_j(Q_{j0}, P_{j0}) = \frac{\beta \Omega_j}{2\pi} e^{-\frac{\beta \Omega_j Q_{j0}^2}{2}} \), and it is normalized to one, i.e., \( \int dP_{j0} dQ_{j0} W^\text{boltz}_j(Q_{j0}, P_{j0}) = 1 \). Note that \( (\Omega_j^2 \delta Q_j)^2 = 2\hbar X_j \Omega_j^3 \). Using Eq. 4.33 and the Boltzmann distribution for initial positions and momenta, we obtain,

\[
\alpha_{\text{boltz}}(t) = \sum_j \left( \hbar \Omega_j \right)^2 X_j \cos(\Omega_j t) \left( \frac{2 \zeta_j}{\zeta_j^2} \right). \tag{4.35}
\]

Here we have introduced the abbreviation \( \zeta_j \equiv \hbar \Omega_j / (k_B T) \).

### Semiclassical limit

In order to obtain the semiclassical limit, we take the quantum Wigner distribution for the initial coordinates and use it in Eq. 4.33. The Wigner distribution is given by

\[
W^\text{wig}_j(Q_{j0}, P_{j0}) = \prod_j W^\text{wig}_j(Q_{j0}, P_{j0}), \tag{4.36}
\]

where we have used the compact notation

\[
W^\text{wig}_j(Q_{j0}, P_{j0}) = 2 \tan \left( \frac{\zeta_j}{2} \right) e^{-\tanh(\zeta_j/2)} \left( \frac{\hbar Q_{j0}^2}{2\pi} + \frac{1}{N^2} P_{j0}^2 \right). \tag{4.37}
\]

The normalization of the Wigner distribution is chosen such that \( \int dP_{j0} dQ_{j0} W^\text{wig}_j(Q_{j0}, P_{j0}) = 1 \). The resulting expression of the energy gap correlation function is

\[
\alpha_{\text{wig}}(t) = \sum_j \left( \hbar \Omega_j \right)^2 X_j \cos(\Omega_j t) \coth \left( \frac{\zeta_j}{2} \right). \tag{4.37}
\]

### 4.4.4 Classical and semiclassical spectral densities

After a Fourier transform of the classical correlators in Eq. 4.35 and 4.37 we obtain, for the Boltzmann distribution

\[
G^\text{boltz}_\omega(\omega) = \pi \sum_j \left( \frac{2 k_B T}{\hbar \omega} \right) \kappa_j^2 \left( \delta (\omega - \Omega_j) + \delta (\omega + \Omega_j) \right), \tag{4.38}
\]
and for the Wigner distribution

\[ G_{\text{wig}}(\omega) = \pi \sum_j \coth\left(\frac{\hbar \omega}{2k_B T} \kappa_j^2 \right) \delta (\omega - \Omega_j) + \delta (\omega + \Omega_j). \] (4.39)

Here \( \kappa_j = \hbar \Omega_j \sqrt{\lambda_j} \) as in Tab. 4.2. Now, using Eq. 4.28 for the spectral density \( j(\omega) \) in the quantum case, and using \( J(\omega) = \pi (j(\omega) - j(-\omega)) \) we can write

\[ G_{\text{boltz}}(\omega) = \frac{2k_B T}{\hbar \omega} J(\omega), \] (4.40)

\[ G_{\text{wig}}(\omega) = \coth\left(\frac{\hbar \omega}{2k_B T} \right) J(\omega). \] (4.41)

By inverting these equations the exact quantum \( J(\omega) \) can be expressed in terms of the classical

\[ G_{\text{boltz}}(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} \alpha_{\text{boltz}}(t) dt \] or the semiclassical \( G_{\text{wig}}(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} \alpha_{\text{wig}}(t) dt \)

\[ J_{\text{boltz}}(\omega) = \frac{\hbar \omega}{2k_BT} G_{\text{boltz}}(\omega), \] (4.42)

\[ J_{\text{wig}}(\omega) = \tanh\left(\frac{\hbar \omega}{2k_B T} \right) G_{\text{wig}}(\omega). \] (4.43)

We see that in our harmonic model the semiclassical Wigner distribution yields the same prefactor as for the Standard approximation described in Section 4.2.3 while the Boltzmann distribution gives the same prefactor as the Harmonic approximation, also described in Section 4.2.3.

### 4.5 Models for system-bath coupling: higher order correlators

As discussed in the introduction, there has been a lot of interest in modeling the exciton dynamics of the FMO complex using open quantum system approaches. These usually require as input a bath two-time correlation function or (equivalently) a spectral density and they rely on the assumption of linear coupling to the bath and on a bath described by harmonic oscillators.\(^\text{v}\)

In the previous Section 4.3.2, we have discussed that this model corresponds to shifted adiabatic BO surfaces of identical curvature. We have shown that in this case, the energy gap two-time correlation function for a classical ground-state propagation is directly proportional to the quantum one and we have extracted the appropriate (frequency dependent) proportionality constant. For other shapes

---

\(^\text{v}\)Note that there are two common approximations for which the information on the system bath coupling is entirely described by the two-time bath correlation function, namely linear response theory and second order perturbation theory in system bath coupling.
of the potential surfaces involved, one will in general obtain different proportionality constants, although the delta-peaks of the spectral densities can be located at the same energies (the positions are determined by the shape of the ground state potential).

It is not clear, a priori, if the approximation of shifted harmonic surfaces (or equivalently linear coupling to a harmonic bath) is a good one for the system under consideration. To gain some insight on this question, from an analysis of QM/MM trajectories, one possibility is to consider higher order correlators. If the approximation of linearly coupled harmonic oscillators is inadequate, one expects that higher order correlators will have a significant relative weight.

We proceed to discuss some properties of correlations of the bath gap operator, Eq. 4.18. The energy gap operators can be described by a function of the bath coordinates and expanded in terms of these as

$$\hat{\Delta} = \sum_i \xi_i^{(0)} + \sum_i \xi_i^{(1)} Q_i + \sum_{ij} \xi_{ij}^{(2)} Q_i Q_j + \ldots .$$

(4.44)

When only terms up to first order in $Q$ are significant, as in the case of the Harmonic surfaces in the linear system bath coupling limit, Tab. 4.2, we can write the two-time correlation function as

$$\alpha(t, 0) = \langle \hat{\Delta}(t) \hat{\Delta}(0) \rangle = \sum_{ij} \xi_i^{(1)} \xi_j^{(1)} \langle Q(t) Q_j(0) \rangle .$$

(4.45)

Here, we have excluded the zeroth-order term which corresponds, e.g., to a reorganization energy, and is usually renormalized into the system Hamiltonian. The angular brackets $\langle \ldots \rangle = \text{tr}_B \{ \ldots, \hat{\rho}_B \}$ indicate thermal averaging over the bath degrees of freedom. Similarly, the three-time correlation function becomes

$$\alpha(t', t, 0) = \langle \hat{\Delta}(t') \hat{\Delta}(t) \hat{\Delta}(0) \rangle = \sum_{ijk} \xi_i^{(1)} \xi_j^{(1)} \xi_k^{(1)} \langle Q_i(t') Q_j(t) Q_k(0) \rangle .$$

(4.46)

In the case of a harmonic bath, the three-time correlation function will vanish, and in general any odd permutation of the harmonic bath coordinates will vanish.

However, if one considers the case where one retains the second order term in Eq. 4.44, the
two-time correlator will become:

\[
\alpha(t,0) = \sum_{ijkl} \Xi_{ij} \Xi_{kl} \langle Q_{ij}(t)Q_{kl}(0) \rangle ,
\]

(4.47)

where we have defined \( \Xi_{ij} \) and \( Q_{ij}(t) \) as

\[
\Xi_{ij} = \begin{cases} 
0 & ; i = j = 0 \\
\xi_i^{(1)} & ; j = 0 \land i \neq 0 \\
\xi_j^{(1)} & ; i = 0 \land j \neq 0 \\
\xi_{ij}^{(2)} & ; i, j \neq 0
\end{cases}
\]

\[
Q_{ij}(t) = \begin{cases} 
0 & ; i = j = 0 \\
Q_i(t) & ; j = 0 \land i \neq 0 \\
Q_j(t) & ; i = 0 \land j \neq 0 \\
Q_i(t) \cdot Q_j(t) & ; i, j \neq 0
\end{cases}.
\]

Analogously the three-time correlator becomes

\[
\alpha(t',t,0) = \sum_{ijklmn} \Xi_{ij} \Xi_{kl} \Xi_{mn} \langle Q_{ij}(t')Q_{kl}(t)Q_{mn}(0) \rangle .
\]

(4.48)

If the bath is harmonic, it is straightforward to show that all terms with an odd number of coordinate operators in the averages will vanish. Yet, we see that in general, unless the coupling to the bath coordinates is linear and the bath consists of Harmonic oscillators, the three-point correlator will not vanish. It may therefore be necessary to go beyond the simple description using only the two-time correlator.

### 4.6 Application to the FMO complex

In this section, we apply the approximations discussed in Section 4.2.3, to the energy gap trajectories obtained from the mixed QM/MM simulations for the FMO complex of *Prosthecochloris aestuarii* as carried out recently by us in Ref. [25]. The nuclear trajectories were obtained by classical MD
using the AMBER 99 force field. An isothermal-isobaric (NPT) ensemble was employed in the MD simulations. For the calculation of the energy gap, snapshots of the nuclear coordinates were taken at every 4 fs. For each ground state configuration, the gap was obtained by computing the energy corresponding to the $Q_y$ transition of the BChl’s using time-dependent time-dependent density functional theory with BLYP functional within the Tamm-Dancoff approximation.

The calculations were carried out at 77 and 300K and both temperature were treated on the same footing. We do not expect there to be additional sampling problems for the low temperatures because, up to current knowledge, FMO does not undergo any major conformational changes in this temperature range. More details on the computation can be found in Ref. [25].

The calculation of the SD from the time dependent gap energy is based on the model described in Section 4.3. The actual MD simulation might deviate from this model e.g. because the thermostat could influence the dynamical evolution and thus the correlation function. We plan to investigate this aspect in future work. For now we will assume that the thermostat doesn’t influence the dynamics and that the models introduced in Section 4.3 provide a reasonable description of a two level molecule treated in the QM/MM approach.

4.6.1 TDCD and spectral density from mixed QM/MM with a posteriori semi-classical corrections

Using the energy gap trajectories obtained in Ref. [25], we evaluated the different semiclassical approximations as reported in Tab. 4.1. We denote the time-points at which the energy gap is calculated by $t_i$ and the corresponding energy gap by $X_i$ where $i = 0, \ldots, N - 1$ runs over the $N$ the time-points. As in Ref. [25] we evaluated the correlator by using a discrete representation, which implements the $k$-th element of the two-time correlator as

$$C_k = \frac{1}{(N - k)} \sum_{i=1}^{N-k} (X_i - \bar{X}) (X_{i+k} - \bar{X}) \quad (4.49)$$

where $\bar{X}$ is the mean. Here, one assumes that the $N - k$ values $X_i$ give a faithful initial distribution which reproduces the Boltzmann distribution. To minimize spurious effects in the Fourier transform, we multiplied the time trace by a Gaussian of variance $\sigma_{\text{gaussian}}^2 = 0.09 \cdot t_{\text{max}}^2 = 2.304 \cdot 10^5 \text{ fs}^2$ with $t_{\text{max}} = 1600 \text{ fs}$, the length of the correlation function (as reported in [25]). The Gaussian
is normalized to have unitary area in frequency domain\textsuperscript{vi} following our definition of the Fourier transform in Eq. 4.6, so that in frequency domain this corresponds to a convolution with a Gaussian with a FWHM of 26 cm\textsuperscript{-1}. Next, we computed the different semiclassical quantities of Table 4.1 using our initial time trace.

In Figure 4.2, we show the temperature-dependent coupling densities TDCDs (as defined in Eq. 4.6), for site 1 of the FMO complex (site 1 at 77 K and 300 K) evaluated using the different approximations listed in Table 4.1 column two. We notice how, as expected, there are little differences between the approximations at low frequencies. Only at higher frequencies the TDCD differs significantly for each approach. The Egelstaff approximation incorrectly predicts a negative spectral density for low frequencies in this case and was therefore not shown in the plots.

From the general definition of each semiclassical correction, it isn’t clear which one is most accurate. To better reason on which one to choose, we will look at the temperature dependence of the spectral density. Further, we will compare to experimental results and finally we will evaluate the three point correlator (Sec.4.6.4).

\textsuperscript{vi}The variance in frequency domain is $\sigma^2_\omega = 4.3403 \cdot 10^{-6} \text{ fs}^2 = 122.33 \text{ cm}^{-1}$. This gives a FWHM of 26 cm\textsuperscript{-1}. 
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4.6.2 Analysis of prefactors in terms of temperature dependence of the spectral density

From our discussion in Section 7.1, we recall that many open quantum system approaches rely on the assumption of linear coupling to a bath of harmonic oscillators. This leads to a temperature-independent spectral density \( j(\omega) \), as discussed in Section 4.3.2. Inspection of Fig. 4.2 shows that for all but the Harmonic approximation the TDCD (from which one obtains \( J(\omega) \)) which is directly proportional to the spectral density \( j(\omega) \) obtained from the QM/MM is not similar at different temperatures. This is more apparent at higher frequencies. To gain further insight into this temperature dependence, in Fig. 4.3, we compare the asymmetric TDCD \( J(\omega) = \pi j(\omega); \omega > 0 \) obtained using the Standard (panel a) and the Harmonic (panel b) approximations for site 1 of the FMO complex. One clearly sees that for the Standard correction there is a huge difference between the 77 K and the 300 K results. However, in the case of the Harmonic correction the spectral densities obtained at the two temperatures nicely lie on top of each other, as one would require for a temperature-independent spectral density. This result suggests that the Harmonic correction is the appropriate one to employ to obtain spectral densities to be used in open quantum system models which assume linear coupling to a bosonic bath.

Note, that the good agreement at both temperatures for the Harmonic correction might be purely accidental or due to the fact that the MD is not fully converged. We would need to run much longer QM/MM trajectories to improve the statistics and check the convergence of the distributions. This lack of statistics could also explain the fact that for the SD averaged over all chromophores (panels c) and d)), the agreement between both temperatures is slightly better than for the individual sites.

Finally we would like to remark that a temperature dependence of the reorganization energy has been observed in the context of electron transfer (ET) donor-acceptor energy gap spectral densities [148, 149].

4.6.3 Comparison to experimental spectral density

In Fig. 4.4 panel a) and b) we compare the asymmetric TDCD for site 3 (Standard and Harmonic correction), with the asymmetric TDCD obtained from fluorescence line narrowing (FLN) experiments [21]. We focus on the low frequency part (up to \(-500 \text{ cm}^{-1}\)), which is relevant for energy transfer in the FMO complex. The FLN results are obtained from the lowest excitonic peak of the
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Figure 4.3: Panel a) comparison of the asymmetric component of temperature-dependent coupling density $J(\omega) \equiv G_{\text{asym}}(\omega)$; for site 1 of the Fenna-Matthews-Olson complex, obtained with the Standard approximation (Tab. 4.1, first line, third column) at 77 K and at 300 K. Panel b) comparison of $J(\omega)$ obtained for site 1 with the Harmonic approximation (Tab. 4.1, second line, third column) at 77 K and at 300 K. We see clearly that the Harmonic prefactor gives a roughly temperature independent $J(\omega)$, while large differences are seen using the Standard prefactor. Panels c) and d) report the average spectral densities.
FMO absorption spectrum which is believed to be generated almost entirely by BChl 3. Therefore, we compare the experiment to the theoretical spectral density obtained from the QM/MM for BChl 3.

The experimental spectral density shown in Fig. 4.4 is based on the dotted curve $\tilde{J}^{\text{exp}}(\omega)$ of Fig. 2 of Ref. [22], which is in good agreement with the one-phonon vibrational profile (OPVP) of Ref. [21], because of the small total Huang-Rhys factor. Note that the extraction of the OPVP uses the same model of shifted harmonic potential surfaces as we did in Section 4.3.2. Thus it corresponds to a SD which is suitable as input in the open system approaches. In this harmonic model the profile $J^{\text{exp}}(\omega)$ is related to our definition of the spectral density by $J^{\text{exp}}(\omega) = (\hbar \omega)^2 \tilde{J}^{\text{exp}}(\omega)$. The positive frequency part of the asymmetric TDCD, $J(\omega)$ is obtained from the spectral density, as defined in Eq. 4.13, by $J^{\text{exp}}(\omega) = \pi J^{\text{exp}}(\omega)$.

From panel e) and f) of Fig. 4.4, we see that the magnitude and overall lineshape of both the Standard and the Harmonic correction are in good agreement with the FLN data, in contrast with previous results$^\text{vii}$ [25].

A closer inspection of the curves in panels c) and d) of Fig. 4.4 shows that the width of the peaks obtained from the QM/MM simulation is much broader than that obtained from the FLN data. As described in Section 4.6.1, this broadening is due to the finite length of the numerical correlator, and to the convolution with a gaussian function in frequency domain, which results in a broadening of FWHM 26 cm$^{-1}$. Also, the position of the peaks do not perfectly coincide. There might be various reasons for this discrepancy: The trajectories might be too short, the quantum chemical calculations of the transition gap are not accurate enough, or the thermostat leads to some spurious effects. One has also to keep in mind that there are uncertainties in the experimental data as well. The experimental data (in particular at higher frequencies) probably do not represent the actual spectral density of BChl 3 (excitonic effects might play a relevant role, and it was difficult to extract the lineshape from the representation of Refs. [22] and [21]).

Nevertheless, this good agreement in magnitude and overall lineshape makes us confident, that the QM/MM procedure can indeed be useful to extract spectral densities.

Finally, it seems that the Harmonic correction describes the FLN data slightly better in terms of amplitude, respect to the Standard correction.

$^\text{vii}$The standard asymmetric component $J(\omega) = G_{\text{asym}}(\omega)$ shown in Fig. 4.4 panel a), corresponds to the spectral density in Ref. [25] if one multiplies the Shim result by $\pi \cdot \tanh(\omega/\beta \hbar/2) / \tanh(\nu/\beta \hbar/2)$ to obtain $J(\omega)$ (here $\nu = \omega/(2\pi)$). We would like to point out that a different convention was employed in [25].
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Figure 4.4: Panel a) shows $J(\omega)$ for site 3 of the FMO complex calculated with the Standard approximation at 77 K and 300 K and the green curve corresponds to the experimental spectral density rescaled by π to obtain $J(\omega)$ as defined in Eq. 4.13 [21, 22](More details on the experimental spectral density are given in the text). Panel b) shows $J(\omega)$ for site 3 calculated with the Harmonic approximation at 77 K and 300 K and again the green curve corresponds to the experimental spectral density [21, 22]. The agreement with the experimental (green) spectral density is slightly better for the Harmonic approximation than for the Standard approximation. Panels c) and d) correspond to the same quantities as those of panels a) and b) in the low frequency region, here we note that both approximations are roughly equivalent for $\frac{\hbar \omega}{k_B T} < 1$ (e.g at $T = 77$ K for $\omega < 55$ cm$^{-1}$ and at $T = 300$ K for $\omega < 200$ cm$^{-1}$). Further, the spectral density, as defined in Eq. 4.13 can be obtained by dividing $J(\omega)$ by $\pi$. 
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4.6.4 Higher-order correlation function

From the theory of discrete processes, similarly to Eq. 4.49, we see that the \((k, j)\)-th element of the three-time correlator is

\[
C(k, j) = \frac{1}{(N - k - j)} \sum_{i=1}^{N-k-j} (\Delta X_i) (\Delta X_{i+k}) (\Delta X_{i+k+j})
\]

(4.50)

with \(\Delta X_i = X_i - \bar{X}\) where \(\bar{X}\) is the mean and \(N\) is the number of time points (as defined in Sec. 4.6.1). We compare the two-time and the three-time correlators by dividing them by increasing powers of the standard deviation \(s \equiv \sqrt{\langle \delta^2 \rangle}\), thus we use Eq. 4.49 for the two-time correlation function and divide it by \(s^2\) and we divide Eq. 4.50 by \(s^3\). The results for site 1 of the FMO complex at 77 and 300K are reported in Fig. 4.5. For the two-time correlator, Fig. 4.5 panels a) and b), we see correlations up to at least 1000 time steps, while for the three-time correlator, panels c), d), e) and f), we see a rather noisy profile with values about one/two orders of magnitude smaller than the largest value of the two-time correlations. This is observed for all sites and temperatures.

This means that since we find a small three-time correlator, the linear coupling to a harmonic bath assumption is probably good. In fact, as described in Sec. 4.5 this case corresponds to linear coupling to the bath and Gaussian correlated bath operators. Of course, the statistics of the three-time correlator is not great due to the finite length of the time trajectories, but we think that the general tendency is correct. One should also keep in mind that there may be fortuitous cases in which the three-time correlator is roughly zero and the bath is not harmonic. Further, this comparison is based on the order of magnitude of the correlations, the three-time correlator is only much smaller. It may be that for some modes of the system, certain frequencies, present in the three-time correlator’s two dimensional Fourier transform give a more important contribution to the dynamics than other frequencies present in the spectral density. Nonetheless, the above result encourages the idea that the assumption of linear coupling and harmonic bath is valid. This, in turn, implies that one should use the Harmonic semiclassical correction in Sec. 4.2.3, which is also consistent with the prefactor found in 4.3.

On a final note, to confirm with certainty that the bath is Harmonic, one should evaluate higher order correlators, beyond the three-time correlator. However, to obtain a statistically relevant estimate, much longer time dependent energy gap trajectories, which are expensive in terms of the QM/MM propagation, would be required. Work in this direction is being carried out in our groups.
Figure 4.5: Panel a): Two-time correlation function of the energy gap fluctuations of site 1 of the FMO complex, normalized by $s^2$ (the variance) at 77 K after evaluating it as in Eq. 4.49. Panel b): Two-time correlation function for site 1 at 300 K. Panel c) Three-time correlation function of the energy gap fluctuations of site 1 of the FMO complex, as defined in Eq. 4.50 normalized by $s^3$ at 77 K. Panel d) Three-time correlation function for site 1 at 300 K.
4.7 Conclusions

In this work, we have investigated the connection between the gap correlation function extracted from ground state QM/MM and the bath spectral density used as input in many open quantum system approaches.

One important point is that the classical bath correlation function is real while the quantum mechanical one is generally complex. There exist several semiclassical a posteriori corrections which aim to fix this and we have employed them on our time traces to recover a part of the imaginary component.

The discussed prefactors originate from general expansions in orders of $\hbar$ and do not include information on the specific type of system-bath coupling, etc. We have investigated two simple models and found that the prefactors obtained correspond to two of the general semiclassical expressions. Thus, we have linked the semiclassical limits with a microscopic potential energy surface picture.

We have shown that the gap-correlation function extracted from ground state QM/MM only corresponds to the fully quantum excited state calculations in the case of shifted parabolas. This model for a few vibrational modes of the chromophores has been successfully used to describe the optical properties of molecular aggregates. Including only a finite number of internal vibrations is probably a good approximation for molecules in the gas phase or suprafluid Helium nanodroplets [146]. However, for molecules in solution or when a protein environment is present it is no longer a good approximation to include only a few (undamped) modes. In particular, one has to take into account the interaction of the vibrations with the environment in addition to the direct interaction of the electronic excitation with the environment. For this general situation, it is no longer clear whether the model of shifted harmonic potential surfaces is indeed a good description of the system.

Therefore, we have investigated whether the approximation of harmonic bath and linear coupling is accurate for our QM/MM calculations for the FMO photosynthetic complex by computing the next higher order correlator beyond the two-time correlator. The three-point correlator seems to give a small contribution which, while not being conclusive, suggests to us that the Harmonic/linear coupling model is a good approximation. The evaluation of the four-time correlation function would be useful to bolster this claim.

The analysis of the temperature dependence of prefactors for the spectral density also suggests that the Harmonic approximation is preferred to use for the FMO complex, and perhaps other pho-
tosynthetic complexes, rather than the Standard one when employing it in Open Quantum system approaches.

Having made these choices, the theoretical results are in reasonably good agreement with the experimental spectral density. These result in a much better agreement than in our previous work, which underestimated the magnitude of the spectral density [25] and than other QM/MM calculations [33] which overestimate the coupling to the bath by one order of magnitude.

Finally, we have explained the link between bath correlation function and gap correlation function and found models under which the gap correlation function can actually be viewed as a general open quantum system bath correlation function.
Chapter 5

Atomistic study of energy funnelling in the light-harvesting complex of green sulfur bacteria

5.1 Introduction

Photosynthetic bacteria are among the simplest organisms on Earth which use sunlight as their main energy source [1]. To collect solar energy these bacteria exploit light-harvesting complexes (LHC), aggregates of pigment molecules, which absorb photons and transfer the associated energy at the submicron scale. The LHC in green sulfur bacteria contains large light absorbing antennae self-assembled in the so-called chlorosome [12]. These bacteria are obligate phototrophs – they are required to use sunlight to support metabolic reactions [150–152]. However, it has been observed that green sulfur bacteria can live in extremely low light conditions, even when receiving only a few hundred photons per bacterium per second [2, 153, 154]. These facts have inspired many conjectures and discussions on the functional properties, energy conversion efficiency and robustness of LHC in green sulfur bacteria [26, 38, 155–159].

In order to address this controversy we introduce a model which includes atomistic structural detail of the green bacteria LHC and allows for the simulation of excitation energy transfer (EET) at the systems level. As a specific example, we consider the LHC of Chlorobium tepidum. We observe fast relaxation of excitations within the subunits of LHC owing to the large overlap between exciton states and strong interaction with environmental fluctuations. The transfer between subunits involves collective excited states of the pigment molecules and supports the hypothesis of supertransfer [38,
The energy transport is robust to different initial excitation conditions, and changes in temperature. Finally, we show that the population of different parts of the LHC can be described using simple kinetic equations with time-dependent transfer rates characterizing intra-unit dynamics. This later model naturally explains the multiple timescales of EET reported in optical studies of green sulfur bacteria [160–164] and green non-sulfur bacteria [165–167].

Theoretical models have been applied mostly to single functional units of LHCs [25, 28, 76, 93, 114, 168–172] in order to understand the physical principles of energy transfer. Some of these studies also involved atomistic structures [25, 103, 104, 171], which make the models computationally demanding. To the authors knowledge there are only a few atomistic studies of the complete light-harvesting systems of purple bacteria [173, 174] but none for green sulfur bacteria. In addition to the large scale calculations the detailed analysis of excitation dynamics on the systems level [27, 167, 173–175] is complicated due to the lack of structural information. Thus, one usually needs to use macroscopic phenomenological models [176] or introduce additional constraints and approximations on the transport models [78, 115].

The LHC in green sulfur bacteria was described in Chapter 1 and is shown in Fig. 5.1. The distance between the pigments in LHCs is sufficiently large such that the overlap of electronic wave functions can be neglected. In this case the energy transfer is mediated by the near field interaction between molecular electronic transitions, the Förster interaction [53, 56, 177]. If the interaction between several molecules is sufficiently strong as compared to the energy difference between their electronic transitions, the exciton states are delocalized over the group of pigments [53, 177]. The preferential direction for energy transport is controlled by the frequencies of electronic transitions: the excitation goes to molecules or groups of molecules with lower excited state energy, while dissipating the energy difference to the environment.

### 5.1.1 Molecular aggregate model

A single LHC of *Chlorobium tepidum* contains 200–250 thousand BChl molecules [12, 162, 178]. Most of these molecules are found in the chlorosome. The model we have created is shown in Fig. 5.1, it is composed of 3988 pigments and represents all the functional units of LHC in green sulfur bacteria, excluding the reaction center.

In our model (Fig. 5.1 panel b) a double wall roll aggregate with diameter of about 16 nm and length of about 21 nm, represents the chlorosome. Several possible structural arrangements of BChls
Figure 5.1: Photosynthetic apparatus. Panel a) Cartoon of light-harvesting complex in green sulfur bacteria. The bacteria transform solar photons into chemical energy. Sunlight absorbed by the chlorosome is transferred in the form of an exciton through the baseplate and Fenna-Matthews-Olson (FMO) complexes subsequently to the reaction center. A snapshot of the model structure is also shown. Panel b) Atomistic model with corresponding length scales. The atomistic model is composed of a double wall roll for the chlorosome (roll A, 1620 (= 60 × 27) BChl c sites; and roll B, 2160 (= 80 × 27) BChl c sites), baseplate (64 BChl a sites), and 6 FMO trimer complexes (144 (= 24 × 6) BChl a sites).
in the chlorosome have been investigated theoretically and experimentally [179–185]. Here we use
the structure of [185], obtained from a triple mutant bacteria and characterized with nuclear mag-
netic resonance and cryo-electron microscopy. This structure is also supported by 2-dimensional
polarization fluorescence microscopy experiments [186].

The microscopic structure of the baseplate has not yet been experimentally verified [13]. We
construct a baseplate lattice as following. The unit cell consists of dimers of CsmA proteins [187]
containing 2 BChl a molecules sandwiched between the hydrophobic regions and bound near the
histidine. To establish a stable structure of the baseplate, classical molecular dynamics simulations
were done. The final structure complies with the periodicity and dimensions of the unit cell as seen
in freeze frame fracture [190]. Finally, for the FMO protein complexes we employ the structure
resolved by Tronrud et al. [87].

The ratio of BChl c in the chlorosome to BChl a in the baseplate (98.3:1.7) is comparable to
the stoichiometry of the natural system (99:1, approximately) [12, 162]. The estimated density of
FMO complexes is about 1 FMO/50 nm² [191]. Therefore, we distribute 6 FMO complexes under
the baseplate which occupies about 300 nm² (see Fig. 5.1 panel b). This gives a pigment ratio of
2.3:1 (FMOs:baseplate), which is similar to the corresponding stoichiometry of Chlorobium tepidum
2:1 [178].

The distances between the chlorosome BChl c aggregates and the baseplate is determined by the
length of BChl c esterifying alcohols. In the case of Chlorobium tepidum it is about 2 nanome-
ters [13, 164, 167]. While the orientation of FMO relative to the baseplate has been verified exper-
imentally [191], the relative distance between these units is unknown. In our model we set it to be
1.5 nm, which is larger than the inter-pigment distance within FMO but smaller than the baseplate-
chlorosome distance. This choice is based on the argument that the FMO complex is strongly linked
to the baseplate [89]. Minor variations of this distance do not affect the results.

The frequencies of exciton transitions in LHCs are controlled by multiple factors. In the model it
is equivalent to use the relative shifts (energy gap) of these transitions, which are relevant to the EET.
These shifts can be calculated from the pigment-pigment couplings and the electronic excitations
of single BChls, site energies, modified by the local environment [22]. While the couplings can
straightforwardly be computed using a screened dipole-dipole model [22], the calculation of site
energies requires more complicated models or fitting to experimentally measured optical spectra.

\footnote{The NAMD program package version 2.8 [188] was used. Force fields were parameterized with a combination of Amber
ff99SB for the protein [189] and MMFF94 atomic charges for the BChl a.}
Here, we set the frequency offset to be aligned with the lowest site energy of the FMO complex [89, 192]. The absorption domains of the baseplate and FMO composed of BChl $a$ pigments are not clearly distinguishable. The absorption band of the baseplate covers the range 790–810 nm. This range also includes the absorption band of the FMO complexes [164, 192, 193]. In fact, the absorption band of the baseplate significantly overlaps with that of the chlorosome [164]. In order to reproduce these spectra using the constructed model we define the site energy of BChl $c$ to be 2950 cm$^{-1}$, which places the absorption maximum of the chlorosome of about 640 cm$^{-1}$ above the absorption maximum of FMO complexes (see Fig. 5.2 panel a). Our choice is based on the fluorescence maximum of the chlorosome (786 nm) [164]. We shift the lowest exciton state obtained after taking 1000 ensemble average over the site energy fluctuation (standard deviation: 500 cm$^{-1}$ [194]) at the fluorescence maximum. 12225 cm$^{-1}$ (818 nm) is used as the offset energy value. We assign the site energy of the baseplate as 550 cm$^{-1}$, which places the absorption maximum of the baseplate approximately in the middle of the absorption maxima of the FMO complexes and the chlorosome. The resulting absorption spectrum of the baseplate is shown in Fig. 5.2, panel a).

### 5.1.2 Exciton transfer model

The exciton transfer is modelled with a quantum master equation approach, which includes the coherent, dephasing and relaxation processes, for the open quantum dynamics [22, 31, 63, 73, 196]. We solve the quantum master equation to obtain the spacial distribution of the exciton.

In our model, the system-bath Hamiltonian of the light-harvesting apparatus is composed of three parts: the system consists of the local excitations of bacteriochlorophylls (BChls) and the point dipole interactions between them, described using a tight-binding Hamiltonian. Then, the system (BChls) is coupled linearly to the bath (proteins). The bath Hamiltonian consists of a sum of multidimensional quantum harmonic oscillators (see e.g. the reference [73]).

Within the secular approximation and in the Markov limit (i.e. secular Redfield), the equations

---

*In general, the extended dipole or the transition charges from the electrostatic potentials (TrEsp) models for BChls may give more precise values for the electronic couplings. In Fujita et al. [197], we did a careful study of the TrEsp couplings and found out that TrEsp model can produce a 2–3 times longer decoherence times comparing to the point dipole model. However, the point dipole model can reproduce the proper experimental red shift for the chlorosome. Moreover, in the energy funneling process we expect the relative energy gaps are more important than the internal dynamics within an antenna unit because the time scale of the internal dynamics is faster than the energy transfer between different energy transfer units. In the TrEsp model [197], the electronic coupling strength between the pigments more than 2 nm apart is similar to the point dipole approximation. Therefore, we expect that the use of the more sophisticated model have a minor effect on the time scales between the antenna units, which is the main focus of this chapter.*

---
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Figure 5.2: Calculated absorption spectra and exciton transfer rate matrix $\gamma_{MN}$. Panel a) Calculated absorption spectra [195] by direct diagonalization of the system Hamiltonians of the antenna units are shown. The absorption spectra are calculated and drawn for the double wall roll (roll A + roll B), the single rolls (roll A and roll B), the baseplate, and the 6 FMO complexes. The absorption spectrum of each antenna unit is obtained after taking 1000 ensemble average over the site energy fluctuations (static disorder). A Lorentzian line shape function with a full width at half-maximum of 100 cm$^{-1}$ is convoluted, additionally, to take the homogeneous broadening into account. The inset is shown to magnify the spectra of the baseplate and FMO complexes in the original plot. Panel b) Transfer rate matrix $\gamma_{MN}$ (cm$^{-1}$) at 300 K is presented in a logarithmic scale. $\gamma_{MN}$ indicates population transfer rate between exciton states $|M\rangle$ and $|N\rangle$. We set here the frequency offset to be aligned with the lowest site energy of the FMO complex.

Figure 5.2: Calculated absorption spectra and exciton transfer rate matrix $\gamma_{MN}$. Panel a) Calculated absorption spectra [195] by direct diagonalization of the system Hamiltonians of the antenna units are shown. The absorption spectra are calculated and drawn for the double wall roll (roll A + roll B), the single rolls (roll A and roll B), the baseplate, and the 6 FMO complexes. The absorption spectrum of each antenna unit is obtained after taking 1000 ensemble average over the site energy fluctuations (static disorder). A Lorentzian line shape function with a full width at half-maximum of 100 cm$^{-1}$ is convoluted, additionally, to take the homogeneous broadening into account. The inset is shown to magnify the spectra of the baseplate and FMO complexes in the original plot. Panel b) Transfer rate matrix $\gamma_{MN}$ (cm$^{-1}$) at 300 K is presented in a logarithmic scale. $\gamma_{MN}$ indicates population transfer rate between exciton states $|M\rangle$ and $|N\rangle$. We set here the frequency offset to be aligned with the lowest site energy of the FMO complex.
of motion of the reduced density operator \( \hat{\rho}_S(t) \) in the exciton basis, the population and coherence transfer are decoupled [29].

The resulting quantum master equation includes a term \( \gamma_{MN} \), which is the exciton transition rate between the corresponding exciton states \(|M\rangle\) and \(|N\rangle\). \( \gamma_{MN} \) is calculated with the exciton eigenvectors and spectral density (exciton-phonon coupling strength) at the transition energy (see the references [73, 198] for the definition). It is shown in Fig. 5.2 panel b) as a matrix, for the EET dynamics at 300 K.

The validity of the Redfield method for the EET in natural light-harvesting structures had been discussed by many authors, see e.g. the references [29, 199–203] and the references cited therein.

When the energy gap between the exciton states is small, the Redfield model with a broad spectral density can be applicable [201]. Our molecular aggregate model in Fig. 5.1 and the corresponding spectral densities [25,194] satisfy this condition: the absorption spectra of the antenna units overlap each other significantly, which implies the exciton states in this energy domain are delocalized over the two antenna units. The antenna units are coupled weakly (16–17 cm\(^{-1}\)).

Novoderezhkin and et al. [202] proposed to compensate the underestimation of the transfer rate between exciton states with large energy gaps by increasing the spectral density in the high frequency region. Therefore, we note here the exciton transition rate, which involves the exciton transfer with a large energy gap, could be underestimated because the Redfield model can only account for the single phonon process. Multiphonon processes could occur in the internal exciton dynamics of the antenna units due to its broad exciton bands (see Fig. 5.2 panel a). The internal exciton dynamics of the chlorosome is, however, much faster than the exciton transfer between the antenna units. Thus, the Redfield model should give a reasonable results (timescales) qualitatively for the exciton funneling process of the photosynthetic apparatus. For more accurate models, one would consider other methods such as the modified Redfield approach [199, 201, 203], hierarchical equations of motion [29, 70, 76, 117], iterative linearized density matrix dynamics [204], non-Markovian quantum state diffusion [93, 123], variational master equation [205], path integral Monte Carlo [206], and see the references cited in the review [207] of the methodologies in EET. However, most of these sophisticated methods, are not applicable to our large system because they are numerically too demanding.

The effects of slow fluctuations in the site energies (static disorder), which are responsible for the inhomogeneous broadening, are incorporated. We use 100 cm\(^{-1}\) for the Gaussian fluctuations in
The system Hamiltonian of FMO trimer complexes is taken from the work of Schmidt am Busch et al. [89]. The spectral density from our previous work [25] is used: where molecular dynamics and time-dependent density functional theory calculations were used for obtaining it. A harmonic prefactor was used for the spectral density [198]. The structure of the double wall roll is obtained based on the work of Ganapathy et al. [185] and the spectral density was obtained by time-dependent density functional theory calculations following the procedure described in Fujita et al. [194].

Instead of computing the spectral density of the baseplate, which is composed of BChl $a$, we use the spectral density of FMO [25]. This approximation is justified because we expect the vibrational structure to be similar to FMO’s, which is surrounded by a protein environment (cf. chlorosome) and is also composed of BChl $a$.

To this end, we define the mean exciton energy to quantify the energy dissipation from the system to the bath during the energy funneling process,

$$MEE(t) = \mathcal{E} \left( \text{Tr}_S \left( \hat{H}_S \hat{\rho}_S(t) \right) \right),$$

where $\hat{H}_S$ is the system Hamiltonian and $\text{Tr}_S$ is the trace over the system degrees of freedom. $\mathcal{E}$ is the ensemble average over the static disorder.

Additionally, we introduce the exciton cooperativity, which is used to quantify the enhancement of transition dipole moment by coherence. $Cooperativity(t)$, the effective coherent excitation de-localization, is given as following

$$Cooperativity(t) = \frac{1}{|\mu|^2} \mathcal{E} \left( \sum_{\alpha=x,y,z} \sum_{m,n \in \text{domain}} \mu_{n,\alpha} \mu_{m,\alpha} \langle n | \hat{\rho}_S(t) | m \rangle \right)$$

where $\mu_n$ is the transition dipole moment vector of site $n$ and a normalization factor $|\mu|^2 = 30 D^2$, which is the absolute square of the transition dipole moment of a single pigment, is used. The exciton cooperativity reveals the bright state dynamics (i.e. time-dependent emission strength). The complete decoherent mixed state gives the value 1, which implies the exciton "effectively" can be considered to be localized on a single pigment. On the other hand the coherent dark state gives the value 0, which is not visible in our cooperativity measurement. Accordingly, the cooperativity could give a lower bound to the coherent length. All pigments have the same magnitude of the transition
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dipole moment in our model (Fig. 5.1 panel b). The exciton cooperativity $|m\rangle$ and $|n\rangle$ are the site basis states. The summation is over the domain of interest.

5.2 Excitation energy funneling

To fully characterize the exciton transfer process of the photosynthetic apparatus model in Fig. 5.1, one needs to study the exciton dynamics for all possible initial (exciton) states within an ensemble at a finite temperature. For instance, the initial state prepared by a coherent light source (laser) could be considered as a single exciton state [208]. As an example, we perform exciton dynamics simulations for two cases of initial excitation at 300 K to see how the initial condition affects the EET dynamics. One is the brightest exciton state of the system Hamiltonian of Roll A, which is delocalized over Roll A (see the snapshot of Fig. 5.3, panel a) at 0 ps) and has energy $1018 \text{ cm}^{-1}$. The other initial condition to be considered is a localized initial state (IS). In particular, a single site located on top and in the middle of Roll A is selected for the localized IS having energy $3022 \text{ cm}^{-1}$ (see the snapshot of Fig. 5.3, panel b) at 0 ps).

Comparing the absorption spectra of Roll A and Roll B in Fig. 5.2 panel a), one can see the peak maximum of Roll B is red-shifted from the peak maximum of Roll A, thus there is an exciton energy gradient between the layers. As the radius of the roll increases (contrast A and B), the peak maximum shifts to the red [165, 181, 195]. This occurs because the roll curvature changes and this induces stronger dipole-dipole interactions between neighboring pigments. This energy gradient is favorable for the exciton energy funneling because EET from the outermost layer to the baseplate is important. Our choice of the initial states on the Roll A is based on this argument.

There are two important factors in determining the exciton transfer between the antenna units. These are the energy resonance condition and the electronic coupling between the energy levels of the antenna units [209]. The former is the necessary condition for the EET between the units and the later determines how fast EET should be. Figure 5.2 shows the delocalized IS is close to the energy levels of the baseplate and large multichromophoric excitonic coupling strengths to the baseplate exciton states. In contrast, the localized IS is far from the energy resonance level to the baseplate and the excitonic coupling strength is small.

Figure 5.3 summarizes the resulting exciton dynamics at 300 K. Figures 5.3, panel a) and 5.3, panel b) show the population dynamics using the delocalized IS and the localized IS respectively.
and up to 10 ps. Our choice of the time interval (10 ps) of the EET simulation is based on the timescales of the EET of *Chlorobium tepidum* [164]. Snapshots of the site populations at 0 ps, 0.1 ps and 10 ps are shown below the population plots. The exciton population distributions of individual antenna units at 10 ps are almost identical regardless of the initial conditions. For example, the total exciton population on FMOs is approximately 60 % for the two initial conditions.

In the rest of this section, we provide more detailed discussion of severe aspects of the exciton transfer. First, the exciton population dynamics of the two initial conditions are compared. Then, the multichromophoric effect is discussed for the exciton dynamics. The temperature dependence of the exciton dynamics comes afterwards. Lastly, the exciton dynamics is described in terms of the population kinetic model.

### 5.2.1 Exciton population dynamics

The EET dynamics of the delocalized IS and the localized IS become similar within 1 ps (Fig. 5.3). The short time dynamics (< 200 fs), however, are sufficiently different. Figure 5.3 panel a), shows a fast initial population decay for the roll comparing to that of the localized IS in Fig. 5.3, panel b). Characteristic time constants in Tab. 5.1 are extracted by the exponential fitting of the exciton populations of the roll such that amplitudes are summed to be 100 %. By comparing the time constants for the roll in Tab. 5.1, we see that Set I (delocalized IS) has a fast sub-100-fs component while Set III (localized IS) does not. However, $\tau_1$ in Set I accounts for only 3 % of the 10 ps exciton dynamics. In the case of using the delocalized IS, the single exciton starts to migrate from the roll to the baseplate already at the very beginning (< 100 fs). This occurs because the frequency of the delocalized IS (1018 cm$^{-1}$) is close to the baseplate absorption region (see Fig. 5.2 panel a) and has a large collective transition dipole moment.$^iv$ In contrast, the localized IS (3022 cm$^{-1}$) is far from the energy resonant region and has a comparably weak transition dipole moment.

Equilibration in the roll is achieved within 100 fs for the localized IS dynamics and almost no exciton population is transferred to the baseplate in this short time. This can be seen in the inset figure of Fig. 5.4. The inset in Fig. 5.4 shows the diffusion process in the roll with the localized IS for the first 200 fs. Snapshots of the roll populations at 0, 10 and 20 fs are placed above the inset plot. In this plot, one can see how the single exciton diffuses within and between the layers. The black

$^iv$ Another delocalized IS, which is the brightest exciton state of Roll B, shows the similar short time dynamics (see Set II for the corresponding time constants and the exciton dynamics, respectively).
Figure 5.3: Exciton population dynamics with a delocalized and a localized initial state at 300 K. Panel a) The initial state (see the snapshot at 0 ps) is the brightest state of roll A. Panel b) The initial state (see the snapshot at 0 ps) is a localized state, that is, a site on the top and in the middle of roll A. The population difference with respect to the population in panel a) is plotted. The locations of magnesium (Mg) in the BCHls represent the locations of exciton sites, and the sizes of the spheres are proportional to the populations of the corresponding sites. The populations of the rolls, the baseplate, and the FMOs are designated red, black, and blue, respectively.
Table 5.1: Time Constants of the Exciton Dynamics of the Chlorosome Roll. The values are obtained by the exponential fittings \( A_1 \exp(-t/\tau_1) + A_2 \exp(-t/\tau_2) + A_3 \exp(-t/\tau_3) \) of the exciton population dynamics for each antenna unit. The amplitudes \( A_1, A_2, \) and \( A_3 \) are summed to be 100%.

<table>
<thead>
<tr>
<th>set</th>
<th>( \tau_1 ) (ps) ((A_1%))</th>
<th>( \tau_2 ) (ps) ((A_2%))</th>
<th>( \tau_3 ) (ps) ((A_3%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (b)</td>
<td>0.081 (3)</td>
<td>4.5 (36)</td>
<td>12.9 (61)</td>
</tr>
<tr>
<td>II (c)</td>
<td>0.060 (3)</td>
<td>4.7 (39)</td>
<td>13.1 (58)</td>
</tr>
<tr>
<td>III (d)</td>
<td>3.7 (25)</td>
<td>11.3 (75)</td>
<td></td>
</tr>
<tr>
<td>ref [164] (e)</td>
<td>1.1 (42)</td>
<td>12.1 (58)</td>
<td></td>
</tr>
</tbody>
</table>

The solid line in the inset figure is the mean exciton energy (Eq. 5.1), which is normalized to the initial energy \(3022 \text{ cm}^{-1}\). Interestingly, the curve is similar to the population dynamics of Roll A. From this we can conclude that the population transfer from Roll A to Roll B is the main energy relaxation channel and the slight difference of the two curves indicates the effect of population redistribution within the single layers. Thus the energy dissipation due to exciton-phonon coupling mainly causes exciton transfer between the layers in this initial short time period. The mean exciton energy of the total system (Roll+baseplate+FMOs) is given in Fig. 5.4 for two different initial excitations. The solid blue line and the solid red line correspond to the exciton dynamics of the two different initial conditions, respectively.

As mentioned above, the initial energy of the delocalized state is already close to the baseplate bright state energy domain (see Fig. 5.2), while that of the localized state is higher \(3022 \text{ cm}^{-1}\). In the localized IS case, the excess energy (about \(2000 \text{ cm}^{-1}\)) should be released to the environment in order for resonant energy transfer to the baseplate to occur. In spite of the high initial energy of the localized IS, which is far from the energy resonance domain, the exciton population of each unit at 10 ps is similar to that of the delocalized IS case (see Fig. 5.3 panel a). This is possible because a rapid energy relaxation channel (Fig. 5.2 panel b) is available for the dynamics of Set III. The blue line in Fig. 5.4 shows a rapid energy drop within 100 fs. Then, within 1 ps, the total energy approaches the energy of the delocalized IS. The population snapshots at 100 fs indicate that population distributions are quite similar. Also, the population on the roll in the snapshots of Fig. 5.3 panel b) at that time indicates that, by 100 fs, the system population is mostly delocalized over the roll. The mean exciton energy obtained from the exciton dynamics with the delocalized IS and the localized IS become similar within 500 fs. The rapid relaxation within the roll results in robust energy transfer from the
Figure 5.4: Mean exciton energy with a delocalized and a localized initial state at 300 K. Mean exciton energy (eq. 5.1) with the two different initial excitations, which correspond to those in Figure 5.3 panels a) and b). The short time dynamics for the first 200 fs of Figure 5.3, panel b) is given in the inset with the corresponding population snapshots. The populations in the snapshot are projected to the long axis of the rolls. The locations of magnesium (Mg) atoms in the BCHls represent the locations of exciton sites, and the sizes of the spheres are proportional to the populations of the corresponding sites.

Microscopically, the energy dissipation dynamics is determined by thermal excitations and relaxation among exciton levels. The energy dissipation rate, in this model, depends on the spectral density, a quantity which indicates how strongly exciton states are coupled to the thermal bath, the probability distribution of the exciton states and temperature.

In Fig. 5.2 panel b), we show the exciton transfer matrix ($\gamma_{MN}$) at 300 K in logarithmic scale ($\log(\text{cm}^{-1})$). We indicate the fast energy dissipation path for the localized IS with a red arrow. The strong white diagonal band corresponds to the strong exciton-phonon coupling at 1600–2000 cm$^{-1}$ [125], which leads to the rapid energy dissipation of the localized IS within the roll. We note here that this fast relaxation occurs only between the exciton states in the same antenna units not between the exciton states of different antenna units.

Damjanović et al. [103] suggested that a weakly bound polaron can be formed in BCHl aggregates due to the interaction of excitons with intramolecular vibrational mode at about 1670 cm$^{-1}$. Their results were based on studies of LHC in purple bacteria. We do expect that the polaron couplings can renormalize energy levels and the mobility of the exciton energy is reduced [103]. This should be, however, weaker in the chlorosome where BCHls are densely packed and the pigment-pigment...
interaction is, accordingly, stronger than that of LHC in purple bacteria.

The exciton dynamics in the FMOs is conditioned mainly by the population of the baseplate because direct population transfer from the roll to FMOs is negligible.

### 5.2.2 Cooperativity of the excitonic states

In multichromophoric systems, coherent coupling between donor molecules can lead to a large collective transition dipole moment. This enhances the energy transfer from the donor to acceptor groups as compared to incoherent hopping between individual molecules [4, 38, 157, 159].

In Fig. 5.5, we show the cooperativity (Eq. 5.2) computed for first 500 fs. The cooperativity is calculated for the two different initial excitation conditions corresponding to the dynamics in 5.3.

The delocalized IS is z-polarized (along the length of the roll) and initially has a cooperativity of 402 (out of 1620 pigments in the Roll A). This strong collective oscillator strength can induce rapid supertransfer [38, 157, 159]. The localized IS, which is 72% x- and 28% z-polarized, has an initial cooperativity value of unity. This difference in cooperativity at varying initial condition is one of the reasons why a fast decay component is found for the delocalized IS case only.

Regardless of the initial conditions, within 500 fs, all cooperativity values converge to a similar value (~12 out of 3780 pigments in the Roll A and B), which is still larger than 1, and the effective transition dipole moment becomes about 30% x-, 30% y- and 40% z-polarized. This is a favorable situation, for our photosynthetic apparatus model, as y-polarization (normal direction to the baseplate) is useful to funnel energy towards the baseplate. These results may indicate a multichro-
morphic effect [209]; *i.e.* the effective dipole moment of the delocalized exciton state is enhanced by symmetry.

### 5.2.3 Temperature dependence of the energy funneling

In the previous subsections, we showed that the exciton energy funneling process is robust to variations in initial excitation conditions due to the fast internal exciton dynamics of the roll. We now investigate the temperature effect by simulating the exciton population dynamics with the delocalized IS initial condition, *i.e.* the brightest state of Roll A, at 150 K and 77 K in Fig. 5.6.

The mean exciton energy at room temperature (300 K) in Fig. 5.3 panel a) is only slightly different from the curves at 150 K and 77 K in Fig. 5.6. This indicates that exciton transfer is robust within this temperature range. The robust energy transfer within the temperature range is due to the fast internal exciton dynamics of the roll. The thermal excitation within the temperature range does not lift the exciton far from the energy resonance domain between the roll and the baseplate.

Thermal excitation in the temperature range (77 K, 150 K and 300 K) can provide various channels towards the neighboring exciton states for the relaxation process (see Fig. 5.2, panel b). Thermal excitation can also induce back transfer from the baseplate to the rolls [4] but it reduces the possibility of being trapped in dark states.
5.2.4 Population kinetics

So far, we have shown that regardless of initial conditions and temperature about 60–70% of the exciton can be transferred to the FMOs within 10 ps. This robustness to the choice of initial conditions implies that internal dynamics within the roll is faster than energy transfer between the antenna units. We now proceed to examine the population dynamics by using a simple first order kinetic model (more sophisticated kinetic models in the EET of the LH complex networks can be found in e.g. the references [8, 78, 115, 210]):

$$\frac{d}{dt} \begin{pmatrix} [R](t) \\ [BP](t) \\ [FMO](t) \end{pmatrix} = \begin{pmatrix} -k_{RB}(t) & 0 & 0 \\ k_{RB}(t) & -k_{BP}(t) & 0 \\ 0 & 0 & k_{BP}(t) \end{pmatrix} \begin{pmatrix} [R](t) \\ [BP](t) \\ [FMO](t) \end{pmatrix}$$ (5.3)

where \([\cdot](t)\) denotes the population of each antenna unit, and \([R]\) and \([BP]\) are the population of the full roll (Roll A + Roll B) and the baseplate respectively. \(k_{RB}(t)\) is the exciton transfer rate from the roll to the baseplate and \(k_{BP}(t)\) is the one from the baseplate to the FMOs. The population transfer between the antenna units is characterized by time-dependent rate constants \(k(t)\). Note that the internal dynamics within the antenna units, such as relaxation and thermal excitation among the exciton states, is incorporated into the time dependence of \(k(t)\). \(k(t)\), physically, corresponds to the multichromophoric Förster resonance energy transfer rate [209], because it quantifies energy transfer between the donor group (exciton states) of the roll and the acceptor group of the baseplate. The enhancement of energy transfer due to coherence (Fig. 5.5) between donor molecules is also referred as to supertransfer [38, 157, 159].

The direct exciton transfer from the roll to the FMO complexes is virtually negligible within the time interval of the EET dynamics 10 ps. In this kinetic model, thus, we assume there is no population transfer from low to high energy units and no direct transfer from the roll to FMOs. The kinetic models are fitted to the exciton populations in Fig. 5.3 using least squares. The resulting time-dependent population transfer rates are shown in Fig. 5.7 for the exciton dynamics of Fig. 5.3, using both initial conditions (the delocalized IS and the localized IS). The initial and final values of the reciprocal rates of the (chlorosome) roll \(1/k_{RB}(t)\) have similar values to \(\tau_2\) and \(\tau_3\) of Sets I and III in Tab. 5.1. Within 500 fs, \(k_{RB}(t)\) for the delocalized IS drops rapidly to a slower rate, with a similar timescale to the equilibrium time of the cooperativity (Eq. 5.2), see solid blue line in Fig. 5.5. However we see that \(k_{RB}(t)\) for the localized IS does not show this rapid drop. Regardless of the initial conditions, the rate constants become similar to each other within 500 fs. As could be
expected, $k_{BPFMO}(t)$ has no dependence on the initial state in the roll.

5.3 Conclusion

The green sulfur bacteria are thought to be an incredibly efficient light processing machine (cf. purple bacterium [211]). We studied this system by investigating from an atomistic perspective and a top to bottom approach (cf. Linnanto et al. [212]). The excitation energy transfer route was taken from the chlorosome to the reaction center via the baseplate and FMO, under different initiating conditions. Analysis of the atomistic model indicates that resonant energy transfer is maximized given the multichromophoric excitonic coupling which is due to the molecular arrangements of these parts: the green sulfur bacteria are assembled to be most conducive towards efficient excitation energy transfer within the Förster energy transfer regime. It was further shown that whether the initial excitations are important in the energy funneling process. Though, the results differ qualitatively within a short time limit (500 fs). None of these scenario’s, however, adversely affect the efficiency of energy transfer and the results converge within the overall timescale (10 ps) [164, 167]. Thus the mechanism is robust to initial conditions, including varying temperatures. This is due mainly to the fast internal exciton dynamics of the chlorosome, which is also observed by Fujita et al. [194,197]. Furthermore our measure of cooperativity quantifies this and indicates a preference (again regardless of initial conditions) to the polarization in the xy-plane (cross section of the chlorosome), which enhances the excitonic coupling strengths between the exciton states of the chlorosome and the baseplate. We suggest a multichromophoric effect may prevail over the absence of proximity.
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by exploiting the symmetry in parts of the model. This calculation of cooperativity indicates a supertransfer effect inherent in: the green sulfur bacteria, which seems to be especially “tuned” towards thriving under low light conditions by making use of molecular aggregates, symmetry and self-assembly to capture light and funnel it to the reaction center aided, not hindered, by a fluctuating environment [73, 114].

Additionally we would like to comment here on the role of the baseplate in the energy funneling process based on our simulations. In our model study, the baseplate plays the role of a “bridge” allowing the exciton energy to funnel down to the FMOs from the chlorosome. The presence of the baseplate eases this process; without the baseplate energy transfer would be impeded. Whilst it could be the case that transfer is allowed without the baseplate- under the condition that the FMO’s and chlorosomes be positioned close enough for Förster energy transfer- our results indicates that the baseplate offers a preferred route. However, the baseplate is considered to be a part of the chlorosome envelope and is likely to be the structure that is involved in its attachment it to the cell membrane [162]. Removal of the baseplate may result in an unstable structure or a different structure altogether. As an alternative working hypothesis for the role of the baseplate, one may consider replacing the BChl \( \text{a} \) molecules in the baseplate with BChl \( \text{c} \) without removing the baseplate structure from the model Hamiltonian. Then, one may expect no exciton transfer from the chlorosome to FMO complexes because the baseplate is not a J-aggregate and there is almost no spectral overlap between the baseplate and FMO complexes accordingly.

The baseplate receives the exciton quickly as shown in Fig. 5.3 and releases the exciton to the FMO complexes steadily. Since the chlorosome has a relatively large reorganization energy, which implies strong exciton-phonon couplings to the bath, compared to those of the baseplate and FMO complexes, the exciton could be lost to the environment if it is able to stay in the chlorosome for too long a time. Thus, we would like to introduce the idea of the baseplate as a biological (single) “exciton capacitor”. It seems to be suitably designed for this purpose, making sure the route of the exciton is directed, by receiving the exciton from the chlorosome quickly, keeping the exciton from leaking to the surrounding environment, and supplying it to the FMO. It does so by providing appropriate excitonic sites, via chromophoric pigments, held in a unique and protein scaffold made of amphiphillic units that cross two very different dielectric boundaries (the interim gap between dry lipid chlorosomes and the more watery region at the FMOs) in a near perfect 2D lattice form in analogy to an actual capacitor (condenser) but made of soft materials.
Our model study depends on many undetermined parameters, such as the site energies of the baseplate, distance between the antenna units and the spectral density of the baseplate. Also, the structure of the chlorosome is still arguable [179–185]. Scanning of these parameters in all combinations is currently not tractable with current computer resources. However, fitting the parameters to experimental data would be useful to determine the structural information of the light-harvesting antenna complexes. Therefore we postpone this task for future work. Herein we comment on the two parameters, which would be important to determine the exciton transfer rate between the antenna units. One is the distance between the baseplate and the FMO complexes. We guess the distance would be 1–2 nm, at which range the local pigment to pigment (nearest neighboring pigments between the baseplate and the FMO) transfer rate would be scaled by 10−0.25 in the current model. However, our model study shows the multi-pigment to multi-pigment transfer is important and we expect the overall transfer rate would not be critically changed over this distance range. Exciton delocalization aids in making the transfer less sensitive to the distance change. The second is the site energy of the baseplate. We scanned the site energy of the baseplate with a simplified model system (smaller number of pigments) and we found ±50 cm⁻¹ from the current value would result ±20 % exciton population difference at 10 ps. Regardless of the uncertainties in the model, our study shows characteristic time constants that fall within sub-100 fs-sub-100 ps and agree with experimental observations [164, 167] (or see Tab. 5.1).
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Machine learning exciton dynamics

6.1 Introduction

The study of exciton dynamics in large photosynthetic complexes has been a topic of much theoretical and experimental interest in recent years [22,25,28,40,74,79,82,96,104,105,114,115,117,141]. The theoretical community has focused on employing and developing reduced models to understand and describe the dynamics of these complexes [28, 35, 40, 70, 73, 74, 79, 82, 93, 114–122, 124–126, 207, 213]. These models rely on the knowledge of a system Hamiltonian for the interacting chromophores and on spectral densities to describe the coupling of chromophores to their environments (protein, solvent) [198]. Computing a system Hamiltonian or spectral density is an arduous computational task due to the large number of degrees of freedom in these complexes. The most detailed approaches used to obtain these quantities have been mixed quantum mechanics/molecular mechanics (QM/MM) or semi-classical simulations [128,214]. In particular, one QM/MM approach which has become popular in recent years [25,33,103,104] consists in propagating the nuclei in the electronic ground state of the photosynthetic complex. We employed this approach in Chap. 3 and 5. This approximation ignores the change in electronic structure due to excitation of the chromophores. Subsequently, for a subset of time frames, excited state energies for the chromophores are computed using a quantum method such as time-dependent density functional theory (TDDFT) [25]. The energy trajectories are then employed to extract system-bath correlation functions and finally spectral densities to use in exciton dynamics.

The downside of this approach is the large computational cost. Long equilibration times of several tens of nanoseconds are required for the molecular dynamics (MD) [215,216].
computational scaling of MD codes with the system size $N$ is $O(N \cdot \log N)$ [217]. In contrast, TDDFT calculations scale as $O(N^2)$ [218]. Very often calculations need to be repeated for identical chromophores in similar environments to account for the effect of small variations. For instance in the case of a single-point mutation typically one would need to rerun the entire set of simulations.

In this work we propose an alternative route: using multi-layer perceptrons, a special class of neural networks, to predict the excited state along a MD trajectory. Such approaches typically scale as $O(N)$ and were found to perform significantly faster than TDDFT approaches. As a test system we consider the Fenna-Matthews-Olson (FMO) complex of *P. aestuarii*. We use multi-layer perceptrons as fully connected neural networks to predict the values of the first singlet excited state for the chromophores. We train the neural networks on the excited state energies obtained from QM/MM calculations. Several sampling methods are used to select the training data for the neural networks. In particular we tested a sampling method based on correlations of nuclear positions to improve the spectral density predictions. Once trained, the neural networks are employed to make excited state energy predictions. Then one can build a Hamiltonian from the predictions and compute the exciton dynamics.

With optimal neural network training and 12 trained neural networks per bacteriochlorophyll (BChl) we predicted excited state energies with errors contained to 0.01 eV (0.5 %) from the neural network ensemble average. Further, with neural networks trained on data based on correlation sampling we correctly determine the shape of the spectral density and observe an error which is squared with respect to the excited state prediction error. This demonstrates the power of machine learning in chemistry, as has also been found in recent work where neural networks were employed to extract other chemical properties [219–223].

6.2 Methods and computational details

6.2.1 Ground state QM/MM simulations

A semi-classical description of the FMO complex was obtained by combining ground state MD simulations with TDDFT calculations of the first singlet excited state, known as the $Q_y$ state [224], at given molecular conformations along the time-dependent trajectories. The MD runs were carried out using the NAMD software package [188] with the AMBER99 force field (ff99SB) [91]. The BChl-a parameters employed are reported in Ref. [92]. The X-ray crystal structure of the FMO trimer in *P.
Figure 6.1: Crystal structure of the FMO complex in *P. Aestuarii* (PDB: 3EOJ [87]). Panel A) 3EOJ trimer crystal structure. Panel B) BChls’ geometric arrangement in monomer A (residues 360 to 367, corresponding to sites 1 to 8). Hydrogens are not shown in this representation.

*P. Aestuarii* (PDB: 3EOJ [87], see Fig. 6.1) was chosen as initial configuration. The trimer was solvated using a TIP3P water box [225]. The minimum distance between the crystal structure and edges of the solvent box was taken to be 15 Å [215,216]. The charge was neutralized by adding sodium ions. The total number of atoms in the system was 141624. The simulation was equilibrated for 4 ns and the production run was 40 ps long with a 2 fs time-step. Electrostatic interactions were calculated with the Particle-Mesh Ewald method. Shake constraints were used for all bonds containing hydrogen. Simulations were carried out at 300 K and 1 atm using a Langevin thermostat and a Langevin piston as implemented in NAMD.

The time-dependent $Q_y$ excited ground state gaps of the BChl-a molecules were obtained using TDDFT with the PBE0 [226] functional within the Tamm-Dancoff approximation (TDA) [227] using Q-Chem [228]. We employed the 3-21G basis set due to the high computational cost of these simulations. The $Q_y$ excited state was taken to be the one with the largest oscillator strength and the orientation of the transition dipole was verified using the same methodology as in Refs. [216] and [229]. Excited state energy trajectories can be downloaded from [230]. Excited state energies were computed at every 4 fs of the production run. Some values were excluded based on the oscillator strength / angle criterion / failed convergence. The excluded values were at most 2.15% of the full trajectory.
6.2.2 Machine Learning: neural networks training

Input data representation

Multi-layer perceptrons (neural networks) were used to predict quantum mechanical excited state energies of BChls in the FMO complex from the MD classical coordinate trajectory. Neural networks were trained in a supervised training scheme using the back propagation algorithm [231]. Excited state energies from the TDDFT calculations described previously were provided to the neural network as targets. BChl conformations were represented by Coulomb matrices as proposed in Ref. [219]. Both, input and target feature distributions, were rescaled to a zero mean and a unitary standard deviation prior to neural network training [232].

By using Coulomb matrices as input features, neural networks can be trained on a representation of BChls which is translation and rotation invariant. Coulomb matrices are particularly suitable to describe BChls in the FMO complex as these molecules do not undergo large conformational changes within time scales of several tens of picoseconds [215,216,221]. Coulomb matrices were adapted to account for external charges within and around the represented BChl. The electrostatic influence of particles in the environment \( N \) was described by adding additional Coulomb potential terms to the corresponding Coulomb matrix entries (see Eq. 6.1):

\[
M_{ij} = \begin{cases} 
Z_i^2 / 2 + \frac{Z_i Z_n}{r_i - r_n} & \text{for } i = j, \\
\frac{Z_i Z_j}{r_i - r_j} + \frac{Z_i Z_n}{r_i - r_n} + \frac{Z_j Z_n}{r_j - r_n} & \text{for } i \neq j.
\end{cases}
\] (6.1)

Partial charges \( Z_i \) of atoms in the system were taken from the system topology (Amber 99SB force field [91] and Ref. [92]). Studies have shown that the tails of the BChls have little influence on the \( Q_y \) excited state energies [216,233]. Thus, instead of representing the entire BChl in a Coulomb matrix, the phytlyl tail was neglected and only the 90 atoms closest to the magnesium in the BChls were represented in Coulomb matrices to reduce their dimensionality. We included all external partial charges present in the system to generate Coulomb matrices.

Neural network architecture, choice of BChl molecule and over-fitting

We chose to use multi-layer perceptrons (neural networks) with logistic activation functions and two hidden layers. This set-up has been shown to perform particularly well for supervised regression.
problems [234]. Optimal neural network hyperparameters were identified from a grid search. Both
the learning rate and the number of neurons in the first and second hidden layer were varied to find
the lowest deviations between predictions and target data.

Instead of performing the grid search on each BChl in the FMO complex individually, only the
most representative BChl was used to determine optimal neural network hyperparameters to reduce
the computational cost. We identified this BChl in terms of shared Coulomb matrix space. Coulomb
matrices of all eight BChls were clustered and compared. We found that site 3 shares the most
Coulomb matrix space with all other sites.

From the grid search, we found that a learning rate of $10^{-4}$ with 204 neurons in the first hidden
layer and 192 neurons in the second hidden layer results in the smallest average absolute deviation
of predicted and target excited state energies.

Target feature over-fitting was avoided by using early stopping [235]. For all training sessions a
total of 4000 trajectory frames was assigned to the training set as a balance between information and
computational cost. Neural networks were trained on Intel(R) Xeon(R) CPUs (X5650 @ 2.67 GHz).
Training one neural network on four cores took about $(23.9 \pm 5.0)$ h.

Reducing training set redundancies through clustering: taxicab, Frobenius and “correlation”
clustering

We employed different methods to select Coulomb matrices and corresponding excited state energies
for neural network training. In a first approach training set Coulomb matrices were drawn randomly
from the entire trajectory as proposed in Ref. [235]. This led to excited state energy predictions with
an average accuracy of 13 meV.

However, as BChl conformations in the data set are not uniformly distributed a training set con-
sisting of randomly drawn Coulomb matrices likely contains redundant information. MD simul-
ations were carried out in the NPT ensemble with constant temperature and pressure. Thus, the BChl
conformations are sampled from a Boltzmann distribution [236]. To avoid selecting many similar
conformations and thus similar Coulomb matrices we performed a cluster analysis on all Coulomb
matrices of the entire trajectory to determine the most distinct Coulomb matrices. We implemented
a Coulomb matrix cluster algorithm following the principles of the gromos method [237].

Distances between Coulomb matrices were measured using p-norms. Two different metrics were
applied: $p = 1$ (taxicab norm) and $p = 2$ (Frobenius norm). Both clustering approaches resulted
in more accurate predictions of excited state energies with accuracies of 9 meV but the prediction of exciton dynamics remained quite inaccurate (see Sec. 6.3.2).

To improve the prediction of exciton dynamics, we developed a clustering method based on coordinate correlations in the classical MD trajectory. We will refer to this approach as the “correlation” clustering method. The $Q_y$ state in BCHls is mostly distributed along one of the diagonals which connects opposite nitrogen atoms [216]. Training set frames were thus selected based on high correlations in the nitrogen root-mean square deviation (RMSD). In particular, for the $n$-th BCHl we sampled from

$$\left|C_n^{\text{RMSD}}(t)\right|^2 = \left|\left\langle D_n^{\text{Nitrogen}}(t) \ D_n^{\text{Nitrogen}}(0) \right\rangle\right|^2$$

(6.2)

until 4000 frames with the largest RMSD correlation were selected. Here, $D_n^{\text{Nitrogen}}(t) = \sqrt{\frac{1}{4} \sum_{i=1}^{4} \|\vec{r}_{n,i}(t) - \vec{r}_{n,i}(0)\|^2}$ refers to the root-mean square difference in position of the four nitrogen atoms in the $n$-th BCHl at time $t$ with respect to their position in the energy minimized crystal structure at time $t = 0$. This sampling led to a more accurate prediction of the spectral density (see Sec. 6.3.2).

### 6.2.3 Exciton dynamics and spectral densities

To further compare the predicted excited state energy trajectories with the TDDFT trajectories we computed the exciton dynamics in the FMO complex using two different methods. The first is a stochastic integration of the Schrödinger equation as used in Ref. [25]. The second method is the Markov Redfield master equation [63]. Both of the methods are Markovian but the first relies only on the excited state energy trajectories while the latter also depends on the spectral density. Here we focus on the sensitivity of these methods to the changes related to using neural networks rather than to more subtle questions on dynamics such as those addressed by the comparison of Markovian with non Markovian methods.

Finally the spectral density $j(\omega)$, as used in the Redfield equations of motion, is obtained by normalizing the Fourier transform of the two-time correlation function as we discussed in Valleau et al. in Ref. [198]:

$$j(\omega) = \frac{j^{\text{harm}}(\omega)}{\pi} \quad \text{with} \quad j^{\text{harm}}(\omega) = \frac{\beta \hbar \omega}{2} \int_{-\infty}^{\infty} e^{i\omega t} C(t).$$

(6.3)
Table 6.1: Time required to compute excited state energies (10000 frames) for all eight bacteriochlorophylls (BChls) for TDDFT (PBE0/3-21G) and neural network (NN) predictions from correlation clustered Coulomb matrices. Reported times include neural network training ($t_{\text{train}}$) with input ($t_{\text{input,Coul}}$) and target feature ($t_{\text{target,E}}$) generation, excited state calculations/predictions ($t_{\text{Calc}}$) and the total time ($t_{\text{tot}}$). If trained neural networks are available, only Coulomb matrices need to be calculated for neural network predictions, reducing the required time to 48 h. Reported times correspond to training a total of 12 neural networks independently to obtain ensemble averaged excited state energies. All reported times refer to calculations on a single core of an Intel(R) Xeon(R) CPU (X5650 @ 2.67 GHz).

<table>
<thead>
<tr>
<th>Method</th>
<th>$t_{\text{input,Coul}}$</th>
<th>$t_{\text{target,E}}$</th>
<th>$t_{\text{train}}$</th>
<th>$t_{\text{Calc}}$</th>
<th>$t_{\text{tot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE0/3-21G</td>
<td>-</td>
<td>-</td>
<td>480000</td>
<td>480000</td>
<td></td>
</tr>
<tr>
<td>NN$_{\text{Corr}}$</td>
<td>48</td>
<td>192000</td>
<td>9178</td>
<td>&lt; 0.1</td>
<td>201226</td>
</tr>
</tbody>
</table>

The superscript “harm” refers to the harmonic prefactor which is needed to connect the QM/MM results to the open quantum system approach. Here $C_{\text{cl}}^{\text{cl}}(t)$ denotes the classical correlation function as defined in Ref. [198].

### 6.3 Results and discussion

#### 6.3.1 Excited state energy prediction using neural networks

**Acceleration of excited state energy computations with neural networks**

Intel(R) Xeon(R) CPUs (X5650 @ 2.67 GHz) were used to train neural networks and predict excited state energies. A total of 12 neural networks was trained for each of the eight BChls in monomer A of the FMO complex. Predictions of each of the 12 neural networks per BChl were averaged in a neural network ensemble averaging approach to obtain a more accurate prediction for the excited state energy trajectory.

Training sets were generated with all four training set selection methods (see Sec. 6.2.2). Predicting $Q_y$ excited state energies for the entire trajectory ($10^4$ frames) for one BChl with one neural network took on average $(3.9 \pm 0.8)$ s on one core. In contrast, the quantum chemistry calculations using the TDDFT (PBE0/3-21G) model chemistry required approximately 60000 h for the entire trajectory on one core. Required calculation times to compute excited state energy trajectories for each of the eight BChls in the FMO complex are reported in Tab. 6.1.

If trained neural networks are available, excited state energies of given BChl conformations can
be predicted directly from Coulomb matrices representing the BChl conformations. Thus, to obtain the excited state energies of an entire trajectory consisting of 10000 frames, Coulomb matrices need to be calculated first. With a calculation time of 2.19 s per Coulomb matrix on one Intel(R) Xeon(R) CPU (X5650 @ 2.67 GHz) core, about 6 h are needed to compute all 10000 Coulomb matrices. With excited state energy predictions requiring less than a minute, excited state energy trajectories can be obtained from neural networks about four orders of magnitude faster compared to TDDFT calculations.

Accuracy of neural network predictions

![Figure 6.2](image_url)

Figure 6.2: Mean and standard deviation of $Q_y$ excited state energy distributions for all eight sites obtained from TDDFT calculations (PBE0/3-21G) and compared to neural network predictions. Neural networks were trained on Coulomb matrices selected from the classical MD trajectory by the indicated selection method. Error bars indicate the width of the excited state energy distribution.

As can be seen in Fig. 6.2 the ensemble average of 12 neural network predictions agrees well with the TDDFT data. Predictions from the average over 12 networks deviate from TDDFT values by $\sim 0.3$ meV regardless of the site and the input selection method. When considering excited state energies predicted from a single network, we observed a deviation of $\sigma_{\text{single}}^{s,\text{random}} < 14$ meV for all sites $s$ when the neural network was trained on randomly drawn Coulomb matrices. This prediction error can be decreased to $\sigma_{\text{single}}^{s,\text{taxicab}} < 9$ meV by selecting the training set based on the Coulomb matrix space clustering taxicab method (see Sec. 6.2.2). Frobenius clustering showed similar deviations. In contrast, predictions from neural networks trained on correlation clustered Coulomb matrices show
a slightly higher deviation of $\sigma_{single,s,\text{correlation}} < 15$ meV on average.

**Cross-predictions: predicting excited state energies for other bacteriochlorophylls**

Since all BChl-a molecules in the FMO complex consist of the same atoms and show similar geometrical conformations, we also used neural networks trained on one BChl to predict excited state energies of other BChls in the same monomer. This enabled us to understand how well the trained network can adapt to changes in the environment from changes in the Coulomb matrices. We observed that for any clustering method, the prediction error is about two times larger when performing this type of cross-prediction, see Fig. 6.3. Nonetheless, as we see in panel a), the largest observed average absolute deviation is still below 1.14% (corresponding to 25 meV).

**Predicting excited state energies of bacteriochlorophylls in other monomers**

All neural networks were trained on BChl-a molecules in monomer A. These neural networks were then used to predict excited state energies of BChls in the other two FMO monomers. Each neural network predicted the excited state energies of the BChl corresponding to the one on which it was trained (i.e. a neural network trained on site 1 in monomer A predicted site 1 in monomer B and C).

Due to the fact that the FMO complex is a homo-trimer, similar BChl conformations should be sampled during the MD simulation in each monomer. Thus, excited state energy averages are expected to be identical for corresponding BChls of different monomers, provided that the same phase space regions were covered in the simulation time. The results are presented in Fig. 6.4. In that figure, we show the time-averaged excited state energy predicted from 12 independently trained neural networks for each monomer as well as the time-averaged $Q_y$ energies obtained from TDDFT for monomer A. The bars represent the spread of the distribution and not an error. The predicted distributions are narrower than the TDDFT distributions. This is probably due to the fact that frames corresponding to energies at the tails of the distribution are less sampled. Regarding the error on the other hand, the largest deviation encountered between mean values of excited state energy distributions is 3 meV.

We have found that trained neural networks can accurately predict TDDFT excited state energies. This allows for a large reduction of computational time. It is possible to train on a single BChl and predict excited state energies of other BChls in the same monomer or in different monomers.
Figure 6.3: Relative absolute deviations of predicted excited state energies from TDDFT excited state energies. Neural networks trained on one particular site (indicated by “Network”) were used to predict excited state energies of another site (indicated by “Target”). Panel a) shows the relative absolute deviation $\bar{\sigma}_{\text{rel}}^{\text{BChl}}$ of predicted excited state energies from TDDFT excited state energies for each BChl, $\bar{\sigma}_{\text{rel}}^{\text{BChl}} = \frac{\sum_i |\epsilon_{\text{NN}}^{\text{BChl}}(t_i) - \epsilon_{\text{TDDFT}}^{\text{BChl}}(t_i)|}{N_{\text{frames}} \cdot \langle \epsilon_{\text{TDDFT}}^{\text{BChl}} \rangle}$, in percent. Panel b) shows the deviation $\sigma_{\text{mean}}^{\text{BChl}}$ of the mean of the predicted excited state energies from the mean of the TDDFT calculated excited state energies, $\sigma_{\text{mean}}^{\text{BChl}} = \frac{\langle |\epsilon_{\text{NN}}^{\text{BChl}} - \epsilon_{\text{TDDFT}}^{\text{BChl}}| \rangle}{\langle \epsilon_{\text{TDDFT}}^{\text{BChl}} \rangle}$ in per-thousand.
6.3.2 Spectral densities and exciton dynamics with neural networks

We then used the calculated excited state energy trajectories of all BChls to obtain information about interactions of the BChls with their environment by computing spectral densities. In addition, we built a Hamiltonian to extract the exciton dynamics in the system.

The spectral density $J_{\text{harm}}(\omega)$ (see Eq. 6.3) was computed for all eight sites in the FMO complex from the TDDFT excited state energies and neural network predicted excited state energies [198]. Spectral densities for each site were averaged over all BChls to obtain an averaged spectral density $J_{\text{ave}}(\omega)$. To minimize spurious effects in the Fourier transform, we multiplied the correlation function by a Gaussian of $\sigma^2 = 0.09 \cdot t_{\text{max}}^2$ with $t_{\text{max}} = 1600$ fs as done in Ref. [198]. The Gaussian is normalized to have unitary area in frequency domain so that in frequency domain this corresponds to a convolution with a Gaussian with a FWHM of 26 cm$^{-1}$.

In Fig. 6.5 we show the comparison to our neural network prediction with training and prediction on the same site and the various Coulomb matrix selection methods. We found that predicted spectral densities all have a shape which resembles the overall shape of the TDDFT spectral density. However, the height and accurate position of the peaks in the spectral density is most accurately predicted using correlation clustering.
Figure 6.5: Spectral density averages $J_{\text{ave}}(\omega) = \sum_{\text{BChl}} \langle J_{\text{harm}}^{\text{BChl}}(\omega) \rangle / N_{\text{BChl}}$. The spectral densities were computed from excited state energy trajectories obtained from TDDFT calculations (PBE0/3-21G) and compared to spectral densities from neural network predicted excited state energy trajectories. Neural networks were trained on the bacteriochlorophyll they predicted with the indicated Coulomb matrix selection method. The correlation method (see Sec. 6.2.2) gives the best prediction.

Table 6.2: We report the percentage deviation of neural network predicted reorganization energies $\lambda_{\text{NN}}$ from TDDFT (PBE0/3-21G) calculated reorganization energies $\lambda_{\text{TDDFT}}$ as $\sigma_{\lambda} = |\lambda_{\text{TDDFT}} - \lambda_{\text{NN}}| / \lambda_{\text{TDDFT}}$, for each type of initial Coulomb matrix selection. Results are given in percent %.

<table>
<thead>
<tr>
<th>Method</th>
<th>Random</th>
<th>Frobenius</th>
<th>Taxicab</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\lambda} [%]$</td>
<td>70.0</td>
<td>54.9</td>
<td>53.4</td>
<td>46.6</td>
</tr>
</tbody>
</table>

Average spectral densities were used to calculate the reorganization energy $\lambda = \int_0^{\infty} J_{\text{ave}}(\omega) / \omega \, d\omega$. Comparisons of reorganization energies are reported in Tab. 6.2. We observe that the smallest deviation between neural network predicted results and TDDFT results occurs for neural networks trained on correlation clustered Coulomb matrices.

We also computed the population dynamics in the FMO complex monomer with a stochastic integration method [25]. We averaged 4000 stochastic trajectories to obtain converged population dynamics. The initial excited site was chosen to be site 1 and the dynamics was propagated for all eight coupled sites at 300 K. The couplings of the Hamiltonian were taken from Ref. [229, 238]. Results are shown in Fig. 6.6. We see that neural network predictions from neural networks trained on randomly drawn and correlation clustered Coulomb matrices predict the exciton dynamics in agreement with TDDFT calculations.

We also employed the Markovian Redfield method to compute the exciton dynamics in the FMO
complex (see Sec. 6.2.3) [63]. In this case there is an explicit dependence of the exciton dynamics on the spectral density. The energies in the Hamiltonian were taken to be the averages from the TDDFT or neural network predicted excited state energy trajectories. The same couplings as for the stochastic integration method were used.

To investigate the importance of excited state energies and spectral densities on the Redfield exciton dynamics we calculated the exciton dynamics in two different ways. First, we computed the exciton dynamics with neural network predicted excited state energies and the average spectral density obtained from TDDFT calculations and then we used the neural network predicted energies as well as the neural network predicted spectral densities. Results are presented in Fig. 6.7 panel a), for predicted excited state energies and TDDFT spectral densities and panel b), for excited state energies and spectral densities predicted by neural networks. We initialized the dynamics with the excitation in BCHl 1 and propagated the dynamics for all eight coupled sites at 300 K.

In panel a) we see that given a constant spectral density the error on energies is small and does not strongly influence the exciton dynamics. The main role is played by the spectral density as can be seen in panel b). Here we see much larger differences depending on the neural network sampling method and we notice that the prediction of neural networks trained on correlation clustered Coulomb matrices agrees better with the TDDFT exciton dynamics. Further methods should be
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Figure 6.7: Time evolution of the exciton population for BChl 1 (red) and BChl 2 (blue) in the FMO complex calculated from excited state energy trajectories and average spectral densities using the Redfield method. The initial state is site 1 excited. Panel a) shows the exciton dynamics for neural network predicted excited state energies using the same TDDFT calculated average spectral density in all cases. Panel b) shows the exciton dynamics with both, excited state energy trajectories and harmonic average spectral densities predicted by neural networks trained with the indicated selection method.
investigated to improve the prediction of the spectral density, the error on the energy should be reduced further by an order of magnitude to predict spectral densities with the optimal reorganization energy.

6.4 Conclusion

The computational study presented in this article showed that multi-layer perceptrons (neural networks) can be used to successfully predict excited state energies of BChls in the FMO complex. Using different methods to select a training data set for neural network training we were able to generate neural networks which can predict TDDFT excited state energies with high accuracy ($0.01 \text{ eV}$). Furthermore, the neural networks can predict properties such as QM/MM derived spectral densities or exciton population dynamics. The prediction of excited state energies using the neural networks is about seven orders of magnitude faster than TDDFT. If we include training feature generations we still observe a speed-up of about four orders of magnitude. Even if neural networks need to be trained first, excited state energies are obtained in less than half the time needed for TDDFT.

Based on the observations we made on the FMO complex we recommend the following procedure to apply machine learning to predict excited state properties of other systems:

1. Represent all molecules of interest and their chemical environment with Coulomb matrices.

2. Obtain optimal neural network architectures from hyperparameter grid searches. In particular, it is important identify the most representative molecule in terms of the space which contains the features used for neural network predictions.

3. Determine an optimal training set. Training sets for neural networks with optimal network architecture can be generated by selecting Coulomb matrices based on properties which are related to the desired quantum mechanical properties. We observed that selecting Coulomb matrices which represent Coulomb matrix space clusters improves excited state energy predictions. However, these do not necessarily work well for dynamics.

4. Make predictions. To predict spectral densities and exciton dynamics with high accuracy, Coulomb matrices should be selected for the training set if they reveal high excited state energy
correlations. We found that nitrogen RMSD correlations in the BChls are a good indicator for excited state energy correlations. Thus, we selected Coulomb matrices based on high nitrogen RMSD correlations. Of course this might be complicated for some molecules with very delocalized excited states.

In conclusion, this approach provides a gigantic speedup to ground state QM/MM. From a neural network trained on a single BChl molecule, we can predict the excited states of 23 other molecules in the system at a very low additional computational cost. This enables the simulation of larger and more complex light-harvesting systems. Further, it will be helpful to study, for instance, the role of small changes in the environment, such as a single point mutation, on the exciton dynamics. Questions we would like to address in the future include the possibility of extending the prediction to other temperatures using for example multi-target machine learning.
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Chapter 7

Exciton transport in thin-film cyanine dye J-aggregates

7.1 Introduction

In organic materials, excitons, quasiparticles of bound electron-hole pairs, act as the intermediates between light (photons) and charge (electrons and hole). Understanding which physical properties make certain molecular aggregates optimal for exciton transfer is one of the main current technological goals in organic materials research. In this chapter, we develop a computational model and employ it to explore excitonic energy transport in a particular class of organic materials: cyanine dye J-aggregates.

Discovered over 50 years ago [41, 42], J-aggregates are typically formed by organic fluorescent dye molecules and can be identified spectroscopically by the narrowing and batochromic shift (J-band) of the lowest electronic excitation relative to the monomer band [43, 44]. These structures are characterized by the unique properties associated with their J-band: a large absorption cross-section, short radiative lifetimes, a small Stokes shift of the fluorescence line and efficient energy transfer within the aggregate [44].

The applications of J-aggregates range from their use as “reporter molecules” in mitochondrial membrane potentials in living cells [45] to photosensitizing silver halides in photography [46]. Moreover, J-aggregates are employed in dye-sensitized organic solar cells which provide several advantages over inorganic solar cells [47, 48]. Recently, cyanine dye J-aggregates have been combined with optical cavities [49–51] or coupled to quantum dots [52] to form hybrid systems. However, the current understanding of exciton transport properties, even for the most ordered J-aggregates, is...
rather limited. This limitation arises from the challenges encountered in the experimental characterization of their structure [44] and from the lack of information on the dissipation processes involved. In an effort to overcome these difficulties, the aim of our study is to provide a theoretical model, with a minimal number of phenomenological parameters, which is useful for the determination of the J-aggregate structure and able to describe the exciton dynamics in hybrid excitonic-photonic and excitonic-electronic devices.

J-aggregates can be found in various structural arrangements including one-dimensional, planar and cylindrical [44] aggregates each exhibiting different optical and exciton energy transfer properties [239–241]. The structure of liquid-crystal cyanine dyes was initially studied using absorption and fluorescence spectroscopy by Scheibe and Kandler [242], and more recently using X-Ray diffraction and NMR by Harrison et al. [243]. Nonetheless, the packing structure of J-aggregates remains unknown [44]. Different theoretical packing models for two-dimensional arrays of these pseudo-cyanine dye (PIC) aggregates have been proposed by Nakahara and Kuhn [244]. In this study we focus on modeling the exciton transport properties of two-dimensional (2D) thin-films using cyanine dye J-aggregates such as those realized experimentally in Ref. [245]. These highly efficient light absorbing thin-films are employed in various opto-electronic systems for applications such as lasers and optical switches [246, 247]. Exciton dynamics in these films, in general, possesses both ballistic (quantum) and diffusive (classical) regimes and can be analyzed at different levels of approximation.

Experimentally, transport properties, such as exciton diffusion coefficients in organic materials, have been obtained using indirect methods only. These include exciton-exciton annihilation [51,248, 249], photoluminescence quenching [250, 251], transient grating [252] and photocurrent response [253, 254]. In a recent study by Akselrod et. al. [51] the singlet exciton diffusion length in a 2D cyanine dye film was estimated to be of the order of 50 nm at room temperature which is more than twice larger than the diffusion length measured in standard organic semiconductor films [251] and is comparable to the spatial resolution of the recently developed coherent nanoscopy technique [255].

Theoretically, exciton transport has been studied using a classical hopping model [256]. However, this approach is applicable only in the weak Förster coupling regime [57], where the exciton mobility is low. Beyond this regime, the tight-binding Hamiltonian with classical noise model, proposed in the 70’s by Haken, Strobl, and Reineker [68,69] allows for a unified description of ballistic and diffusive exciton dynamics. For perfect structures with translational symmetry this model can provide analytic solutions for the moments of the exciton wave function [257] that characterize exciton transport.
Variations of this type of analysis have been provided by others [258–260].

In this chapter we introduce a multi-scale computational model to study exciton transport properties in J-aggregates. Within the model the diffusion coefficients are extracted from the finite-time stochastic propagation of the exciton wave function. The molecular properties are computed using density functional theory (DFT), and the coupling to the environment is simulated by adding stochastic noise in the molecular electronic transition frequencies. To illustrate its applicability, we present a detailed study of exciton diffusion in three types of cyanine-dye J-aggregates, namely TC (5,5′-dichloro-3,3′-disulfopropyl thiacyanine), TDBC (5,6-dichloro-2[3-[5,6-dichloro-1-ethyl-3-(3-sulfopropyl)-2(3H)-benzimidazolidine]-1-propenyl]-1-ethyl-3-(3-sulfopropyl) benzimidazolium hydroxide), and U3 (3-[(2Z)-5-chloro-2-[(3E)-3-[5-chloro-3-(3-triethylammonium-sulfonatopropyl)-1,3-benzothiazol-3-ium-2 -yl] methylene-2,5,5-trimethylcyclohex-1-en-1-yl]) methylene]-1,3-benzothiazol-3(2H)-yl) propane-1-sulfonate). While the model doesn’t explicitly include the molecular vibronic structure, and fluctuations in the molecule-molecule interaction were not presently accounted for, the computed diffusion coefficient for a TDBC J-aggregate agrees qualitatively with the value measured from exciton-exciton annihilation experiments [51]. The model is flexible and different sources of noise as well as different aggregate geometries or even coupling to optical cavities [49–51] can be incorporated. Our findings indicate anisotropy in the exciton diffusion, the presence of coherent dynamics at times shorter than tens of femtoseconds and finally a dependence of transport on the specific molecular excitation parameters.

The chapter is organized as follows. In Section 7.2, we describe the theoretical model for the exciton dynamics. In particular, we introduce the Hamiltonian of the system and the associated Langevin equation. The static and dynamic noises, which represent different types of disorder present in J-aggregate films, are discussed. The description of the model is completed with a derivation of the diffusion equation. Section 7.3 includes details of the calculation of the Hamiltonian’s parameters and also gives an overview of the Monte-Carlo Wave Function method (MCWF) employed in the study of exciton propagation. In Section 7.4 we analyze exciton transport in thin-film J-aggregates of three different cyanine dyes: TC, TDBC, and U3 (structures are shown in Fig. 7.1). We conclude the study by summarizing our results in Section 7.5.
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Figure 7.1: Structure of the monomer dye molecules TC, TDBC, and U3 which form the aggregates. The full IUPAC names of the molecules are given in the text.

7.2 The model

7.2.1 Hamiltonian and single exciton dynamics

We apply the general exciton theory developed previously for molecular crystals and molecular aggregates [261] to the specific system - a 2D monolayer J-aggregate of fluorescent dye molecules.

The Hamiltonian for a single exciton in a molecular aggregate can be written as

\[
\hat{H} = \hat{H}_{el} + \hat{V}_{el-bath} + \hat{H}_{bath},
\]

(7.1)

where \(\hat{H}_{el}\) is the system Hamiltonian which includes the electronic degrees of freedom, \(\hat{V}_{el-bath}\) is the system-bath interaction Hamiltonian, and \(\hat{H}_{bath}\) is the bath Hamiltonian which models environmental degrees of freedom. In the site basis the electronic Hamiltonian of an aggregate consisting of
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\( N \) monomers can be expressed as

\[
\hat{H}^{\text{el}} = \sum_{n=1}^{N} \epsilon_n \left| n \right\rangle \left\langle n \right| + \frac{1}{2} \sum_{n,m=1}^{N} J_{nm} \left| n \right\rangle \left\langle m \right|,
\]

(7.2)

where \( \epsilon_n \) are the energies of the electronic excitations at each site \( n \) and \( J_{nm} \) are the couplings between electronic transitions of monomers at sites \( n \) and \( m \). In Eq. 7.2, \( \left| n \right\rangle = |0...1_n...0\rangle \) corresponds to the state where an exciton is localized at the \( n \)-th molecule and all other molecules are in their ground electronic state. In the aggregate, each monomer is modeled as a two level system and the environment is assumed to be a harmonic bath formed by the intra and intermolecular vibrations

\[
\hat{H}^{\text{bath}} = \sum_{n} \sum_{q} \omega_q \hat{b}^\dagger_{qn} \hat{b}_{qn},
\]

(7.3)

where \( q \) runs over all vibrational modes and \( \omega_q \) is the vibrational frequency of mode \( q \), while \( \hat{b}^\dagger_{qn} \) and \( \hat{b}_{qn} \) are the (bosonic) creation and annihilation operators for the bath modes at site \( n \). The system-bath interaction term in the linear coupling limit is

\[
\hat{V}^{\text{el-bath}} = \sum_{n} \sum_{q} \kappa_q \left( \hat{b}^\dagger_{qn} \hat{b}_{qn} \right),
\]

(7.4)

where \( \kappa_q \) is the coupling constant between the \( q \)-th vibrational mode and the electronic system, assumed to be equal for all sites.

For singlet exciton transport the major contribution to the \( J_{nm} \) coupling terms in Eq. 7.2 is due to the Förster interaction [57]. In practice, numerical calculations of the Förster term can be computationally heavy, especially for large structures. For J-aggregates, where the distance between stacked molecules is comparable to the spatial extent of each molecule, it is possible to use the extended dipole model [262]. Within this model, the Förster interaction between two particular electronic transitions is parametrized by a transition charge, \( q \), and a transition dipole length \( l \). The interaction term can therefore be simplified and written as a sum of Coulomb interactions between the transition charges located on different molecules

\[
J_{nm}^{\text{F}} = \frac{q^2}{4\pi\varepsilon_0\varepsilon} \left( \frac{1}{r_{nm}^+} + \frac{1}{r_{nm}^-} - \frac{1}{r_{nm}^+} - \frac{1}{r_{nm}^-} \right),
\]

(7.5)

where \( r_{nm}^{\pm} \) is the distance between the charge \( +q \) located on the \( n \)-th molecule and the charge \( -q \)
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Figure 7.2: Brickstone lattice of a 2D J-aggregate. Each brick represents a molecule. Green arrows indicate extended molecular transition dipoles and their length. The three lattice parameters are $\theta$, $L_x$ and $L_y$ which can be identified by the lattice vectors $L_x$ and $L_y$.

Fluorescent dyes may self-aggregate in a number of different structures. When dealing with two dimensional films of cyanine dye aggregates, the brickstone model is one of most commonly employed models which can account for the experimentally observed optical properties of these aggregates. Therefore, in our work, the molecular arrangement within the 2D layer is modeled as a brickstone lattice [263], as shown schematically in Fig. 7.2. In this model, the dye molecules are stacked parallel to each other and subsequent rows are displaced by an angle $\theta$. The lattice is characterized by two lattice vectors $L_x$ and $L_y$.

Given the Hamiltonian of the system, we proceed to derive an equation for the quantum evolution of the system’s wave function on this lattice. We define a quantum stochastic equation following the Langevin procedure, as described in Ref. [67] as

$$\frac{\partial |\psi(t)\rangle}{\partial t} = \left( -\frac{i}{\hbar} \hat{H}^{\text{eff}} + \sum_{m,\mu} \eta_{m}^{\mu}(t) \hat{C}_{m}^{\mu} \right) |\psi(t)\rangle,$$

(7.6)

where the effective Hamiltonian $\hat{H}^{\text{eff}} = \hat{H}^{\text{el}} - \frac{i\hbar}{2} \sum_{m,\mu} \left( \hat{C}_{m}^{\mu} \right)^{\dagger} \hat{C}_{m}^{\mu}$ includes a decay term and a stochastic fluctuation term $\eta_{m}^{\mu}(t)$ for site $m$ and channel $\mu$ which represents a dynamic noise force and is introduced to conserve the norm of the wave function. The $\hat{C}_{m}^{\mu}$ are Lindblad operators for two channels $\mu \in \{\text{r}, \text{d} \}$ (relaxation or dephasing) for each site $m$. These channels allow the initially excited exciton state to eventually decay back to the ground state due to interaction with the
environment. These terms can be expressed as

\[ \hat{C}_m^l = \sqrt{\Gamma_m^l} |0\rangle \langle m| \]

\[ \hat{C}_m^\phi = \sqrt{\Gamma_m^\phi} \left( \sum_{k \neq m} |k\rangle \langle k| - |m\rangle \langle m| \right), \]

(7.7)

where \( \hat{C}_m^l \) describes single exciton relaxation and \( \hat{C}_m^\phi \) is introduced for dephasing processes, which are associated with the relaxation \( \Gamma_m^l \) and dephasing \( \Gamma_m^\phi \) rates. The states \(|m\rangle\) span over the single exciton manifold, and the state \(|0\rangle\) denotes the ground state, where no exciton is present. The relaxation and dephasing rates are taken to be equal for all sites \( \Gamma_m^l = \Gamma_m^\phi \), because the aggregate is constructed of identical molecules which are assumed to be in identical local environments. It is easy to see that with the noise operators written in the site basis this model is equivalent to the Haken, Strobl and Reineker model [68].

### 7.2.2 Static and dynamic noise

The environmental noise can be introduced into this J-aggregate model as fluctuations of site energies and of the site-to-site couplings as well as a term which induces exciton relaxation. When studying transport properties within the single exciton manifold, one is mostly interested in the dynamics occurring on a timescale sufficiently shorter than the exciton relaxation time, this corresponds to saying that over the time scale of the dynamics, in Eq. 10, \( \hat{C}_m^l \sim 0 \). Moreover, in the provided examples we do not consider fluctuations of intermolecular interactions. These fluctuations can give a noticeable contribution to the transport properties [258] and can easily be included in the model. However we have chosen to neglect them since no experimental data is currently available to estimate relative contributions of site energy fluctuations and fluctuations in the couplings.

We introduce the standard distinction between static and dynamic noise based on the correlation time characterizing the fluctuations as compared to the exciton propagation time. Static noise is associated with fluctuations in site energies which are correlated for long time respect to the lifetime of the exciton, while dynamic noise is associated to instantaneous fluctuations in the site energies respect to the lifetime.

Static noise can be accounted for in the Hamiltonian, Eq. 7.2, by introducing random shifts in the
site energies. In our model, we extract the random shifts from a Gaussian distribution

\[ f(\epsilon_n - \epsilon_0) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-(\epsilon_n - \epsilon_0)^2 / 2\sigma^2} \]  

(7.8)

where \(\sigma\) is the variance, and \(\epsilon_0\) is the transition energy of each isolated molecule. The static noise distribution is assumed to be identical for all monomers. Other choices of static disorder models are possible. For instance, a more general Levy distribution can be used, which results in different state distributions and optical properties [264].

Dynamic noise directly enters the Schrödinger-Langevin equation, Eq. 7.6, described in the previous section. The stochastic force \(\eta(t)\), which is a result of multiple uncorrelated microscopic movements of the molecules constituting the aggregate lattice, does not have memory, i.e., 

\[ \langle \eta(t)\eta(t') \rangle \propto \Gamma^0 \delta(t - t') \]

This corresponds to the Markov approximation, in the sense that the system-bath interaction is assumed to be quasi instantaneous and successive interaction events are not correlated. In general, the Markov approximation holds, as long as the bath correlation time is much smaller than the time over which one extracts properties of the system. Therefore it is only necessary that the bath correlator be sharply peaked [67]. Within this argumentation, the dynamic noise can be characterized by a single parameter \(\Gamma^0\), which describes both the bath dynamics and the system-bath coupling. While avoiding a detailed description of the specific environment of a J-aggregate we can make a rather qualitative assumption that \(\Gamma^0\) is of the order of \(k_B T\). Such assumption is not strictly justified but can be intuitively explained as following.

If we assume that the bath modes can be modeled as a set of harmonic oscillators, we can define, within linear response theory, a system bath interaction term linear in the displacement of the bath modes. It follows that the bath correlator can be expressed as [63]

\[
\langle \eta(\tau)\eta(0) \rangle = \sum_q |\kappa_q|^2 \left\langle \left( \hat{b}_q^\dagger(\tau) + \hat{b}_q(\tau) \right) \left( \hat{b}_q^\dagger(0) + \hat{b}_q(0) \right) \right\rangle
\]

(7.9)

\[
= \int d\omega J(\omega) \left[ \coth \left( \frac{\hbar \omega}{2} \right) \cos (\omega \tau) - i \sin (\omega \tau) \right]
\]

where the bath operators are given in the interaction picture and we have assumed that the noise correlator is the same for all sites and that each bath is uncorrelated from that of other sites. The second line corresponds to the approximation of a continuous bath spectrum with a spectral density \(J(\omega)\). Such approximation provides a qualitative correspondence between the temperature and the
dynamic noise in the system. In general, a more quantitative analysis should include explicitly the bath vibrational modes. By using the continuous limit of the spectral density we intentionally simplified the model making it independent of the specific molecular vibrational modes. Several forms of bath spectral densities are used for modeling dissipative quantum dynamics in molecular aggregates [90, 265]. We choose to employ the Ohmic exponentially cutoff spectral density \( J(\omega) = \frac{\lambda}{\hbar \omega_c} \omega e^{-\frac{\omega}{\omega_c}} \) where \( \lambda \) is the reorganization energy and \( \omega_c \) is the cutoff frequency. In our model, the correlator in Eq. 7.9 can only be used in the limit where the time dependent characteristics of exciton dynamics remain steady on timescales sufficiently longer than the bath correlation time. In this case, the temperature-dependent dephasing rate can be defined as [22]

\[
\Gamma^\phi = 2\pi \frac{k_B T}{\hbar} \frac{\lambda}{\hbar \omega_c},
\]

where physical properties of the bath and the system-bath coupling are introduced through the slope of the spectral density at zero frequency \( \frac{dJ(\omega)}{d\omega}|_{\omega=0} = \frac{\lambda}{\hbar \omega_c} \) (Ref. [90]). Eq. 7.10 is strictly valid for \( T \gg \frac{\hbar \omega_c}{k_B} \) (Ref. [34]). If we use values of \( \omega_c = 150 \text{ cm}^{-1} \) and \( \lambda = 35 \text{ cm}^{-1} \), typical for the analysis of quantum dynamics in photosynthetic systems [73, 74], the dephasing rate \( \Gamma^\phi \approx 1.4 k_B T \). The reorganization energy of J-aggregates is comparable to this value, for instance, \( \lambda_{TDDBC} = 29 \text{ cm}^{-1} \) (Ref. [266]). By setting \( \Gamma^\phi = k_B T \) we choose a lower bound for the exciton dephasing rates. For room temperature we thus have \( \Gamma^\phi \approx 26 \text{ meV} \). In reality, there may be more sources of dissipation, and different estimates for the bath spectral density [90, 107] can give values of the dephasing rate, \( \Gamma^\phi \) which are several times larger than the value we use.

### 7.2.3 Diffusion model

In this section, we consider methods for calculating the diffusion constant \( D \) from the transport properties of the excitonic system. For classical Brownian motion, it is well-known that the diffusion constant is related to the long-time limit of the second moment \( \left\langle (r(t) - r_0)^2 \right\rangle \) evaluated for the initial condition where the particle is localized at a single point \( r_0 \) in space. Explicitly, it is given by

\[
D = \lim_{t \to \infty} \frac{1}{2 dt} \left\langle (r(t) - r_0)^2 \right\rangle,
\]

(7.11)
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where $d$ is the dimension of the space. For excitonic systems, in the first place, we will not assume that exciton motion can be described as the motion of classical Brownian particles. Here our goal is to show that the above relationship (Eq. 7.11) holds even for excitonic systems where a fully quantum mechanical treatment is assumed.

To get started, we consider a dilute system of excitons where their reciprocal interaction can be ignored. We will trace the motion of a “tagged” exciton. The probability $P(r, t)$ of finding that exciton at location $r$ and time $t$ is given by $P(r, t) = \text{Tr}[|r\rangle\langle r|[\hat{\rho}(t)]$, where $\hat{\rho}(t)$ is the density matrix of the total system (i.e. exciton plus the bath) at time $t$. Using the following identity

$$|r\rangle\langle r| = \frac{1}{(2\pi)^d} \int_{-\infty}^{\infty} dk e^{-ik(\hat{r}-r)}, \quad (7.12)$$

where $d$ is the dimension, and $\hat{r} \equiv \sum_{r', r''} r'|r''\rangle\langle r'|$ is the position operator for the exciton, we write the probability of finding the exciton as

$$P(r, t) = \frac{1}{(2\pi)^d} \int_{-\infty}^{\infty} dk e^{ik\cdot r} \tilde{P}_k(t), \quad (7.13)$$

where $\tilde{P}_k(t) \equiv \text{Tr}[e^{-ik\cdot \hat{r}(t)}\hat{\rho}(0)]$, $\hat{r}(t) \equiv \hat{U}^\dagger(t)\hat{r}\hat{U}(t)$, where $\hat{U}(t) = e^{-i\hat{H}t}$ and $\hat{H}$ is defined in Eq. 7.1.

Since we are considering the fluctuations of the exciton in some steady-state (long-time $t \to \infty$) limit, measurable physical quantities, including the diffusion constant, should not depend on the initial condition. We can therefore choose the following initial state $\hat{\rho}(0) = \hat{I}_S \otimes \hat{\rho}_B / \text{Tr} (\hat{I}_S)$, where $\hat{I}_S$ is the identity matrix for the system, i.e. the exciton, and $\hat{\rho}_B = e^{-\beta\hat{H}_{\text{bath}}} / \text{Tr} (e^{-\beta\hat{H}_{\text{bath}}})$ is the density matrix of the bath, which is assumed to be in thermal equilibrium.

Now, inserting the resolution of the identity, $\hat{I}_S = \sum_{r_0} |r_0\rangle\langle r_0|$, we can write

$$\tilde{P}_k(t) = \left(1/\text{tr}(\hat{I}_S)\right) \sum_{r_0} e^{-ik\cdot r_0} \text{Tr}[e^{-ik\cdot \Delta \hat{r}(t)}|r_0\rangle\langle r_0| \otimes \hat{\rho}_B],$$

where $\Delta \hat{r}(t) \equiv \hat{r}(t) - r_0$. Performing the cumulant expansion [67] and keeping terms up to the second-order, we obtain

$$\tilde{P}_k(t) \approx \frac{1}{\text{tr}(\hat{I}_S)} \sum_{r_0} e^{-ik\cdot r_0} e^{-\langle(\Delta \hat{r}(t))^2\rangle_0} \quad (7.14)$$
where $\langle [\mathbf{k} \cdot \Delta \hat{r}(t)]^2 \rangle_0 \equiv \text{Tr}\{[\mathbf{k} \cdot \Delta \hat{r}(t)]^2|\mathbf{r}_0\rangle\langle \mathbf{r}_0| \otimes \rho_B\}$. Then, we arrive at the diffusion equation

$$\frac{\partial}{\partial t}P(\mathbf{r}, t) \approx \sum_{i,j \in \{x,y,z\}} D_{ij}(t) \frac{\partial^2}{\partial r_i \partial r_j} P(\mathbf{r}, t), \quad (7.15)$$

where

$$D_{ij}(t) \equiv \frac{1}{2} \frac{d}{dt} \langle \Delta \hat{r}_i(t) \Delta \hat{r}_j(t) \rangle \equiv \frac{1}{2} \frac{d}{dt} M_{ij}^{(2)}(t) \quad (7.16)$$

is the time-dependent tensor of the diffusion coefficients. Here we have defined the second moments $M_{ij}^{(2)}(t) \equiv \langle \Delta \hat{r}_i(t) \Delta \hat{r}_j(t) \rangle$. In order for the diffusion coefficients $D_{ij}(t)$ to converge in the long time limit ($t \to \infty$), the right-hand side of Eq. 7.16 should scale at most linearly in $t$. This result coincides with that in Eq. 7.11, which is a special case of isotropic diffusion.

### 7.3 Computational details

#### 7.3.1 Monomer properties

Density-functional calculations of the molecular structure and electronic excitation spectra were performed with the quantum-chemistry package Turbomole, version 5.10. (Ref. [267]). Triple-ζ valence-polarization basis sets (def2-TZVP [268]) were used together with the hybrid functional of Perdew, Burke, and Ernzerhof (PBE0) [226]. Dielectric properties of the medium were accounted for by using COSMO [269] as implemented in Turbomole.

To calculate the extended dipole parameters of the fluorescent dyes, the HOMO and LUMO orbitals of the molecules were computed on a homogeneous spatial grid. The grid steps are $dx = 0.5 \, \text{Å}$, $dz = 0.5 \, \text{Å}$ in the plane of the molecular backbone, and $dy = 0.25 \, \text{Å}$ in the direction orthogonal to the backbone. The Förster [57], and the Dexter [270] interactions between pairs of molecules were calculated for center-to-center displacements scanned over $x = [-60, 60] \, \text{Å}$ and $y = [-10, 10] \, \text{Å}$ with step size $\Delta x = \Delta y = 0.5 \, \text{Å}$.

#### 7.3.2 Monte Carlo wave function propagation

Eq. 7.6 is a Markovian stochastic open quantum system equation, which is equivalent to a Lindblad master equation for the density matrix [67]. As such one can evolve single stochastic eigenfunction
Figure 7.3: Monte Carlo Wavefunction stochastic dephasing jump evolution. Each stochastic trajectory $\psi(t)$ will evolve either by making a dephasing quantum jump or according to a non-Hermitian effective Hamiltonian $\hat{H}^{\text{eff}}$. The choice of making a dephasing jump is determined by a Monte-Carlo type algorithm, where one extracts a random number $\epsilon$ and compares it to the dephasing jump probability $\Omega_\phi$. The procedure is repeated up to the final propagation time. One then repeats the procedure to obtain an ensemble of trajectories and average over this ensemble to obtain the desired observables.

Trajectories instead of the full density matrix, using the Markov Monte-Carlo wave function method [271].

The initial wavefunction $|\psi(0)\rangle = |00...1...0\rangle$ is defined as an exciton localized at the center of the lattice (i.e., in the position $\left[n_x, \frac{n_y}{2}\right]$). At time $t + \delta t$, $|\psi(t + \delta t)\rangle$ can be obtained from $|\psi(t)\rangle$ according to the stochastic scheme depicted in Fig. 7.3. In particular, at each time step, if the stochastic variable extracted, $\mathcal{E}$, is larger than the quantum dephasing jump probability $\Omega_\phi$, the wavefunction will propagate freely under the non-Hermitian effective Hamiltonian $\hat{H}^{\text{eff}}$ introduced in Eq. 7.6

$$|\psi(t + \delta t)\rangle = \frac{1}{\sqrt{\mathcal{N}}} \left( 1 - \frac{i\hat{H}^{\text{eff}} \delta t}{\hbar} \right) |\psi(t)\rangle ,$$

(7.17)

where $\mathcal{N} = \sqrt{\langle \psi(t + \delta t)|\psi(t + \delta t)\rangle}$ is the normalization constant. However, if $\epsilon$ is smaller than $\Omega_\phi$, a quantum dephasing jump will occur. The quantum dephasing jump, a specific type of quantum jump, is described as a flip of the sign of wavefunction’s coefficient corresponding to a site $m$ and corresponds to applying the dephasing jump operator $C_\phi^m$, Eq. 7.7, to the wavefunction [271]. The phase jump occurs in position $N = \text{round}(\frac{\mathcal{E}}{\Omega_\phi} n_x n_y)$ where $\Omega_\phi$ is defined as $\Omega_\phi = \frac{\delta t}{2} \Gamma_\phi n_x n_y$, and where $\Gamma_\phi$ was given in Eq. 7.10, while $\delta t$ is the time step which is assumed to be small enough so that $\Omega_\phi \ll 1$. For the trajectories controlled by exciton dephasing only, the effective Hamiltonian $\hat{H}^{\text{eff}}$ is the same as $\hat{H}_0$, thus the norm of the wavefunction in Eq. 7.17 is conserved.

To analyze the exciton transport properties of TC, TDBC and U3 aggregates the exciton wavefunction was propagated on a lattice of 2601 monomers ($n_x = n_y = 51$) for a total time of $t = 100$ fs. The quantum trajectories were averaged over 1000 different realizations of static disor-
der (convergence on the populations was reached with 1000 realizations within an error $\leq 4\%$). The averaging over static disorder and realizations of quantum jumps were combined in such a way that for each quantum trajectory we introduced a unique realization of the static disorder and a unique sequence of quantum jumps. This procedure is applicable as long as both disorders are not correlated and could be consider in analogy with the Monte-Carlo integration of a multi-dimensional function. It should be noticed that the obtained results characterize an inhomogeneous ensemble of quantum systems averaged over multiple disorder realizations. The time step in the propagation was set to $\delta t = 0.6$ as thus the probability of the quantum jump within the step is sufficiently smaller than 1, and the wave function was collected at each femtosecond. The long range interaction between the molecules was accounted for within the cutoff distance $l_{\text{cutoff}} = 6 \cdot L_x$, more details about this cutoff can be found in Section 7.4.1. At the initial time the exciton was localized on the central site (26,26) of the lattice. The energy of this site can be varied to study the dependence of the exciton dynamics on the initial conditions. The results were obtained in general over the range $\Gamma^\phi = 20 - 110$ meV and $\sigma = 0 - 110$ meV. Exciton diffusion coefficients where estimated from a linear fit of the second moments of the exciton distribution functions $M_{ii}^{(2)}$, as per Eq. 7.16. A flow-chart, summarizing this procedure is given in Fig. 7.4

7.4 Results and discussion

7.4.1 Model parameters

Monomer calculations and absorption spectra

The structures of the TC, TDBC, and U3 cyanine dye molecules have been optimized using DFT. In the computation, we considered single-charged anions and assumed that the Na$^+$ ions were dissociated. For each molecule, although the conjugated part of the structures remain almost planar, there are many conformations which differ slightly by the orientations of the sulphonated group side chains and are all closely spaced in energy. Examples of such conformations for the cis-isomers are shown in Fig. 7.1. It should be noted that the computed spectra reflect pure electronic transitions and do not include vibronic components. The difference between the ground-state energies of cis and trans-isomers of the molecules is of the order of hundreds of meV. We have chosen cis-isomers as our reference structure because it is most likely that in this conformation, with the sulphonate groups pointing towards the surface and binding chemically or physically to it, that one would obtain the...
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Figure 7.4: Flow chart summarizing the procedure employed to obtain the system density matrix and the diffusion constant. One first generates \( N \) copies of the initial state and \( N \) stochastic realizations of the Hamiltonian with diagonal energies \( \sigma_i \) taken from the Gaussian distribution centered around \( \sigma \). The Monte Carlo evolution of the trajectories follows as in Fig. 7.3. Then one averages over both disorders to obtain the wavefunction.

\[
\rho(t, \sigma, \Gamma_\phi^{(i)}) = \sum_i \psi_i(t, \sigma, \Gamma_\phi^{(i)}) \psi_i^*(t, \sigma, \Gamma_\phi^{(i)}) / N
\]

Evaluate diffusion constant \( D(\sigma, \Gamma_\phi) \)
observed 2D monolayers [245]. For each optimized molecular structure, we have computed the 100 lowest electronic excitations which fall in the energy range 2-7 eV. The computed spectra of the molecules shown in Fig. 7.1 are provided in Fig. 7.5. The strong lowest excitation can be accounted for by the HOMO to LUMO transition for more than 98%. Such transition is generally assigned to the lowest absorption peak observed in the monomer spectra of fluorescent dyes. The second electronic transition is separated from the lowest one by about 0.7 eV, 1.0 eV, and 1.4 eV for TC, TDBC and U3 respectively. Moreover, the oscillator strengths of these subsequent transitions are about two orders of magnitude smaller than that of the lowest one. These results support the two-level model provided that the static energy disorder is of the order of 100 meV. The computed frequencies of the lowest electronic transitions are systematically blue-shifted by about several hundreds of meV as compared to the experimental values. This shift typically occurs in DFT calculations with the PBE0 functional [218]. Similarly to what was found for the ground state energies, the lowest electron transition frequencies for trans and cis-isomers differ by hundreds of meV’s. The high frequency part of the computed spectrum shows multiple electronic states with about double the exciton energy. These states may be involved in the exciton-exciton annihilation process [51].

![Computed spectra of electronic excitations in TC, TDBC, and U3 cis-isomers. The lines are broadened with Lorentzians of 20 meV linewidth.](image)

**Couplings**

The extended dipole parameters for the lowest electronic excitation are calculated within the Frontier Orbital Approximation (FAO) [272], in which one assumes that only the HOMO-LUMO transition gives a significant contribution. To obtain the $l$ and $q$ parameters in the extended dipole coupling formula Eq. 7.5, we assume that the only type of interaction involved is Förster interaction [57].
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Figure 7.6: 2D map of the Förster interaction between two TDBC molecules. The axes show center-to-center displacement of the molecules. The inset figure shows the orientation of the molecules in the plane. The color map represents \( \text{asinh}(J_F) \) to emphasize the long-range behaviour of the interaction. The blue-green colors define the negative frequency shift of the lowest electronic excitation, while the yellow-red colors indicate the positive shift.

Table 7.1: Computed excitation properties of fluorescent dye molecules. \( \Omega \) is the frequency of the electronic excitation, \( \mu \) is the transition dipole associated with the transition computed using TDDFT, \( \mu_{HL} \) is the transition dipole computed using HOMO-LUMO orbitals only, \( l \) is the length of the extended dipole, and \( q \) is the charge associated with the extended dipole.

<table>
<thead>
<tr>
<th>Dye</th>
<th>( \Omega ) [eV]</th>
<th>( \mu ) [D]</th>
<th>( \mu_{HL} ) [D]</th>
<th>( l ) [Å]</th>
<th>( q ) [e]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>3.3</td>
<td>8.9</td>
<td>8.3</td>
<td>9.1</td>
<td>0.20</td>
</tr>
<tr>
<td>TDBC</td>
<td>2.9</td>
<td>13.1</td>
<td>11.0</td>
<td>10.5</td>
<td>0.22</td>
</tr>
<tr>
<td>U3</td>
<td>2.4</td>
<td>14.6</td>
<td>12.5</td>
<td>11.1</td>
<td>0.24</td>
</tr>
</tbody>
</table>

and fit the interaction between two molecules on the \( x-y \) plane to the Förster results. An example of the calculated interaction contour plot for a pair of TDBC molecules is shown in Fig. 7.6. For intermolecular distances larger than 2 Å, the profile reproduces the interaction of two dipoles and can easily be fitted with the extended dipole formula. The largest positive shift of the electron transition is obtained when the molecules are displaced along the \( y \)-axis (direction orthogonal to the backbone of the molecules). The largest negative shift of the electron transition corresponds to the case when molecules are displaced along the \( x \)-axis approximately by half of their length. These results are consistent with the extended dipole model. The computed properties of TC, TDBC, and U3 monomers are summarized in Table 7.1. We also computed Dexter couplings and these were much smaller than the corresponding Förster terms for distances of the order of the physical spacing between molecules and were therefore neglected.

126
Lattice parameters and absorption spectra

The brickstone lattice parameters where determined as following. The horizontal distance between monomers $L_x = |L_x|$ was chosen to be the optimized length of the molecule in the *cis*-geometry $l_0^{cis}$ plus twice the Van der Waals radius of the chlorine atom. In particular we chose the longitudinal Van der Waals radius determined for a C-Cl type bond $r_{Cl} = 1.58 \, \text{Å}$, as reported in Table 11 of Ref. [273]. The angle between monomers was set to $\theta = \tan^{-1}\left(\frac{2L_y}{L_x}\right)$. Having fixed $\theta$ and $L_x$ we then determined the vertical distance between layers of monomers $L_y\sin \theta$ by fitting the theoretical position of the J-band in the absorption spectra to the experimental result. All of these parameters are reported in Table 7.2.

Table 7.2: Lattice parameters for the three molecules. $l_0^{cis}$ is obtained from the DFT optimization of the molecular structure, $L_y$ parameters were obtained from fitting the theoretical spectrum to the experimental J-band shift.

<table>
<thead>
<tr>
<th>Dye</th>
<th>$l_0^{cis}$ [Å]</th>
<th>$L_x$ [Å]</th>
<th>$L_y\sin \theta$ [Å]</th>
<th>$\theta$ [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>15.01</td>
<td>18.17</td>
<td>3.815</td>
<td>0.421</td>
</tr>
<tr>
<td>TDBC</td>
<td>17.36</td>
<td>20.52</td>
<td>4.600</td>
<td>0.404</td>
</tr>
<tr>
<td>U3</td>
<td>19.72</td>
<td>22.88</td>
<td>5.120</td>
<td>0.427</td>
</tr>
</tbody>
</table>

The measured energies of the lowest electronic transitions for TC, TDBC and U3 dyes in solution and also in the aggregated form are collected in Table 7.3.

Table 7.3: Experimental data for electronic excitations in monomer and J-aggregated dyes as well as the energy shift $\Delta$ between monomer and J-band.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>2.900</td>
<td>2.613</td>
<td>0.287</td>
<td>[274]</td>
</tr>
<tr>
<td>TDBC</td>
<td>2.396</td>
<td>2.115</td>
<td>0.281</td>
<td>[275]</td>
</tr>
<tr>
<td>U3</td>
<td>1.864</td>
<td>1.571</td>
<td>0.293</td>
<td>[276]</td>
</tr>
</tbody>
</table>

To estimate the shifts of the J-band due to the molecular aggregation the excitonic spectra of the aggregates have been computed by diagonalizing the Hamiltonian, Eq. 7.2, for all three dyes. The oscillator strength of a particular transition is proportional to the square of the corresponding transition dipole. To account for the static disorder the transition frequencies of the monomers were taken from a Gaussian distribution of width 70 meV. In Fig. 7.7 the calculated spectra of J-aggregates are shown as compared to the energies of single molecule excitations. The peak positions where fitted to the experimental results. To obtain the correct shift within 5% of error, we determined that the
cut-off distance for the molecule-molecule interaction is $l_{\text{cutoff}} = 6 \cdot L_x$. We observe the typical band narrowing of the J-band whereas the exact vibrational structure of the monomer and the J-band cannot be captured with this simple analysis and is beyond the scope of the present chapter. Moreover, the present analysis doesn’t account for the line shift due to non-resonant (van der Waals) interactions.

![Calculated electronic excitation spectra](image)

Figure 7.7: Calculated electronic excitation spectra of the three molecular aggregates, TC, TDBC and U3, as compared to the electronic transitions of monomers that form the aggregates. Zero frequency correspond to the energy of a monomer excitation. The transition frequencies of the monomers were taken from a Gaussian distribution of width 70 meV to account for the static disorder.

### 7.4.2 Quantum exciton dynamics

The developed model accounts for both coherent and incoherent properties of exciton dynamics. In view of the recent interest in the presence of coherences over long times in photosynthetic aggregates [26] this type of analysis is useful to identify the time over which one should truncate the dynamics and extract with sufficient accuracy the diffusion constant. In the long time limit, the contribution to the dynamics is mostly incoherent and this is when one enters the diffusive regime. These properties can be monitored by following the spatial distribution of the exciton population

$$P_{ij}(t) = \langle ij | \psi(t) \rangle \langle \psi(t) | ij \rangle,$$

where $(i, j)$ is the pair of cartesian indices for a particular molecule on the 2D lattice and the bar above the expression corresponds to the ensemble average over quantum trajectories. In addition, to characterize specifically the role of coherences in the exciton transport we analyze the two-point one-time correlations between the central site (the point of the exciton injection) and the current site.
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Figure 7.8: Contour plots of logarithm of exciton population in TDBC J-aggregate projected onto coordinate space at 2, 10, 40 and 80 fs. Here, the static disorder is \( \sigma = 70 \text{ meV} \) and the dynamic disorder is \( \Gamma_\phi = 30 \text{ meV} \). Population spreads more rapidly in the \( x \) direction than in the \( y \) direction. This behavior is observed for all studied values of dynamic and static disorder and can be explained by the couplings between monomers as described in the text.

\[
\langle i,j \rangle C_{ij}(t) = |\langle ij|\psi(t)\rangle\langle \psi(t)|0\rangle|.
\]  \( (7.19) \)

A similar quantity has been used previously in Refs. [277,278] to estimate the exciton delocalization length in natural molecular aggregates. If the exciton transport is completely incoherent and represented by the hopping of exciton population between sites, the correlation function, Eq. 7.19, should remain zero for all times provided that no initial site-site correlations were created. This is consistent with the conventional Bloch equations, where the coherence dynamics and the population dynamics are separated.

In Figs. 7.8 and 7.9 we show an example of the population and coherence dynamics in TDBC J-aggregate when the dynamic disorder is \( \Gamma_\phi = 30 \text{ meV} \) and static disorder is \( \sigma = 70 \text{ meV} \). Based on the discussion in Section 7.2.2, this value of dynamic disorder represents a lower bound to the exciton dephasing rate (upper bound to the exciton diffusion length) at room temperature. One can see that exciton transport is anisotropic and the population spreads in time following approximately an elliptic shape with major axis \( x \) and minor axis \( y \) (such directions are indicated in Fig. 7.2). The population spreads about 2 to 3 times faster in the \( x \) direction than it does in the \( y \) direction. This can be explained by analyzing the direction of maximum coupling between nearest neighbors. In fact,
Figure 7.9: Contour plots of logarithm of exciton coherences in TDBC J-aggregate projected onto coordinate space at 2, 10, 40 and 80 fs. Here, the static disorder is $\sigma = 70\text{ meV}$ and the dynamic disorder is $\Gamma^\phi = 30\text{ meV}$. Coherences spread more rapidly in the $x$ direction than in the $y$ direction. This behavior is observed for all studied values of dynamic and static disorder and can be explained by the couplings between monomers as described in the text. Further, coherences spread and decay much more rapidly than populations, as can be seen by comparing to Fig. 7.8.

looking at the lattice in Fig. 7.2 and considering the molecule placed at the origin of the purple lattice vectors, we see that it has four first nearest neighbors, one of which is indicated by the $L_y$ vector. The sum of the nearest neighbors coupling vectors taken in pairs along the $x$ axis is greater than that along the $y$ axis. The fact that the exciton is transported in the direction of maximum coupling is also seen in Fig. 7.10 where the population is more rapidly transferred to site (26,27) along the principle $x$ direction respect to site (24,27) which is along the $y$ axis.

Figure 7.10: Populations of sites neighboring source (26,26) as a function of time for TDBC with $\sigma = 70\text{ meV}$ and $\Gamma^\phi = 30\text{ meV}$. Population is transferred most rapidly from the central site (26,26) to site (25,27), the first nearest neighbor and then to site (26,27) which is in the direction of maximum transport.
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By comparing Fig. 7.8 to Fig. 7.9, we notice that coherences spread and are suppressed much more rapidly than populations. However, the principal transport axis remains the same, i.e. it is the major axis of the ellipse. This is true for all examined values of static and dynamic disorder. At times shorter than about 30 fs the dynamics is coherent and interesting shapes such as a four leaved clover at 2 fs appear in the coherence plot. At longer timescales incoherent diffusion prevails and these features mostly disappear. The peaks of these correspond to beats in coherences between second to fourth nearest neighbors but such beats die off rapidly over a couple of tens of femtoseconds. At 40 fs only a small fraction of sites populated by the exciton are correlated with the injection site. This timescale also corresponds to the decay of coherent beatings in the population of sites near the injection point, Fig. 7.10. Thus, within the approximations of our model the exciton diffusion properties can be extracted from 100 fs dynamics. While quantitative differences are observed between the molecules, the general trend is qualitatively similar to the one shown in the example. As a possible extension of this initial study of coherent dynamics it would be interesting to explore the phase directed exciton transport in these two-dimensional aggregates as has been done for the one dimensional case [279].

While the initial condition (a localized exciton) determines a rather large population of the central site even at relatively long times, this does not globally affect the exciton diffusion properties of the aggregate. Furthermore, the localized excitation can be viewed as exciton injection from a donor.

7.4.3 Diffusion coefficient and diffusion length

The computed wave function provides the most complete source of information about the exciton dynamics. Its second moment can capture the main diffusive and ballistic features of the transport. For a homogeneous system with stochastic dephasing noise and translational invariance, the moments of the wave function in Eq. 7.6 can be written analytically [257]. If the exciton is initially localized on a particular molecule one should expect a ballistic exciton propagation (the second moment scales quadratically in time, $M^{(2)} \propto t^2$) followed by the diffusive motion (the second moment is linear in time, $M^{(2)} \propto t$). For systems with static disorder similar transport regimes should be observed provided that the dynamic noise is strong enough to overcome exciton localization. To verify this the second moments of the wave functions each trajectory were computed over an interval of 100 fs with a time step of 1 fs and averaged over a thousand trajectories. In Fig. 7.11 an example of $M^{(2)}(t)$
for the TDBC J-aggregate with static disorder $\sigma = 70 \text{ meV}$ and dynamic disorder $\Gamma^\phi = 30 \text{ meV}$ is shown. On timescales shorter than about 30 fs the scaling of $M^{(2)}$ is approximately quadratic, while

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{second_moment}
\caption{Second moment of the exciton wavefunction in time for TDBC aggregate with static disorder $\sigma = 70 \text{ meV}$ and dynamic disorder $\Gamma^\phi = 30 \text{ meV}$. Both $xx$ and $yy$ components are included with their respective error bars. A transition from a ballistic regime to a diffusive regime is observed at about 30 fs. For all studied values of static and dynamic disorder these two regimes are observed and the transition is always at about $20 - 30$ fs.}
\end{figure}

the longer time dynamics reflects the diffusive transport. A similar tendency is observed for other molecules within the whole studied spectrum of $\sigma$ and $\Gamma^\phi$ with the free exciton propagation time shrinking down to below 20 fs for large values of $\Gamma^\phi$.

The exciton transport properties depend on the energy of the central lattice site where the exciton is localized at time zero - the initial injection energy $E_{in}$ - relative to the J-band. This reflects which eigenstates are populated at the initial time. If the injection energy is close to the monomer transition, almost all eigenstates are populated. In contrast, if this energy is far below the J-band the exciton remains localized. Results showing the second moment as a function of $E_{in}$ together with the exciton density of states (DOS) are reported in Fig. 7.12. We see that there is a maximum in the moments somewhere between the J-band ($E_{in} = -281 \text{ meV}$) and the monomer band ($E_{in} = 0 \text{ meV}$). This is true at all times and the position of the maximum is different for the $xx$ component than it is for the $yy$ component. This can be correlated to the large density of states in that energy interval (Fig. 7.12 top panel). The high density of states is not sufficient to explain the exact position of the maximum, in fact, while the density of states has a maximum at about $-72 \text{ meV}$, the second moment is peaked at about $-170 \text{ meV}$ for the $xx$ component. The same trend in the second moments is observed for TC, and the only apparent difference is that the values of the second moment are smaller. One aspect to keep into consideration is that although there is a large density of states around $60 - 80 \text{ meV}$,
Figure 7.12: Top panel: Density of exciton states as a function of energy of states computed for an aggregate of 51x51 TDBC molecules and averaged over 1000 realizations of static disorder $\sigma = 70\, \text{meV}$. The zero of energy corresponds to the electronic transition of a single molecule. The energy of the central site (injection point) in the lattice is assumed to be zero. Bottom panel: Plot of second moments of the wave function at time $t = 100\, \text{fs}$ as a function of the initial injection energy for TDBC with static disorder $\sigma = 70\, \text{meV}$ and $\Gamma^\phi = 30\, \text{meV}$.

these states mostly have small oscillator strengths (See Fig. 7.7). To investigate further the origin of the differences in these maxima one should look into the structure and spatial overlap of the exciton states.

To estimate the exciton diffusion coefficients the linear fit was taken over the time interval $\Delta t_1 = 30 - 100\, \text{fs}$ to exclude the initial ballistic propagation of the exciton. The injection energy was set equal to the J-band frequency. For most values of static and dynamic disorder, the boundary effects associated with the finite size of the simulated lattice are negligible on the timescale of 100 fs. However, for weak dynamic noise the exciton wavefunction reaches the boundary of the simulated lattice along the y-axis at about 70 fs. In such cases the $y\!y$ component of the diffusion coefficient $D$ was fitted on the time range $30 - 70\, \text{fs}$. With the initial condition of injection into the J-band, the diffusion coefficients components were calculated using

$$M_{ii}^{(2)}(t) = 2D_{ii}t$$

(7.20)

for each type of aggregate. The results are shown in Fig. 7.13. Two distinct characteristics emerge from this plot. First of all, we notice that diffusion is greater for U3 than it is for TDBC which
in turn is greater than that of the TC aggregate. This can be explained by looking at the physical characteristics of the molecules (Tab. 7.1). U3 has the largest transition dipole, this leads to stronger coupling between the monomers and thus to more rapid exciton density transfer. The diffusion coefficients normalized with respect to the square of the corresponding transition dipole (not shown in the figures) are similar for two molecules, TDBC and U3, while the normalized diffusion for TC is still higher. We attribute this difference to the closer packing of TC molecules. This trend is robust to both static and dynamic disorder, so long as both are finite and not so large as to lead to localization. This implies that independently of temperature, within the studied interval, the transport efficiency is dictated by the specific physical properties of the molecules. Of course, the geometric arrangement is a criteria which can alter this trend since it will explicitly modify the couplings. Then secondly, as noticed from the wavefunction propagation, diffusion is faster along the \( x \) axis than it is along the \( y \) axis. This difference is largest for small values of disorder (about a 3-fold difference) where the propagation is fastest, in the quasi-ballistic regime. Going to larger disorder, the wavefunction spreads much slower and propagation is reduced in both directions.

Finally, we investigated the transport as a function of static disorder as well. The three dimensional surface plots for TC and TDBC are shown in Fig. 7.14. We notice that diffusion is strongly dependent on \( \Gamma^\phi \) and much less dependent on \( \sigma \). For each fixed value of \( \Gamma^\phi \), the largest variation of \( D_{ii} \) over the \( \sigma \) interval is of about 30% of the largest values. On the other hand, the largest variation of \( D_{ii} \) at fixed \( \sigma \) and varying \( \Gamma^\phi \) is of the order of 80% of the largest value. Due to the presence
of static disorder the dependence of the diffusion coefficient on the dephasing rate $\Gamma^\phi$ deviates from the conventional $D \propto 1/\Gamma^\phi$ derived within the Haken-Strobl-Reineker model for homogeneous systems [257].

Recently, Akselrod et. al. [51], have estimated the exciton diffusion length in thin-film J-aggregates of TDBC molecules based on an exciton-exciton annihilation experiment at room temperature. In that study, the exciton lifetime obtained from time-dependent photoluminescence was determined to be $\tau_{\text{exp}} = 45 \text{ ps}$, and an expression for three-dimensional exciton diffusion was used to determine the annihilation rate. However, the sulphonated group side chains are about $6 \text{ Å}$ long and in addition, in the growth process a layer of polymer molecules is introduced between the J-aggregate layers. As a result the spacing between the monolayers of fluorescent dyes is several times larger than the distance between nearest neighbor molecules in a layer. Therefore we can assume that diffusion in these aggregates is two dimensional rather than three dimensional. Using a 2D model, we find that the experimental exciton diffusion length is about $\ell_{\text{exp}} \approx 60 \text{ nm}$. We can estimate the exciton diffusion length along the $i$-th direction using the measured lifetime and a computed diffusion coefficient as

$$\ell_i = \sqrt{2D_{ii}\tau_{\text{exp}}}.$$  \hspace{1cm} (7.21)

For the value of the dynamic disorder $\Gamma^\phi = 30 \text{ meV}$, which should approximately correspond to room temperature, as discussed in Section 7.2.2, and the static disorder $\sigma = 70 \text{ meV}$ we find $\ell_x \approx 200 \text{ nm}$ and $\ell_y \approx 100 \text{ nm}$. These values are in a good qualitative agreement with the measured one. However, the quantitative discrepancy can be due to a number of factors such as different lattice constants of the aggregate, additional exciton dephasing and relaxation channels, and also domain boundaries in the experimental structures. All of these aspects can be incorporated into the model provided that one can extract the actual parameters from experiments.

### 7.5 Conclusions

In this chapter, a mixed model combining an open quantum systems approach to ab-initio calculations has been employed to gain insight on the exciton dynamics of thin-film J-aggregates. This model can capture both coherent and incoherent transport and allows for a detailed study of transport parameters such as diffusion coefficients and diffusion length. The role of the initial state of the
Figure 7.14: Diffusion coefficients of singlet excitons in 2D J-aggregates of TC (panel a) and TDBC (panel b) as functions of static $\sigma$ and dynamic disorders $\Gamma^\phi$. The initial condition for propagation was injection at $E_{\text{inj}} = -281$ meV for TDBC and $E_{\text{inj}} = -287$ meV for TC. The red color corresponds to smaller diffusion while the yellow indicates larger diffusion coefficients.
system on transport can also be captured. Further one can investigate all these aspects as a function of the structure of the aggregates through the lattice parameters.

As an example the model was applied to three different cyanine dye aggregates. Within this model we conclude that transport depends explicitly on the molecular properties of the monomers which compose the aggregate. In particular, for molecules packed in a brickstone arrangement, transport increases with the monomers’ transition dipoles and hence with the coupling between monomers. Furthermore, the coupling induces a preferential direction for transport which leads to an anisotropic spread of populations and coherences. Such directionality is robust to both static and dynamic disorder within the investigated ranges and does not change for different molecules. This model has permitted the identification of timescales for the different transport regimes. A ballistic regime is present for all values of disorder at times smaller than $20\,\text{fs}$ while afterwards a diffusive regime is observed. The transport is also determined by the choice of the initial condition, at a specific value of injection energy a maximum in diffusion is observed. Investigation on the origin of the exact position of this maximum are planned but qualitatively it can be explained by the large DOS located between the J-band and the monomer transition.

The obtained diffusion length is in good agreement with experimental results, however a more accurate comparison to experiment would only be possible after including relaxation in the excited state manifold and fluctuations in the off-diagonal elements of the Hamiltonian. The model also does not account for exciton domains which would reduce diffusion, and further it cannot be applied straightforwardly in the low temperature regime. Work in these directions is currently in progress in our research group.

The efficient exciton transport observed in these thin-film aggregates and the possibility of tuning this transport by the choice of monomers or by selecting the initial condition makes these aggregates good candidates for devices where large exciton diffusion lengths are sought. In particular coupling them to optical micro-cavities [213] opens the road to a range of control possibilities which we plan to study in future work. Finally, coupling these large-exciton diffusion length materials to high-hole mobility materials [280] might also provide some advantages for technological applications such as all-organic photon detectors.
Chapter 8

Electromagnetic study of the chlorosome antenna complex of Chlorobium tepidum

8.1 Introduction

The life cycle of plants, photosynthetic bacteria and algae is based on the harvesting of solar energy. In all of these organisms solar light is absorbed and processed by a photosynthetic system. This unit typically consists of an aggregate of light absorbing molecules, e.g. bacteriochlorophylls (BChls) (See Fig. 8.1, panel II). Photosynthetic systems vary in composition and size, for instance, their dimensions can range from tens to hundreds of nanometers with up to $\sim 2 \cdot 10^5$ pigment molecules. Solar energy is transferred in these systems through molecular excitations known as excitons. Success in nature’s competition for resources is crucial for the survival of phototrophic organisms. Therefore, optimal efficiency of light absorption and energy transfer within the photosynthetic systems are essential characteristics.

Recently, much scientific effort has been devoted to understanding the microscopic principles which govern the efficiency of photosynthetic systems [1]. Amongst these systems, green sulfur bacteria is one of the most widely studied. The photosynthetic system of green sulfur bacteria consists of three main elements (See Fig. 8.1, panel I). The first is the chlorosome: a large nanostructure array of BChl’s which functions as a light absorbing antennae. The second elements are intermediates (these include the baseplate and the Fenna-Matthews-Olson protein complex) which play the role of exciton bridges connecting the chlorosome to the third and last element, the reaction center,
Figure 8.1: Panel I): model of the photosynthetic units in the natural system of green sulfur bacteria - the main elements are the chlorosome, the baseplate and the FMO complexes which transfer excitons to the reaction center. Panel II): Atomistic model for the chlorosome (Ref. [185]); in a) the chlorosome nanostructure consisting of two concentric rolls, roll A and B, is shown. Further, the reference system for the incoming field propagating along the $x'$ direction is indicated. In b) the molecular structure of a bacteriochlorophyll (BChl), the main building block of chlorosomes, is indicated. Here, the R, R1, R2 and R3 symbols represent molecular chains (not drawn for simplicity) which vary depending on the type of BChl. The grey arrow indicates the direction of the transition dipole for the first molecular optical transition. Panel III): three classical dipole models for the chlorosome nanostructure. In a) we see a slice of a single cylinder (full length \~30nm) and the molecular packing of BChl-d as obtained by Ganapathy, et al. (Ref. [185]). In b) another type of packing using BChl-c molecules is shown (full length \~30nm). Finally in c) we show a slice of the model for the entire chlorosome nanostructure. This last structure is built using the packing motif of panel b). Due to the type of pigment molecules, structures b) and c) are denoted as “wild-type” structures. See Methods for more details.

where the exciton energy is employed in the synthesis of metabolic compounds.

Similarly, in the nanostructure community, much research has focused on the study of nanoantennas [281–284]. Various types of antennas have been devised and studied [285, 286] in order to understand which materials and shapes are optimal to enhance and direct radiation. Models for nonradiative energy transfer between nanostructures have also been developed [287] in an effort to answer these questions.

It is interesting that nature has evolved to generate antennas in biological organisms as well. The chlorosome nanostructure has dimensions of the order of hundreds of nanometers and works
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exactly like an antenna: it absorbs photons and transmits them to the next subunits very efficiently. A question naturally arises: can energy transfer principles be deduced from the study of these natural systems and applied to the field of nano-antennas? To begin to answer this question, in this chapter, we investigate the electromagnetic properties of the chlorosome antenna complex.

Previously, we investigated reduced models of this photosynthetic unit using open-quantum system approaches coupled to *ab-initio* simulations. Energy transfer was found to be a non-Markovian process [194] which can be characterized by multiple timescales [197]. Recently, some of us investigated a reduced model of the entire photosynthetic system atomistically, Ref.[288]. We found energy transfer to be robust to initial conditions and temperature. Other theoretical studies on energy transfer dynamics as well as the spectroscopy of the antenna complex have been carried out for small models of the chlorosome structure [195] using open-quantum system theories. Spectra were also obtained for helical aggregates using the CES approximation and including the vibrational structure [239]. In this paper, we present a new perspective: an electrodynamic study of the full chlorosome antenna.

The chlorosome antenna complex is composed of up to tens of thousands of BChls (see Fig. 8.1) which makes it the largest of the photosynthetic antenna units known. This nanostructure is thought to be the main element responsible for capturing photons at the extremely low photon densities of the bacteria’s environment [2,153]. Quantum mechanical models, as employed in some of the recent theoretical work on photosynthetic systems [25,28,93,194,197,198,207], cannot be used here due to the large size of the full chlorosome antenna complex. Electrodynamic modeling thus provides a viable alternative. This approach can capture, within certain approximations, both coherent and incoherent excitation dynamics and has already been described and employed in the simple case of a molecular dimer [289]. Further, we have recently [290] devised an algorithm to solve the electrodynamic equations very efficiently even in the presence of thousands of molecules.

The chlorosome antenna complexes are composed of different types of BChls, namely BChl-c, BChl-d or BChl-e, with varying chemical composition according to the species in question. Because of the large amount of disorder present in the natural system, the definitive structure for the complex is unknown. However, several models have been proposed [182,185,291–293]. Recently, Ganapathy et al. [185] determined the structure of a synthetic triple mutant chlorosome antennae, generated to mimic natural chlorosomes. This mutant structure replicated various structural signatures of the natural chlorosome while, however, being less efficient in terms of growth rates at different light
intensities respect to the wild type chlorosome. Other experimental efforts have been made in this direction using a combination of NMR and X-Ray diffraction [181, 294, 295]. The structure by Ganapathy et al. will be the first of three nanostructures which we will consider in this work and their experimental findings inspire the remaining two structures. The first structure comprises a series of concentric cylinders of aggregated BChl-d molecules (Fig. 8.1 II-a and III-a). We will consider both the case of a single cylinder and of two concentric cylinders in this work. The second system is a similar cylindrical array, built of BChl-c molecules rather than BChl-d (See Fig. 8.1 III-b). This structure is obtained following the findings of Ganapathy et al. [185]. Finally we will consider a model for the entire chlorosome (panel III-c) consisting of over 70000 BChl-c. More detail on these three structures can be found in the Methods section.

Using our recent algorithm to solve the electromagnetic equations [290], we efficiently compute the induced polarization and fields of the three chlorosome structures. The role of different initial excitations, i.e frequency and polarization of the incoming field, are investigated. We also study the field enhancement and field depolarization as a function of structural disorder and dynamical noise. Finally, we determine fluxes of energy transferred in time to acceptors located around the antenna nanostructures.

8.2 Results and discussion

8.2.1 Antenna spectra and resonances

The chlorosome antennae absorbs incoming light in the visible range. The resulting spectrum shows resonances determined by the presence of molecular transitions at about 750 nm. The chlorosome aggregate resonances are shifted respect to the pigment transitions due to the couplings between monomers. In order to understand which regions are of interest for energy transfer, we calculated the absorption and circular dichroism spectra of the structures. Due to the three-dimensional arrangement of the dipoles in a cylindrical structure, we expect there to be two components in the absorption spectra, a z polarization component, parallel to the main axis of the cylinder, and an in-plane xy component, orthogonal to the main axis. Panel a) of Fig. 8.2 shows the computed absorption spectra for the roll structure III-a) of Fig. 8.1. The spectra were obtained using a semiclassical approach (see Methods) and using the Fermi-Golden rule quantum approach. The spectra were broadened by adding disorder through the rate $\Gamma = 1 \text{meV}$ (See Eq. 8.1). As remarked previously in the litera-
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ture (see e.g. Ref. 296) the quantum and classical spectra are simply shifted (see Methods for more details). More importantly, in both approaches we see the expected $z$ and $xy$, components at about $\Delta \omega_z = -280 \text{ meV}$ and $\Delta \omega_{xy} = [-260; -230] \text{ meV}$ for the classical spectrum. A higher oscillator strength is observed for the $z$ component. The range over which transitions are observed is consistent with experiments [164] though a direct comparison of the components is not possible due to the large amount of noise present in the natural system. The CD spectra in panel b) also follows the same trend as the experimentally observed CD, Ref. 164,184. The alternating negative and positive peaks in the CD spectra are related to the orientation of the incoming field respect to the helicity of the structure. These spectra were also calculated for structure III-b) of Fig. 8.1 and these follow a similar pattern.

The inter- and intra-molecular vibrations, interaction with the solvent, and other environmental fluctuations, generate a source of noise which needs to be taken into account when modeling the system. Generally speaking, we can distinguish between static/structural disorder and dynamic noise based on the time scales of the associated fluctuations. Fluctuations related to structural disorder oscillate on a much longer timescale compared to the dynamics of the system whereas dynamical noise fluctuations are more rapid. The noise source is the same for both types of disorder.

In this model, one can include noise by introducing a molecular response function [297]

$$\chi_{i,s}(\omega) = \frac{2}{\hbar} \frac{|\vec{\mu}_{i,s}|^2 \omega_{i,s}}{(\omega_{i,s} + \frac{\Gamma}{2})^2 - \omega^2}. \quad (8.1)$$

Here, $\vec{\mu}_{i,s}$ is the transition dipole of the $s-th$ transition for the $i-th$ molecule and $\omega_{i,s}$ the corresponding transition frequency. The dynamical noise is accounted for by the rate constant, $\Gamma$, and structural disorder can be included by introducing noise in the transition frequencies, $\omega_{i,s}$. Usually, $\omega_{i,s}$, is taken from a Gaussian distribution, and structural disorder is characterized by the width of the Gaussian, $\sigma$.

There is no straightforward way to quantify structural and dynamical noise in the localized molecular basis experimentally. The sum of structural disorder, $\sigma$, and dynamic disorder, $\Gamma$, in the exciton, delocalized energy basis \textsuperscript{iii} corresponds to the linewidth of the absorption spectrum. The overall disorder in the localized site basis should be of the same order of magnitude. In this case the linewidth is $\approx 70 \text{ meV}$ both for the BChl-c monomeric spectrum and for the Chlorosome spectrum [166].

\textsuperscript{ii}Note that the structure of Ref[185] was chosen with opposite helicity in agreement with experimental findings.

\textsuperscript{iii}The exciton basis corresponds to the basis of delocalized energy states which is obtained by diagonalizing the Hamiltonian in the localized molecular basis.
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Figure 8.2: Panel a) Absorption spectrum and its components obtained using a classical electrodynamic approach and the quantum Fermi-Golden rule approach. Panel b) Circular dichroism spectrum (CD) obtained using the classical and quantum approaches. The spectra were broadened with disorder $\Gamma = 1$ meV, and the frequency axis corresponds to the shift in energy respect to the monomer transition frequency. All spectra were computed for structure III-a) in Fig. 8.1.
8.2.2 Induced fields

Within the electromagnetic framework, we can obtain information on the exciton transfer properties from the induced polarizations. Indeed, once the nanostructure interacts with an incoming plane wave, the induced polarizations generate fields and thus transport can be quantified in terms of field enhancement. The directionality of transport can also be determined by computing the field depolarization.

Field concentration and depolarization

Plane wave incoming fields propagating along the $x$ direction (see Fig. 8.1 panel II-a), were used to study the electric field enhancement and depolarization from the dipole arrays of the chlorosome. Two different polarizations of the incoming field are considered, along the $y'$ direction and along the $z'$ direction, as shown in Fig. 8.1, panel II-a.

The roll-A structure (Fig. 8.1; III-a), was employed to obtain the field enhancement $\kappa = \frac{|\vec{E}|}{|\vec{E}_0|}$ plots shown in Fig. 8.3. In these plots, we see the values of the scattered field calculated on a grid orthogonal to the structure (panels a and b) and on a grid parallel to the structure (panels c and d).

By comparison of panels a) and b) we notice a larger field enhancement when the incoming field is polarized along the $z'$ direction. This is expected due to the more favorable overlap with the dipole orientations in the structure. The field enhancement overall is not very big in this case due to the large value of the noise $\Gamma = 50$ meV. We notice that the field is enhanced homogeneously in the radial direction (panels b,d), for $y'$-polarized incoming field. This trend supports the idea of exciton transfer in the radial direction. This feature is observed even when including structural disorder. For the $z'$-polarized incoming field (panels a,c), we see enhancement radially but also at the edges of the structure (panel c) this suggests that excitons may be transferred between layers and at the edges amongst neighboring substructures. In the next section, we look at how $\kappa$ varies with noise and structural disorder.

In Fig. 8.4, we show contour plots of the depolarization $\eta = \left( |\vec{E}|_\parallel - |\vec{E}|_\perp \right) / |\vec{E}|$ of the electric field on a horizontal grid across the structures. Panel a) and b) indicate $\eta$ computed for the roll A structure (Fig. 8.1; III-a) while panels c) and d) correspond to calculations for the chlorosome model structure with $7 \cdot 10^4$ molecules (Fig. 8.1; III-c).

In panels a) and c) the depolarization is calculated for a $z'$-polarized incoming field and in panels
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Figure 8.3: Panel a) Base ten logarithm of the electric field enhancement, $\log_{10} \kappa$, calculated on a grid orthogonal to the roll structure in Fig. 8.1, III-a). The dynamical noise rate is $\Gamma = 50 \text{ meV}$, the initial field excitation frequency is shifted by $\Delta \omega = 0.23 \text{ eV}$ (see Fig. 8.2). The polarization of the initial field is along the $z'$ direction. Panel b), same as panel a) but for external field polarized along the $y'$ direction. Panel c) same as panel a) but here field is calculated on a grid parallel to the longest axis of the roll and at a distance of $r = 80 \text{ Å}$ from the origin. Panel d) same as panel c) but for $y'$-polarization.
Figure 8.4: Panel a) Depolarization of electric field $\eta = \left( |\vec{E}_\parallel| - |\vec{E}_\perp| \right) / |\vec{E}|$ calculated on a grid orthogonal to the roll structure in Fig. 8.1, III-a). The dynamical noise rate is $\Gamma = 50$ meV, the initial field excitation frequency is shifted by $\Delta \omega = \omega_0 - \omega_{\text{ext}} = 0.23$ eV (See Fig. 8.2). The polarization of the initial field is along the $z'$ direction. Panel b), same as panel a) but for $y'$-polarization of the external field. Panels c) and d), same as a) and b) but for the wild type chlorosome model structure III-c) with $\Delta \omega = \omega_0 - \omega_{\text{ext}} = 0.22$ eV.
b) and d) for a $y'$-polarized incoming field. The depolarization, $\eta$, was also computed for the wild type roll-A structure (Fig. 8.1; III-b) and the pattern is analogous to that shown here in panels a) and b) for structure III-a. For these two cylindrical structures, the $z'$-polarized incoming field is not significantly depolarized, this is probably due to the fact that the dipoles’ $z$-component is largest.

For the third model chlorosome structure, we see in panel c) that the field gets depolarized in an interesting pattern which most likely originates from the dipole packing at the edges. For the $y'$-polarized incoming field, the depolarization pattern is similar for all three structures (panels b, d) and the field remains polarized for specific directions, perhaps those corresponding to where other substructures might be found. The observed depolarization patterns ensure that a photon of arbitrary polarization will be transferred to the next layer following the radial direction.

The observed robustness to structural variations of the field polarization is in agreement with recent experimental findings by Tian et al., Ref. 186. In this work the authors used 2D fluorescence polarization microscopy on a series of wild type chlorosomes of C-tepidum grown in homogeneous conditions. They found that all spectral properties were homogeneous independent of the selected chlorosome and their results suggested that BChl molecules must possess a distinct organization within the chlorosomes. A similar organization is present in our model structures and it appears that even when adding structural disorder, the overall transition dipole moment components are not significantly modified and the largest component remains along the $z$ axis thus leading to the field polarization patterns we have obtained. It would be interesting to obtain a theoretical estimate of the modulation depth for each of the three structures so as to compare to these experimental findings.

**Scaling of field enhancement with disorder**

In Fig. 8.5 we show the scaling of the field enhancement $\kappa$ as a function of distance from the center of the structure (panel III-a of Fig. 8.1) for different values of structural disorder and dynamical noise. In panel a) the field intensity as a function of distance is shown for different values of dynamical noise. We notice that as dynamical noise increases, the field scaling tends to go as $\sim \frac{1}{r}$, but there are different slopes of the scaling on shorter distances. In panel b), the scaling as a function of structural disorder $\sigma$ is investigated at fixed small $\Gamma$. In this case the trend of the field is $\sim \frac{1}{r^3}$. It is not immediately clear to us why a different scaling with respect to $r$ is observed in the case of dynamical *versus* structural disorder, however it is interesting that perhaps nature may tune one or
Figure 8.5: Scaling of field enhancement $\kappa$ with dynamical noise, (panel a)) and structural disorder (panel b)) for the roll-A structure (Fig. 8.1; III-a) as a function of distance $r$ from the center of the structure ($r_{\text{center}} = 0 \, \text{Å}$). The incoming field is polarized along the $z'$ direction.
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the other type of disorder to modify the intensity of energy transferred through structural variations. The distance amongst substructures has experimentally [185] been determined to be \( r_{\text{phys}} \approx 2 \text{ nm} \). The slope of the fields around this distance is not homogeneous as a function of \( \Gamma \). In the case of structural disorder, at about \( r_{\text{phys}} \), we notice (Fig. 8.5, panel b) that a similar slope is observed with a smaller variation in intensity respect to panel a).

In Fig. 8.6, we plot the field enhancement \( \kappa \) at the biological distance \( r_{\text{phys}} \) for the two cylindrical structures (panels III-a and III-b of Fig. 8.1) as a function of dynamical noise (panel a) and structural disorder (panel b). It appears that dynamical noise has the strongest effect. In such large structures it is more likely that the main source of disorder is actually structural disorder however. This means that overall the excitation energy transfer is quite robust to disorder. Further, for all values of \( \Gamma \) and \( \sigma \), the enhancement is larger for the wild type structure. This suggest that the dipole arrangement of the wild type structure leads to higher efficiency in terms of field enhancement. This is also observed at the physiological distance, \( r_{\text{phys}} \), relevant for transport.

### 8.2.3 Energy flux

The main role of the chlorosome is that of transmitting the collected solar energy: it is therefore important to investigate how fast energy is transferred amongst these nanostructures. In our electrodynamic model, the energy flow can be obtained from the induced fields and polarizations. In particular, one defines some acceptor molecules which are not initially excited by the incoming field and some donor molecules which are excited by the incoming field and later interact with the acceptors.

The rates of energy flow absorbed by the acceptors, \( R(t) \), can be obtained from the divergence of the pointing vector as

\[
R(t) = \sum_{\text{acc}} \overline{E}_{\text{acc}}(t) \cdot \frac{d}{dt} \overline{p}_{\text{acc}}(t),
\]

where \( \overline{E}_{\text{acc}} \) is the electric field at the acceptor at time \( t \) and \( \overline{p}_{\text{acc}} \) is the induced polarization of the acceptor at time \( t \). This approach has been discussed in Ref. 289.

In Fig. 8.7, panel a), we show these fluxes of energy as a function of time, \( R(t) \), for transfer from a roll of donors (structure III-a of Fig. 8.1) to a dipole acceptor positioned at different distances from the center of the cylinder. The dipole acceptor is oriented vertically along the main axis of the cylinder and has transition frequency \( \omega_{\text{acc}} = 1.51 \text{ eV} \), in the region where the roll absorbs (see Fig. 8.2). The external field which interacts with donors is polarized along the \( z' \) direction. The energy flux is normalized by the number of donor molecules squared, \( N_{\text{donor}}^2 \). In these calculations,
Figure 8.6: Panel a) scaling of field enhancement $\kappa$ with dynamical noise rate $\Gamma$ for each structure, at a distance of $r_{\text{phys}} = 2\,\text{nm}$. Panel b) scaling of field with structural disorder $\sigma$ for each structure, at a distance of $r_{\text{phys}} = 2\,\text{nm}$. The incoming field is polarized along the $z'$ direction. Roll-A and Roll-A wild type, correspond to the structures in panels III-a) and b) of Fig. 8.1.
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the dynamic disorder rate \( \Gamma = 50 \text{ meV} \). We notice that the energy flux \( R(t) \) does not decrease monotonically with distance, in fact there are some distances more favorable for transfer. This can be explained by the fact that the components of the field at each distance are not the same but may rotate. This effect can be thought of as some type of coherence between acceptor and donor.

We also computed the flux of energy transferred between two concentric cylindrical structures (Structure of Fig. 8.1, panel II-a) for an external field polarized along the \( z' \) direction. The resulting fluxes are shown in Fig. 8.7, panel b) for two different values of the dynamic rate constant \( \Gamma \). Here, \( R_A \) indicates the flux when roll-A (the roll with the smaller diameter) is the acceptor and roll-B the donor and \( R_A \) indicates the opposite case. When \( \Gamma = 50 \text{ meV} \), i.e. the incoherent limit, the fluxes from roll-A and B are equivalent, as expected and decay within 300 fs. When the disorder is decreased, the flux is much larger and decays fully only after about 800 fs. Further, in this case the fluxes are different in each direction (from roll-A to B and from B to A). This model however does not account for relaxation, therefore the estimated fluxes should be considered upper bounds of the actual rates.

8.3 Conclusions

We have analyzed the chlorosome antenna complex in the green sulfur bacteria Chlorobium-tepidum using an electrodynamic model. Three structures were considered as models for the natural chlorosome complex. Each antenna structure shows robustness to structural variations. This effect was seen in the values of the field enhancement which is much more sensitive to noise than to structural disorder.

At the physiological distance, the minimum distance observed for packing amongst nanostructures, the field enhancement trend follows different slopes as a function of disorder. Therefore no clear trend regarding variations of induced fields and polarization as a function of disorder can be deduced. However, at this same distance, the wild type nanostructure antenna shows larger field enhancement. This suggests that the molecular packing can be tuned to maximize transport properties. A preferential direction for transfer is observed consistently for all structures for specific polarizations. This suggests that this type of structure acts as a concentrator by enhancing transport for specific photon polarizations. This is also confirmed by the patterns of field depolarization which
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Figure 8.7: Panel a) Flux of energy transferred from roll-A (Fig. 8.1, III-a) to a single dipole acceptor, oriented along the $z$ direction and located at various distances $r$ from the outside of the roll along the radial direction, here $\Gamma = 50$ meV. Panel b) Flux of energy transferred from roll-A to roll-B, $R_B(t)$ and from roll-B to roll-A, $R_A(t)$ for different values of the dynamic noise constant $\Gamma$. The incoming field is polarized along the $z'$ direction.
strongly depend on initial field polarization but not on structural variations. In particular we observe that the field is concentrated in the radial direction and at the edges of the cylinders (depending of the incoming field polarization), which would enable exciton transport to neighboring structures and to other layers. The field depolarization also supports transport to neighboring layers. Finally, transport has been quantified by calculating the flux of electromagnetic energy transferred between the cylindrical structure and a dipole acceptor. In this case there is a specific distance which maximizes transport. One can think of it in terms of coherence amongst the donor field polarization and the acceptor molecule dipole orientation. The timescale for the flux of energy transfer is roughly 300 fs which is an upper bound to the true timescale, in fact the model does not account for relaxation. We also computed these fluxes of energy for transfer amongst cylindrical structures and found that depending on dynamic noise, it is enhanced in the radial direction. This study opens the road to the possibility of creating antennae that mimic this type of natural system. For instance, we could consider the idea of the chlorosome outside of its natural environment: if one could devise a nanoantenna based on the structural arrangement of dipoles in the chlorosome, how efficient would it be?

8.4 Methods

8.4.1 Physical model of the chlorosome structure

In this section, we describe the structures employed as models of the chlorosome in more detail. In both of the molecular packing motifs employed to construct the chlorosome structures, BChl molecules are stacked in columns such that the oxygen from the hydroxyl, OH, group of one molecule, see Fig. 8.1 panel II-b), binds to the Mg atom of the next molecule [179]. The columns of BChl molecules couple to each other through OH···O hydrogen bonds thus forming two dimensional layers (this is shown in Fig. 8.8). These layers are then folded to form cylinders or curved lamellar structures [184]. Two distinct types of layer folding have been proposed previously. In Ref. [185] the authors suggested that BChl layers are folded such that BChl columns form concentric rings. This structure was obtained by fitting the 2D nuclear magnetic resonance (NMR) spectra of mutant Chlorobium tepidum bacteria which produce chlorosomes with BChl-d molecules. This packing motif was also supported by cryo-electron microscopy images [295]. The first structure we consider (III-a in Fig. 8.1) comes from these studies. In contrast, in Ref. 183 the same group of authors used a different folding pattern, where BChl columns are parallel to the cylinder’s symmetry
Figure 8.8: Two columns of BChl molecules linked together through a network of hydrogen bonds.

axis. The latter structure was also supported by 2D NMR studies of a different mutant bacteria, which is more similar to wild-type species (the chlorosome was packed with BChl-c). The choice of these cylindrical structures is also bolstered by recent 2D fluorescence polarization microscopy experiments [186].

We used this second type of folding to obtain the second structure, i.e III-b in Fig. 8.1. Finally, the layer structures are packed inside of an ellipsoidal shaped body: the chlorosome. While the chlorosome may contain multiple rolls packed in parallel [163], here we use a different model (structure III-c in in Fig. 8.1) which is composed of concentric rolls [184]. This concentric assembly is in-line with the cryo-EM images [295].

In the electromagnetic model, each molecule is represented by a transition dipole, in particular we use the $Q_y$ transition dipole. The frequency of the transition [298] is taken to be $\omega_0 = 1.904\text{eV}$ for BChl-d and $\omega_0 = 1.881\text{eV}$ for BChl-c as obtained experimentally. The dipole intensity is taken to be $\mu = 5.48\text{ D}$, following the values given in literature, e.g. Ref. 299,22,163.

### 8.4.2 Polarizability model

The system considered is an array of aggregated BChl monomers (as shown in Fig. 8.1). In quantum models, a Hamiltonian in the molecule localized basis $|n\rangle$ is often used to describe this type of system

$$\hat{H}_0 = \sum_n \epsilon_n |n\rangle\langle n| + \sum_{n<m} J_{nm} (|n\rangle\langle m| + |m\rangle\langle n|). \quad (8.2)$$

The energy $\epsilon_n$ of the $n-th$ monomer is typically taken to be the first excited state energy, and all higher excited states are ignored. Such approximation is valid so long as the higher energy states of the monomers are well separated from the first. This energy corresponds to the $Q_y$ transition for BChl's. $J_{mn}$ indicates the coupling between monomers and $|n\rangle$ is the localized basis in which the $n-th$ molecule is excited. When the molecules interact with radiation, an extra interaction
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term with the field must be added to this expression $V_{\text{field}}$, so that the overall Hamiltonian can be divided into a time independent Hamiltonian $\hat{H}_0$ and a time dependent interaction term $V_{\text{field}}$. $\hat{H}(t) = \hat{H}_0 + V_{\text{field}}(t)$. One can then write an equation of motion for the system density matrix as a function of the Hamiltonian and solve it perturbatively in orders of interaction with the field. From the density matrix equation optical properties can be obtained (Sec. Optical properties).

A similar approach can be followed using molecular polarizabilities. Each molecular transition $s$ is approximately described by an electronic transition dipole $\vec{\mu}_{n,s}$ (for the $n$th molecule) [297, 300], and the frequency of the transition is taken to be $\omega_{n,s} = \epsilon_{n,s} / \hbar$. The expression for the overall electric field at the $n$th molecule located at $\vec{x}_n$ is the sum of the internal field $\vec{E}_{\text{int}}$ which comes from the interactions with all other dipoles and the external field $\vec{E}_{\text{ext}}$.

$$\vec{E}(t, \vec{x}_n) = \vec{E}_{\text{int}}(t, \vec{x}_n) + \vec{E}_{\text{ext}}(t, \vec{x}_n). \quad (8.3)$$

In particular, in the case of classical dipoles this equation can be written as [297]

$$\vec{E}(t, \vec{x}_n) = 4\pi k^2 \sum_{m \neq n} G(\vec{x}_m, \vec{x}_n) \cdot \vec{p}_n + \vec{E}_{\text{ext}}(t, \vec{x}_n). \quad (8.4)$$

Here, $\vec{p}_n$ is the induced electric dipole moment at molecule $n$ due to the electric field and the constant $k$ is the magnitude of the wavevector of the incident light. The free-space Green’s function tensor $G$ includes all interactions amongst dipoles and is directly proportional to the field at point $\vec{x}$ due to a dipole oscillating at position $\vec{x}_n$. It is expressed as

$$G(\vec{x}_m, \vec{x}_n) = g(r) \left[ (1 - \vec{e} \vec{e}) - \left( \frac{1 - ikr}{k^2 r^2} \right) (1 - 3\vec{e} \vec{e}) \right] - \frac{1}{3\epsilon_0 k^2} \delta^3(\vec{r}), \quad (8.5)$$

with $g(r) = \exp(ikr)/(4\pi\epsilon_0 r)$. In Eq. 8.5 the last term compensates for self-interaction. The unit vector $\vec{e}$ is defined as $\vec{e} = \frac{\vec{r}}{r}$ with $\vec{r} = \vec{x}_m - \vec{x}_n$ and $r = |\vec{r}|$. The field at each molecule and the polarization can be obtained by solving the linear system of equations (Eq. 8.4) with $n = 1, \ldots, N$ where $N$ is the number of molecules in the aggregate. Details of how these equations can be solved efficiently for large systems can be found in Ref. [290]. The field enhancements and depolarizations as presented in the “Results” section, are obtained by solving for the induced dipole moments of all the molecules (Eq. 8.4).
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8.4.3 Optical properties

Linear absorption

Using the formalism introduced in “Polarizability model” section, an equation for the induced electric dipole \( \vec{p} \) on each molecule can be obtained as a function of the index of refraction [297, 300]. In the limit of the dipole approximation, the expression for the molar extinction coefficient is then

\[
\epsilon_{\text{abs}} = -\frac{4\pi \omega}{300 \cdot \ln(10)c} N_{av} \sum_{ij} \text{Im} A_{ij} \vec{u}_i \cdot \vec{u}_j,
\]

(8.6)

with \( \vec{u}_i = |\mu_i|/|\mu_i| \). Here the matrix \( A \) is defined as

\[
A_{ij} = \left[ \delta_{ij} + \chi_i \right]^{-1} - 1,
\]

(8.7)

with \( D_{ij} = \vec{u}_i \cdot G_{ij} \cdot \vec{u}_j \), the term which includes dipole-dipole interactions and \( \chi_i \) the molecular response function as defined in Eq. 8.1. In the limit of static dipole interactions, the tensor \( G \) takes the simple form \( G_{ij} = G(\vec{x}_i, \vec{x}_j) = \frac{3\vec{e} \cdot \vec{e} - 1}{r^3} \).

To better understand where resonances occur, we can look at the eigenvalues of \( A \). For zero dynamical noise rate \( \Gamma \) and for identical molecules \( (\vec{\mu}_k \equiv \vec{\mu}, \omega_k = \omega_{\text{mol}}) \) we see that resonances are the roots of

\[
\Omega_{\text{agg},k}^2 = \omega_{\text{mol}}^2 + 2 \frac{|\vec{\mu}|^2}{h} \gamma_k \omega_{\text{mol}}.
\]

(8.8)

Here, \( \gamma_k \) is the \( k \)-th eigenvalue of \( G \). We can define \( \frac{|\vec{\mu}|^2}{h} \gamma_k \) to get proper units of energy for the coupling. Thus \( \Omega_{\text{agg},k}^2 \equiv \omega_{\text{mol}}^2 + 2 \gamma_k \omega_{\text{mol}} \). In this expression it is clear that the aggregate resonances will be shifted respect to the molecular transition frequency \( \omega_{\text{mol}} \) and this shift will depend on the coupling between monomers, here captured by \( \gamma_k \). Eq. 8.6 was employed to compute the linear absorption spectrum shown in Fig. 8.2. A similar approach, the CES method, has also been used for excitonic systems [239] and leads essentially to the same equations that are used in the present work.

Now, in the quantum case, the simplest approach to obtain the absorption spectrum consists in applying Fermi’s Golden rule

\[
\epsilon_{\text{abs}}^{(\text{qtm})} (\omega) = \frac{4\pi \omega}{3c} \sum_k \frac{|\vec{\mu}|^2}{h} \pi \delta (E_k - \hbar \omega),
\]

(8.9)
here, $E_k$ is the $k$-th eigenvalue of the Hamiltonian given in Eq. 8.2 and $\vec{\mu}$ is its transition dipole. In this case resonances in the aggregate spectrum will be obtained as the roots of $\Omega^2_{agg,k} = E_k^2 / h^2 = (\omega_{mol} + \tilde{\gamma}_k)^2$. The expression given in Eq. 8.9 is the one used to compute the quantum absorption spectrum shown in Fig. 8.2. We see that with respect to the classical case (Eq. 8.8), the frequencies squared are shifted by $\tilde{\gamma}_k^2$; this comes from the absence of counter rotating terms in the classical response function [296]. In fact, in classical electromagnetics only one type of time ordering of interactions between photons and molecules is allowed. For optical frequencies the counter-rotating term only gives a small shift, however it becomes important for long wavelengths, for instance, in microwave cavities. It should be noted that the counter-rotating term is still partly included in our model through the susceptibility functions of the single molecules. However, its contribution to the intermolecular interaction is not accounted for. Another way to see how the shift arises is by comparison of the eigenstates of a quantum Hamiltonian with the normal modes for a set of driven coupled classical oscillators. The comparison can be made after applying the Dirac mapping and realistic coupling (RCA) approximation. This approach has been discussed in Ref. [301]. The two approaches become equivalent in the limit where the couplings are small compared to the monomer transition frequency $\gamma_k \ll \omega_{mol}$.

Circular dichroism

Circular dichroism is another important optical quantity which can help identify the correct structure of a system. It can also be obtained both classically and quantum mechanically. Following the classical approach [297] of the previous sections, one can arrive at the following expression for the molar ellipticity

$$\theta = - \sum_{ij} C_{ij} \text{Im} A_{ij}. \quad (8.10)$$

Here we have used the standard definition of CD, as the difference between left polarized and right polarized intensity. The matrix $C$ is defined as

$$C_{ij} = \frac{6 \omega^2 N_{av}}{c^2} (\vec{u}_i \times \vec{u}_j) \cdot (\vec{x}_i - \vec{x}_j) \quad (8.11)$$

in the absence of any magnetic dipoles or polarizations. Here, $\vec{x}_i$ corresponds to the position of the $i$-th molecule with respect to the origin.
Similarly, in the quantum case one finds (see e.g. Ref. [302]) that in the exciton basis, i.e. the basis in which the Hamiltonian of Eq. 8.2 is diagonal, the rotation strength associated with the exciton level $J$ is

$$\begin{align*}
R_J &= -\frac{6\omega^2 N_{\text{av}}}{c^2} \sum_{ik} \sigma_{Ji} \sigma_{Jk} (\vec{u}_i \times \vec{u}_j) \cdot (\vec{x}_i - \vec{x}_j) . \tag{8.12}
\end{align*}$$

The coefficients $\sigma$ are the coefficients of the matrix $S$ which diagonalizes the Hamiltonian of the system. Eq. 8.10 and eq. 8.12 are used in this work to compute the circular dichroism spectra shown in Fig. 8.2.
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In the first part of this dissertation we discussed the use of atomistic models combined with open-quantum systems methods to study the exciton dynamics of the Fenna-Matthews-Olson complex. These theoretical tools proved powerful and able to provide insight in the physical factors which guide the exciton dynamics in this system. We also discussed the connection between the ground state QM/MM approach and the open-quantum system formalism and how one needs to proceed in order to maintain consistency. This is often a problem in theoretical chemistry when different communities merge to gain knowledge and methods from one another. In those cases, the exact connection between the theories may remain unexplored. Finally, for the first time, we studied the exciton dynamics of the entire light-harvesting complex of Chlorobaculum tepidum using an atomistic model.

Nonetheless, one question remains open. Although one observes some quantum effects in the exciton dynamics, it is as of yet unclear whether this happened serendipitously or whether this was something that nature selected for, as many have claimed. There have only been a few efforts to understand whether and how protein evolution might have influenced it. For instance, in ref. [23], the authors computed the BChl transition energies and looked at the effect of including the point charges coming from the protein or not. They also looked at how changes in polar groups of the amino acids, such as the amino or hydroxyl group, influence the BChl transition energies. They found that while the alpha helices seem to influence the energies strongly, modifications to side groups, such as those which would occur from a point mutation, played less of a role. From this, they concluded that the protein is robust to point mutations. In this work however, structures where not optimized after mutations and thus, the results might be inconclusive. Experimentally, the Blankenship group [87] looked at comparing the optical properties of FMO coming from three different species to understand the effect of the protein scaffold. The observed spectral differences were assigned to the way the BChl molecules bind to the protein scaffold in each specie. This suggests that mutations may play an important role in the exciton dynamics, especially those occurring in the vicinity of binding sites.

For the above reasons, I am currently investigating the protein complex from an evolutionary perspective. I have reconstructed the ancestral protein structure of the FMO complex as well as that of intermediates which connect the ancient protein to current day structures. My future work now consists in comparing the exciton transport efficiency for these structure and looking at the

\[^{iv}\text{In particular they found that excluding the } \alpha\text{-helix charge distribution lead to a shift in energies of } -300 \text{ cm } ^{-1} \text{ while changes in amino acid side chain distributions lead to shifts of } 180 \text{ cm } ^{-1} \text{ at most. Within 2 ps, the native system transfers 50\% of the initial excitation to the lowest energy sites. For the } \text{“mutant” } 40\% \text{ of the excitation is transferred within that time and if one takes energies which come from excluding the charge distribution of the } \alpha\text{-helix, only } 20\% \text{ of the excitation gets transferred.}\]
stability of all structures in terms of free energy upon folding. From this study it will be possible to establish whether the protein has evolved to optimize exciton transport or whether other factors such as biological fitness were more important. This work will also provide the possibility of designing biological exciton transport materials theoretically through selected mutations.

Given the huge computational cost of ground state QM/MM simulations I have developed a trained neural network algorithm to predict the first excited state energy based on the Coulomb matrix obtained from MD. This approach was also described in the first part of the thesis. Here the main cost is in training the network but once trained, energy trajectories can be obtained within seconds. This will be very helpful for the study of mutations. It would also be useful to determine which mutations have the strongest effect on exciton dynamics and whether one can tune future evolution towards increased exciton transport or coherence.

This idea is connected to the second part of the dissertation where model exciton transport materials are investigated to establish the physical parameters which lead to enhanced transport. Here we looked at a series of cyanine dye thin-film J-aggregates and found that with the model employed, molecular properties such as molecular couplings and transition dipoles were the determining factors for exciton transport. This same conclusion was true for the cylindrical aggregate models which were studied using classical electrodynamics in Chapter 8.
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