
Complexity Reduction for Near Real-Time High 
Dimensional Filtering and Estimation Applied to 
Biological Signals

Citation
Gupta, Manish. 2016. Complexity Reduction for Near Real-Time High Dimensional Filtering and 
Estimation Applied to Biological Signals. Doctoral dissertation, Harvard University, Graduate 
School of Arts & Sciences.

Permanent link
http://nrs.harvard.edu/urn-3:HUL.InstRepos:33493389

Terms of Use
This article was downloaded from Harvard University’s DASH repository, and is made available 
under the terms and conditions applicable to Other Posted Material, as set forth at http://
nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA

Share Your Story
The Harvard community has made this article openly available.
Please share how this access benefits you.  Submit a story .

Accessibility

http://nrs.harvard.edu/urn-3:HUL.InstRepos:33493389
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA
http://osc.hul.harvard.edu/dash/open-access-feedback?handle=&title=Complexity%20Reduction%20for%20Near%20Real-Time%20High%20Dimensional%20Filtering%20and%20Estimation%20Applied%20to%20Biological%20Signals&community=1/1&collection=1/4927603&owningCollection1/4927603&harvardAuthors=493e1eceeb0a682223c75691c9a5f7df&departmentEngineering%20and%20Applied%20Sciences%20-%20Applied%20Math
https://dash.harvard.edu/pages/accessibility


Complexity Reduction for Near Real-Time High Dimensional

Filtering and Estimation Applied to Biological Signals

A dissertation presented

by

Manish Gupta

to

The School of Engineering and Applied Sciences

in partial fulfillment of the requirements

for the degree of

Doctor of Philosophy

in the subject of

Applied Mathematics

Harvard University

Cambridge, Massachusetts

May 2016



c©2016 - Manish Gupta

All rights reserved.



Dissertation advisors Author

Roger W. Brockett, Elizabeth B. Klerman Manish Gupta

Complexity Reduction for Near Real-Time High Dimensional Filtering

and Estimation Applied to Biological Signals

Abstract
Real-time processing of physiological signals collected from wearable sensors that

can be done with low computational power is a requirement for continuous health monitor-

ing. Such processing involves identifying underlying physiological state x from a measured

biomedical signal y, that are related stochastically: y = f(x, ε) (here ε is a random variable).

Often the state space of x is large, and the dimensionality of y is low: if y ∈ RN and x ∈ S

then |S| >> N , since the purpose is to infer a complex physiological state from minimal mea-

surements. This makes real-time inference a challenging task. We present algorithms that

address this problem by using lower dimensional approximations of the state. Our algorithms

are based on two techniques often used for state dimensionality reduction: (a) decomposition

of the form x = x1 ⊕ x2 (variables can be grouped into smaller sets), and (b) factorization

of the form x = x1 ⊗ x2 (variables can be factored into smaller sets). The algorithms are

computationally inexpensive, and permit online application. We demonstrate their use in

dimensionality reduction by successfully solving two real complex problems in medicine and

public safety.

Motivated originally by the problem of predicting cognitive fatigue state from EEG

(Chapter 1), we developed the Correlated Sparse Signal Recovery (CSSR) algorithm and

successfully applied it to the problem of elimination of blink artifacts in EEG from awake

subjects (Chapter 2). Finding the decomposition x = xA ⊕ xNA into a low dimensional

representation of the artifact signal xA is a non-trivial problem and currently there are no

online real-time methods accurately solve the problem for small N (dimensionality of y). By

using a skew-Gaussian dictionary and a novel method to represent group statistical structure,

CSSR is able to identify and remove blink artifacts even from few (e.g. 4-6) channels of EEG

recordings in near real-time. The method uses a Bayesian framework. It results in more

effective decomposition, as measured by spectral and entropy properties of the decomposed

signals, compared to some state-of-the-art artifact subtraction and structured sparse recovery

methods. CSSR is novel in structured sparsity: unlike existing group sparse methods (such as

block sparse recovery) it does not rely on the assumption of a common sparsity profile. It is

also a novel EEG denoising method: unlike state-of-the art artifact removal technique such

as independent components analysis, it does not require manual intervention, long recordings

iii



Abstract

or high density (e.g. 32 or more channels) recordings. Potentially this method of denoising

is of tremendous utility to the medical community since EEG artifact removal is usually

done manually, which is a lengthy tedious process requiring trained technicians and often

making entire epochs of data unuseable. Identification of the artifact in itself can be used to

determine some physiological state relevant from the artifact properties (for example, blink

duration and frequency can be used as a marker of fatigue). A potential application of CSSR

is to determine if structurally decomposed cortical EEG (i.e. non-spectral) representation

can instead be used for fatigue prediction.

A new E-M based active learning algorithm for ensemble classification is presented

in Chapter 3 and applied to the problem of detection of artifactual epochs based upon sev-

eral criteria including the sparse features obtained from CSSR. The algorithm offers higher

accuracy than existing ensemble methods for unsupervised learning such as similarity- and

graph-based ensemble clustering, as well as higher accuracy and lower computational com-

plexity than several active learning methods such as Query-by-Committee and Importance-

Weighted Active Learning when tested on data comprising of noisy Gaussian mixtures. In

one case we were to successfully identify artifacts with approximately 98% accuracy based

upon 31-dimensional data from 700,000 epochs in a matter of seconds on a personal laptop

using less than 10% active labels. This is to be compared to a maximum of 94% from other

methods. As far as we know, the area of active learning for ensemble-based classification has

not been previously applied to biomedical signal classification including artifact detection;

it can also be applied to other medical areas, including classification of polysomnographic

signals into sleep stages.

Algorithms based upon state-space factorization in the case where there is uni-

directional dependence amongst the dynamics groups of variables ( the ”Cascade Markov

Model”) are presented in Chapters 4. An algorithm for estimation of factored state of the

form x = xA ⊗ xB where dynamics follow a Markov model, from observations y = Hx+ ε, is

developed using E-M (i.e. a version of Baum-Welch algorithm on factored state spaces) and

applied to real-time human gait and fall detection. The application of factored HMMs to

gait and fall detection is novel; falls in the elderly are a major safety issue. Results from

the algorithm show higher fall detection accuracy (95%) than that achieved with PCA based

estimation (70%). In this chapter, a new algorithm for optimal control on factored Markov

decision processes is derived. The algorithm, in the form of decoupled matrix differential

equations, both is (i) computationally efficient requiring solution of a one-point instead of
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two-point boundary value problem and (ii) obviates the “curse of dimensionality” inherent in

HJB equations thereby facilitating real-time solution. The algorithm may have application

to medicine, such as finding optimal schedules of light exposure for correction of circadian

misalignment and optimal schedules for drug intervention in patients.

The thesis demonstrates development of new methods for complexity reduction in

high dimensional systems and that their application solves some problems in medicine and

public safety more efficiently than state-of-the-art methods.
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Chapter 1

A Motivating Problem - Can EEG

Predict PVT ?

Cognitive fatigue, defined as a ”state of reduced mental alertness that impairs per-

formance” [80], is a major cause of road accidents [72, 137]. The National Highway Traffic

Safety Administration (NHTSA) reports that each year driver fatigue results in about 1550

deaths, 71,000 injuries, and $12.5 billion in monetary losses [149, 186] and that 30 million

drivers nod off or fall asleep while driving every year resulting in an average of about one

crashes every two minutes nationwide [190]. According to the U.S. National Sleep Foundation,

54% of adult drivers report having driven while drowsy and about 28% of them have actually

fallen asleep at the wheel [50]. In 2010, the American Automobile Association estimated that

1 out of 6 traffic accidents resulting in death and 1 out of 8 resulting in serious injury were

due to drowsy driving [211]. European studies indicate similar statistics: 25-30% of driving

accidents in the UK are drowsiness related [87], about 35% drivers in the Netherlands and

70% drivers in Spain have reported falling asleep while driving [165]. Similar catastrophic

occurrences have been reported in other areas of transportation. For example, pilot operation

under fatigue has been determined causal in several major aircraft crashes (e.g., Colgan Air

Flight 3407, 2010) [206]. The National Sleep Foundation estimates that one out of five air

pilots, one out of six train operators and one out of seven truck drivers report “near misses”

due to sleepiness [89]. The problem of fatigue is equally disastrous in other professions: 1 in

5 physicians report making fatigue related mistakes leading to serious patient injury and 1 in

20 report a patient death [19]. These alarming facts have been the motivation behind several

automated fatigue monitoring systems over the past 20 years including some commercial sys-
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tems, several of which are reviewed in Chapter 2. However, according to the authors of an

assessment of driver fatigue management technology [16], an “ideal” system should be able

to, on an individual basis not only monitor alertness in real-time but also predict fatigue

based upon factors causing it, and few systems satisfy both these requirements.

Fatigue is often the result of acute sleep deprivation (i.e., single extended wake

episodes), chronic sleep restriction (i.e., multiple days with insufficient sleep), and/or ad-

verse circadian phase (i.e., being awake during biological night time, which is times when

the endogenous circadian system is promoting sleep) [55, 59, 205, 93, 232, 106]. The non-

linear interactions of acute sleep deprivation, chronic sleep restriction and circadian phase

causes reduced subjective and objective alertness and vigilance, suboptimal neurobehavioral

performance[37, 7], memory decrements[99], reduced situation awareness [164], episodes of

automatic behavior[56], and reduction in accuracy and correctness in decision-making [79] in

humans. In fact, even 24 hours of sleep deprivation results in vigilant attention performance

comparable to that of operating under influence of 0.1% blood alcohol [62], a blood alcohol

level that is illegal for operation and driving in the US. Peak drowsy driving accidents are

observed during specific circadian phases (e.g., 2:00-6:00am (biological night) and 2:00pm-

4:00pm (usual nap time)) [192]. 24-30 hours of continuous wake is associated with a drop

in clinical performance of physicians from the 50th to the 7th percentile [59, 178] and an

increase in medical errors by 36% [54, 58, 154, 153]. The National Transportation Safety

Board (NTSB) concluded that the critical factors in predicting crashes due to fatigue are the

duration of the most recent sleep period and the amount of sleep in the previous 24h [160, 50].

However, often the extent of impairment is underestimated by the sleep- deprived or sleep-

restricted individual [219],[220, 221]. This necessitates objective assessment and prediction of

neurobehavioral performance for individuals with work schedules that include extended wake

duration and working during the biological nighttime, such as truck drivers, plant operators,

air traffic controllers, medical residents, security officers and airline personnel [119]. While

several mathematical models of neurobehavioral performance under sleep deprivation and

sleep restriction have been developed [114, 88, 244, 130] and used [159, 64, 185] (reviewed

in [102],[127] and [75]) by institutions such as NASA, the focus of many models is to pre-

dict group mean performance, rather than an individual’s performance even though the need

for capturing interindividual differences in models of fatigue assessment and performance

prediction is well established [75, 73, 225].

Differences amongst individuals are not only substantial but also consistent [141]
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which is indicative that individual factors other than situational are at play in determining fa-

tigue response. Using an intra-class correlation coefficient (ICC) metric, it was demonstrated

that under sleep deprivation conditions, interindividual differences accounted for over 50% of

the total variance in a PVT (Psychomotor Vigilance Task) measure [223]. Such differences

may arise from genetic polymorphisms [99]. Of note, these trait-like differences are dependent

on the measure considered [222, 141]. Our own analysis on several data sets from multiple

sleep deprivation studies shows (Figs 1.1 (a)) substantial and consistent inter-individual dif-

ferences on both PVT lapse rate, the rate at which a subject fails to respond within 500ms

of presentation of stimulus, as well as median PVT reaction time (Fig 1.2) , and that these

differences are not captured by mathematical models which work well at a group level (Fig

1.3).

Thus, in order to perform individual prediction of fatigue using a physiology-inspired

model, fitting parameters to that model on a group or even individual basis is inadequate.

In addition to the impact of acute sleep deprivation, chronic sleep restriciton and adverse

circadian phase as modeled by known models, there are additional causal factors that con-

tribute to departure from this model on an individual basis. Considering the value of being

able to accurately predict individual fatigue, we started out by asking this question: Can we

develop models that incorporate individual physiological data such as EEG that will improve

upon individualized predictions of fatigue (in particular, PVT lapses) than what can already

be predicted using existing mathematical models ? The inspiration for this hypothesis was

from the fact that EEG has been shown to be a definitive marker of individual sleepiness and

alertness, so perhaps there is enough information in the signals that can model additional

causal factors of fatigue per individual. Tools and methods to be able to answer this question

was the motivation behind a significant portion of the work outlined in this thesis. First we

formalize the problem mathematically.

1.1 Problem Statement

Let us denote by y(t) a outcome of the psychomotor vigilance test (PVT) at time

t, where t is measured from some reference base time in the past. For the purposes of our

study, we will assume y(t) is a measure of a the response times during a PVT test. Some

such measures include median reaction time (RT), number & percentage of lapses (where RT

> 500ms), 5 and 10% slowest RT, 5 and 10% fastest RT, mean RT, standard deviation of

RT, maximum RT, and number of anticipations (where RT < 0).-In this report we will be

3
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Figure 1.1: Group-averaged performance metrics have high per-participant vari-
ability. (A) Average and variability of number of lapses, averaged across 33 participants,
over 44 hours of wake duration (red line), error bars (blue) and least-squares fit using the
a mathematical (the two-process) model (black line). (B) Mean of residuals, computed per
participant, from the group average of number of lapses compared with residuals from the
model fit per participant, as a function of time awake. The difference suggests that the
population model is a poor for for individuals. The data of these results were collected in a
constant-routine protocol.

focussing on number of lapses, so a precise definition of y(t) is : y(t) ∈ N denotes the number

of lapses during a standard PVT conducted at time t (in hours), where a standard PVT is

one that lasts for a specified number minutes (usually two) with a fixed number of visual

stimuli.

We will also denote by u(t) ∈ {0, 1} the state of an individual - sleep or awake -.at

time t, which is a given input. Here 0 represents a ”sleep state” and 1 represents a ”wake

state”. This is a gross simplification since it is often not easy to make a clear distinction

between these states (for example, a person may be awake but may experience a ”microsleep”,

or a person may be awake momentarily at several times while sleeping, in which case a precise

knowledge of u(t) may not be available). For for purposes of this study we will assume that

such an input is available to us.

We expect that there is a relationship between y and u and that this relationship

is individual specific.This can be modeled as an input-output dynamical system M, which

will be individual specific with some state variable x - representing the physiological and
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Figure 1.2: Inter-individual differences are consistent. Lapses (top panels) and median
reaction time (RT) (bottom panels) for three participants on four different days (Days 2-5)
of a constant-routine protocol [25, 99]. From left to right panels: Group Mean in the left
panels, and data from three participants. The variability amongst individuals is consistent
across days and performance metrics.

Figure 1.3: Mathematical models fit average data but not individual data. Number
of PVT lapses for four wake periods in participants over 32 hours of wake duration per wake
period. Individual data (black) are a poor fit (green) to the mathematical model. But when
data are averaged over all nine participants (blue) the best fit using the mathematical model
(red) shows a good approximation. The mathematical model used here is the two-process
model (1.1) and data are fitted using least-squares. The data of these results were collected
in a forced desynchrony protocol [25, 99].

environmental state. For our purposes we restrict our interest to the class of input functions

u(t) of the form H(t − T0) where T0 is a fixed given value, and H represents the Heaviside

function, and we are only interested in the performance output y(t) for t > T0 in response to

this class of functions. (This means we are restricting our problem to the case of a continuous
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wake episode from a fixed waking time, and that there is no chronic sleep debt or circadian

shift). We can assume without loss of generality that T0 = 0 (note, we are not claiming

that the system is time-invariant, we are simply choosing our reference base time in such a

way that T0 = 0). Let the response y(t) to input H(t) given an initial state x(t) = x0for an

individual a be denoted by p(t, x0, a). We would like to know p(t, x0, a) for every t given an

initial state x0 of an individual a. Since that is our only goal, we can completely ignore the

dynamics and instead focus only on the function p(t, x0, a).

In reality the state x0 includes many factors which can not be measured and instead

what is intended is to represent the unmeasurables probabilistically. Denoting by s0 the initial

values of a set of measurable state variables, our goal is to find a function p(t, s0, a, µ) where

µ is a random variable. Of course there are many such functions. We want the one that has

the most predictive power in the sense that it minimizes the expected value of some function

of the difference between the observed performance and that predicted by the model.

The determination of p is to be based on data collected from subjects. We can

use a parametric form of p that is widely used in sleep and circadian research (extensions

of the two-process model described below) and use the data to fix the parameters in some

least squares way. Calling together all parameters (such as those specific to the individual,

those determined by the initial state s0 and those corresponding to the probability model

used for µ) as θ, we write this parametrized performance function as the stochastic process

pθ(t), with pdf φθ(t, ·).

We wish to address the following problems:

A) Given T and performance measurements yT = {y(t) : t = 1, 2, 3...T }, find an estimate

θ̂ that minimizes a certain loss function l(yT , pθ). Then we call ŷ(T+k) = Eφ
θ̂
(t)(pθ̂(T+

k)),where Eφ(.) is the expectation operator with respect to a distribution φ, as the

k−step prediction of y(T+k). We call the prediction error E(T, k) = ŷ(T+k)−y(T+k).

We expect that E(T, k) decreases with T. We want to characterize functional behavior

of E(T, k) with T based upon experimental data.

B) Suppose we are given additional EEG measurements zT = {z(t) : t = 1, 2, 3...T }. Then

we seek to find another parameterized performance function gυ(t) as above, and we ask

if in doing so can we find an estimate υ̂ of υ such that it gives us better prediction

of y(t) given yT , zT . Specifically, if EEG is indeed helpful, we would expect prediction

error to decrease more rapidly with T than in (A). In our analysis we restricted z to

be the power spectral density of EEG.

6
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As shown in the next few sections, our conclusion to (B) was in the negative. That

is, our parameterized performance function gυ(t) did not improve prediction beyond fθ(t).

This lead us to look into perhaps if experimental data quality led to these results, which

motivated the work in Chapter 2 and 3 of this thesis. Toward the end of this discussion, we

will address the question (B) posed above from a causality point of view.

1.2 Problem (A): Baseline PVT Prediction

According to the Two-Process model [28, 204] two separate processes, process “S” or

sleep homeostasis, and process “C”, the circadian system that regulate multiple physiological

functions including the timing of sleep in mammals. If k is the time in hours since the last

wake, then according ot this model the performance metric is given by1

f(k, θ) = α(1− κe−ρTs(k−1)) + β

5∑

i=1

ai sin(i
2πTs

τ c
(k − 1) + φ) (1.1)

where constants Ts = 24, Tc = 2, a1 = 0.9700, a2 = 0.2200, a3 = 0.0700, a4 = 0.0300, a5 =

0.0010, and θ = {α, κ, ρ, β, φ} are positive and real valued parameters2.

Considering how well the physiologically motivated simple two-process model (1.1)

fits group level data, we chose as to model our performance process pθ(t) as

pθ(k) = f(k,θ) + εk (1.2)

where εk is a standard Gaussian noise, and use a batch non-linear least squares method to

estimate θ (described below). Performance prediction using a few baseline measurements is

a promising prospective, the feasibility of which has been demonstrated in the context of

diffusion modeling [177] and neuroimaging studies [47]. Individual prediction based upon

prior performance measurements using the Two-Process model (1.1) has been attempted

in [224] and using AR modeling in [183] and [184]. The fully Bayesian approach used in

[224] is not computationally conducive to a real-time adaptive approach, and that of [183]

and [184] requires too many baseline data points (e.g., at least 24h of wake data) before

1Process ”C” is periodic but not exactly a sinusoid, and modeled using first five Fourier components of the
periodic signal. Process ”S” or homeostatic pressure is postulated to reflect brain adenosine concentration
levels which typically follows multiplicative dynamics and hence the exponential form.

2α and β govern the basal level of performance and relative contribution of each process to performance,
ρ is a rate constant of the sleep homeostat during wake, κ is the initial homeostat, and φ is the circadian
phase angle (timing of the circadian process relative to the clock wake time). Parameters κ, ρ,β are individual
specific (i.e., fixed for an individual) and α, φ depend on the initial state of the individual.

7
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any reasonable inference can be made. Thus we employed a simpler non-linear least squares

method for performance time series prediction. We show that a simplified approach is at least

as accurate as those presented in [224], [183] and [184] and requires fewer measurements than

what is required in [183] and [184]. Using our model, the behavior of the mean square error

of performance predictions with the number of past measurements and prediction horizon on

44h of continuous wake data collected from 33 participants was characterized.

1.2.1 Data Collection

33 healthy young adults, free from medical, psychiatric and sleep disorders as de-

termined by history, screening and physical examination participated in a Constant Routine

(CR) protocol that lasted up to 44 hours [78]. The CR includes constant wake and posture

in dim light and lasted 44h. Starting 2 hours after awake, the participants were given a ten

minute Psychomotor Vigilance Task (PVT) every two hours, and their response times were

recorded. Within each 10-minute PVT trial, approximately 100 stimuli are presented with a

random latency between 2-11 seconds; the speed of reaction time (RT) to push a button is

recorded and the number of lapses (defined as when RT > 500ms) were determined.

1.2.2 Prediction Algorithms

Let us denote by yst the number of lapses in a performance test (PVT) at time t,

where t is measured from some reference base time in the past, for a participant labelled

s. We denote by Ys
T = {ys1, y

s
2, ..., y

s
T } (we will drop the superscript s for participant for

clarity of notation if there is no ambiguity). Given a T and a k > 0, we write an estimate of

yN+k given YN is written as ŷN+k|YN or, more succinctly, as ŷN+k|N . We will call this the

the k−step prediction after N observations. As stated in the problem statement, based upon

experimental data, we want to characterize the prediction error E(T, k) = ŷ(T+k)−y(T+k),

in particular its behavior with T and k.

(i) Batch Nonlinear Regression (BNLR) Algorithm Here we assume, in (1.2) εk ∼

N(0, σ2) and a prior model θ ∼ N(θ0,R) where θ0 is the mean parameter vector, and R is

the covariance matrix. Then the estimate θ̂ that maximizes the posterior density p(θ|YT ) is

the least squares estimate

θ̂ = argmin
θ

T∑

k=1

‖yk − f(k,θ)‖2Q + ‖θ − θ0‖
2
R

(1.3)

8
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where notation ‖X‖2M = XTM−1X for a positive definite symmetric matrix M,and Q = σ2I,

as a form that generalizes to vector valued observations yk. Then the k−step ahead prediction

is E(yT+k|θ̂) = f(T + k, θ̂).

(ii) Modified Batch Nonlinear Regression (MBNLR) Algorithm. By expanding an

iteration step in the Gauss-Newton minimization procedure of (1.3) in the BNLR algorithm,

it can be shown that

θi+1 = θ0 +Rf ′(θi)
T (f ′(θi)Rf ′(θi) +Q)−1 (y−f(θi)− f ′(θi)(θ0 − θi)

)
(1.4)

This looks somewhat analogous to the Kalman filter update equation, of the form

θi+1 = θ0 +Ki(y−f(θi)− f ′(θi)(θ0 − θi))

Ki = Rf ′(θi)
T (f ′(θi)Rf ′(θi)

If we run this iteration to convergence, we get an estimate θ̂N after a sequence of N mea-

surements. If, instead, after N + 1 measurements, we use this estimate θ̂N instead of θ0 in

the equation above, we obtain exactly the Iterated Extended Kalman Filter (IEKF). This

motivates a modified form of the BNLR algorithm, where the update equation (1.4) after

convergence of the current iteration process uses θ̂N instead of θ0 for the next estimator (af-

ter N + 1 measurements). We call this the Modified Batch Nonlinear Regression (MBNLR)

algorithm, which is equivalent to batch non-linear least squares solution to the state-space

model:

yk = f(k,θk) + εk (1.5)

θk+1 = θk + ηk

where εk are i.i.d. and distributed as N(0, σ2) and ηk ∼ N(0,R) are also iid, and εk and

ηk are uncorrelated. That is, in our above observation model (1.2 we allow a random drift

in the parameter values after each subsequent measurement. Note that the predictor above

is the the solution to a non-linear state estimation problem which could be solved using

approximate solutions such as Extended Kalman Filter (EKF) or Particle Filtering (PF).

EKF is a single step of the IEKF; both EKF and PF are approximate and hence suboptimal

to our batch algorithm that uses θ̂N in the update equation in order to solve the estimation

problem for the state model (1.5).The steps of the MBNLR algorithm are summarized below:

1. Set θ̂0 = θ0 (which is given).

9
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2. For N ≥ 1, given measurements y1, y2...yN compute the estimate θ̂N recursively as

θ̂N = argmin
θ

N∑

k=1

(yk − f(k,θ))2 + σ2
∥∥∥θ − θ̂N−1

∥∥∥
2

R

3. Form the k−step ahead prediction

ŷN+k|N = f(N + k, θ̂N )

The minimization procedures above were implemented using quasi-Newton algo-

rithm and the hyperparameters σ2,R, θ0 above were estimated using a stochastic E-M algo-

rithm (an alternative is to use particle filtering).

1.2.3 Prediction Results

We discuss only a few relevant results, more details on the results are on the Online

Supplemental Material Given a step length k and observation window T, for the estimate

ŷT+k|T of yT+k we define the prediction error E(k, T ) = yT+k − ŷT+k|T and define Prediction

Root Mean Square Error (PRMSE) as

PRMSE(T ) =

(
1

N − T

N−T∑

k=1

(E(k, T ))2
) 1

2

(1.6)

where N is the total number of observations available. Let fT+k = f(T + k, θ̂N ), that is, the

value predicted from the Two-Process model based upon the best estimate (given the entire

set of observations) Then we define prediction-fitness error Epf (k, T ) = fT+k − ŷT+k|T and

fitness error Eerr(k, T ) = yT+k − fT+k. Note that E(k, T ) = Epf (k, T ) + Eerr(k, T ) and

while component Epf is a measure of the algorithm performance given a particular model (in

our case, the Two-Process model), Eerr is a measure of how well the chosen model fits the

given data. Measures analogous to PRMSE, namely PRMSEpf (T ) and PRMSEerr(T ) are

defined using (1.6) replacing E with Epf and Eerr respectively.

For each individual, we tested both algorithms BNLR and MBNLR to make k step

ahead predictions given T observations, for k = 1, 2, 3...32 hours and T = 1, 2, 3...40 hours.

. We set the number N1 = 6h to be the shortest time before we can make any prediction of

any kind. The total number of observations available for validation corresponds to N = 44h.

Results were validated by comparing the prediction estimates with the experimental data.

A continuous real-time prediction task for a fixed step size k was simulated by using data
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sequentially up to time T = 1, 2, 3...40 hours to estimate model parameters that are then

used to derive the estimate at time T + k. Fig. 1.4 shows the prediction results for three

participants for 2h,6h and 10h steps ahead. A visual inspection shows vast variation in the

difference between predicted results and experimental data across participants.
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Figure 1.4: k-step ahead prediction based upon modified Batch NLS algorithm for some of
the research participants. The individual and group mean values, and the best fit using the
Two-Process model are also shown in each panel. The prediction results are for step sizes
k = 2,6, and 10h.

The behavior of PRMSEpf (1.6) with observation length T gives us an indication

of how well our algorithm’s estimates converge to the true model parameters. Only in 21 out

of the 33 participants we see overall decrease in PRMSE and PRMSEpfwith observation

length (Fig 1.6) and these participants also showed convergence after 34 hours of observa-
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tions (Fig 1.5). This suggests that in the model comprising of the Two-Process model and

assumption of Gaussian measurement noise is a poor fit for 12 out of 33 participants’ data.

When averaged over all participants, however, the error shows a decrease with observation

length (Fig 1.7).

5

6

7

8

9

10

11

φ

 

 

0 20 40
0

2

4

6

8

10

 

 

0

2

4

6

8

10

12

β

0 20 40
−10

−5

0

5

10

15

0.015

0.02

0.025

0.03

0.035

0.04

ρ

0 20 40
0.01

0.015

0.02

0.025

0.03

0.035

0.04

Time Awake, Hrs

0.8

0.9

1

1.1

1.2

S
0

0 20 40
0.9

0.95

1

1.05

1.1

1.15

30

40

50

60

70

P
a
ra

m
e
te

r 
V

a
lu

e

α

0 20 40
0

20

40

60

80

Subject 32 (Res)

Subject 11 (Avg)

Subject 16 (Vul)

Subject 35 (Res)

Subject 19 (Avg)

Subject 4 (Vul)

Figure 1.5: Convergence of parameters with number of observations in the MBNLR Algorithm
in six participants.

8 16 24 32 40
0

2

4

6

8

10

12

14

16

18

Time Awake, Hrs

P
R

M
S

E

 

 

(A)

8 16 24 32 40
Time Awake, Hrs

 

 

(B)

PRMSE

PRMSE
pf

PRMSE
err

Figure 1.6: The PRMSE, PRMSEmf and PRMSEerr, averaged across participants
per group and step lengths, as a function of observation window. (A) PRMSE
averaged over participants for which the algorithm converges (21 out of 33) (B) PRMSE for
participants (12 out of 33) for which the algorithm does not converge.

The BNLR algorithm was applied to data digitized from published data in two
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Figure 1.7: The median PRMSE of lapses across subjects and step lengths and the best
exponential fit using the fit Mbe

−T/Tb as a function of observation window T .

studies of PVT performance prediction. In [224], a Bayesian forecasting procedure is used

to make 24h performance predictions for types of participants: Resilient, Average, and Vul-

nerable (Fig. 1.8) after observing 12h, 20h, 28h, 36h and 44h of wake performance data.

Our algorithm performs worse for the Vulnerable participant when more observations are

available, but better when fewer are available, which is preferable. Our algorithms also tend

to do better with prediction of lapses in the Resilient individual. When averaged over all

participants and observation periods, our methods have an overall improvement of 18% in

RMSE lapses.

In [184] a linear method is used, and the digitized results for 10h-step predictions

were compared with those from the BNLR algorithm for three participants, one in each

category (Fig 1.9). Averaged over the three participants we see an overall 15% improvement

in prediction performance.

1.2.4 Discussion

While possible implementations of the algorithm include particle filtering and non-

linear Kalman filters (e.g., scented or extended Kalman filter), our simple non-linear least

squares algorithms do better in prediction of PVT lapses from baseline predictions than

existing ones ([183] , [184],[224]). The behavior of MSE with observation length (Fig 1.6A) is

13



Chapter 1: A Motivating Problem: Can EEG Predict PVT ?

Figure 1.8: Prediction using BNLR and method used in [224]. Results are adapted
from Figure 2 of [224] are overlaid on top of results from BNLR algorithm. Each column
of panels represents the (A) Average, (B) Resilient, and (C) Vulnerable participant. The
black circles denote the experimental number of lapses, and the blue and green solid lines
show 24-hour predictions from BNLR and the algorithm used in [224], respectively. The top
panels show prediction results after observation of 12h of awake data, and each subsequent
row shows results from observing and additional 8h of data. The best Two-Process model fit
is shown in solid green.
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indicative of at least two sources of variability: (1) trait variability that is reflected in the per

individual parameters which can not be inferred from a small number of baseline observations,

and (2) inter-trial variability that is not captured by the noise observation model. The fact

that a stochastic model (such as the drift model implemented using the MBNLR algorithm)

does not account for any additional MSE is indicative of a fundamental limitations in the

Two-Process model to account for this variability. If the individual parameter differences

were the only source of MSE in prediction, then one would have expected that MSE would

initially decrease with observation length but at some point reach a constant level. However,

that does not seem to be the case from the continuing downward trend as shown in Fig

1.6A.Our next goal in the future is to incorporate EEG measurements to test whether this

additional information causes the estimation error to decrease faster than what we report

above, thereby indicative of better individualized predictions.

To make our conclusion concrete regarding our original goal of how well can PVT

measurements alone be predicted (without use of an additional measurement such as EEG).

To quantify our hypothesis, we have fitted the following characteristic curve: median MSE

of lapses vs. observation length:

PRMSE(n) = Mb exp(−
n

Tb
)

where Mb is the maximum (baseline) PRMSE with no observations (measured in lapses ),

and n is the observation window in hours, and Tb is a characteristic constant measured in

hours. Here the MSE is averaged taken over all step (horizons), and the median is taken over

all subjects. For the CR study above, our batch algorithm gives (Fig 1.7) us Tb = 34h, and

Mb = 9.7 lapses.
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Figure 1.9: 10h-ahead performance prediction using BNLR and method used in
[184]Results adapted from Figure 7 of [184] are overlaid on top of results from our BNLR
algorithm for the same data. Individualized predictions are for three participants: Average
(top), Vulnerable (middle) and Resilient (bottom). The black circles denote the experimental
number of lapses, and the red and blue solid lines show 24-hour predictions from BNLR and
algorithm used in [184]. The best Two-Process model fit is shown in solid green, and the
group average is shown in cyan.
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1.3 Problem (B): EEG-Based PVT Prediction

Thus, performance measurements alone are insufficient to predict future measure-

ments on an individual basis using models that predict well at a group level. We also saw

that inter-individual differences are consistent and hence based in physiology rather than

an artifact of varying testing environments. It has been shown that EEG has been directly

shown to be correlated to performance decrement with sleep deprivation and shows circadian

modulation [35] and that they differ substantially between individuals. It is thus plausible

that EEG contains the information needed to infer these inter-individual differences [32]. We

consider some linear models using EEG power spectrum to predict performance by using data

collected under controlled conditions of sleep deprivation, sleep restriction and adverse cir-

cadian phase and will address problem (B) posed in Section 1.1. The main conclusion of our

analysis was that while EEG spectrum on a group level exhibits specific wake-time behavior,

unless some additional information - such as individual phase - is provided, spectral based

measurements do not improve estimates of performance lapses on a per individual basis. A

comprehensive survey of other studies on EEG-based fatigue detection is provided at the end

of this chapter. Details on the analyses and some other problems such as (i) impact of chronic

sleep debt on EEG spectrum, (ii) use of EEG for classification instead of prediction tasks are

provided on the Online Supplemental Material .

1.3.1 Previous Studies

It is well known that the homeostatic process of sleep/wake regulation is reflected by

changes in electroencephalographic slow wave activity (SWA, 0.75-4.5Hz) in non-rapid-eye-

movement (NREM) sleep ([3]). SWA has been known to increase in the beginning of sleep

and decrease with duration of sleep. It has also been known that increased theta activity

is associated with increased drowsiness, and that absence of SWA and presence of alpha (8-

12Hz) and beta (>20Hz) is required for memory and attention ([35]). In fact, this has been

shown to be the most predictive to date of all physiological indicators of fatigue [82, 228, 11].

Changes in EEG spectral power with varying degrees of alertness have been well

documented, though the exact nature of these changes is not agreed upon universally. In gen-

eral, high Delta band activity (0.5-4 Hz) is observed during sleep and transition to drowsiness.

Theta band activity (4-7 Hz) is generally associated with decreased information processing

and is shown to replace Alpha band activity (7-14 Hz) at the onset of sleep and thus associated

with early stages of drowsiness.Alpha band activity increases with increased “relaxed wake-

17

http://scholar.harvard.edu/mgupta/dissertation-supplemental-material-0


Chapter 1: A Motivating Problem: Can EEG Predict PVT ?

fulness” (a non-receptive state) and decreases in the occipital derivations as one gets tired.

Usually higher frequency activity such as Beta band (15-30 Hz) indicates increased wakeful-

ness and alertness. While several automated fatigue detection systems are based upon simple

monitoring of relative activity in these bands (such as ratio of Alpha + Theta to Beta activ-

ity), the nature of these changes in band power activity with vigilance states is not uniform

across studies. In [6, 217] Alpha bursts and appearance of Theta waves were shown indicative

of lapses in alertness. In [22], an increase in Delta and Theta activities with decreased Beta

activity was observed during fatigue whereas in [138] a slight increase in Alpha and Beta and

a significant increase in Delta and Theta was reported. In [5], the proportion of band powers

was calculated during the eyes open (EO) and eyes closed (EC) segments of the Karolinska

Drowsiness Test (KDT): during active/awake condition, the EO segment is dominated by

Beta, and the EC segment by Alpha; but with increased levels of sleepiness, the EO segment

has increased Alpha and Theta, and the EC has increased Theta and reduced Alpha. Based

upon this, in [208] a sleepiness test measuring the ratio of Alpha during EC/EO segments

(Alpha Attenuation Test or AAT) was developed. In [122] a linear relationship between KSS

(Karolinska Sleepiness Scale, a subjective scale of sleepiness) and EEG power in Theta and

Alpha power during EO and a linear decrease in Alpha (but not Theta) during EC was demon-

strated. EEG site specific changes are also found in various band powers, with increased low

frequency components being most dominant in the occipital areas [150]. In [113, 83] the

ratios (Alpha+Theta)/Beta, Alpha/Beta, (Theta+Alpha)/(Alpha+Beta), Theta/Beta were

all found to increase in all brain areas except the temporal lobe during a monotonous driv-

ing task, with the occipital lobe (Theta+Alpha)/Beta being the most significant. Particular

characteristics of Alpha activity have been reported in [137, 193] with onset of drowsiness:

Alpha attenuates for a few seconds and then reappears again, and this alteration repeats and

finally disappears at sleep; frontal Alpha activity increases, lasting for 1-10s, while occipital

Alpha simultaneously decreases. In addition, some characteristics of sleep state appear even

with eyes open when one is fatigued, such as sleep spindles [203] and k-complexes [170]. In

[176] EEG was shown to have an acute increase of the Alpha waves, decrease in gamma waves

and significant increase in Kullback-Leilbler (KL) entropy from the first to last five minutes

of a long monotonous fatigue-inducing driving task. Specific patterns of changes in EEG

with varying degrees of sleep deprivation and circadian phase were studied in [35, 36]; they

concluded that with wakefulness, Delta and Theta power increases without circadian mod-

ulation, Alpha activity is unchanged but is circadian modulated, Sigma and Beta changes
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with circadian modulation, and that all these changes exhibit site (e.g., frontal vs. occipi-

tal) specific differences. However these results were qualitative and no specific quantitative

conclusions were made.

Due to the non-stationarity of the EEG signal, measures of the EEG spectrum

other than FFT have been studied in relation to alertness levels. Changes in dominant

frequency and frequency variability in each band [237, 201], inter and intra-hemispheric cross

spectral density [229], sample entropy, approximate entropy and Kolmogorov complexity

[46, 123, 83, 42, 33] were shown to convey more information in their ability to distinguish

alertness states than band power alone. In particular, it has been shown that the signal

entropy increases with fatigue and that just before an alertness lapse the cross-entropy of

the EEG signal in Alpha/Gamma band power decreases while Alpha phase synchronization

increases (i.e. Alpha bursts) [175]. Approximate entropy of EEG was statistically significantly

is lower during Stage IV (i.e. deep) sleep and higher during wake and REM sleep [33]. Other

non-linear measures such as fractal dimensions, bispectrum [250], Gabor transform [181] and

Hilbert-Huang transform [43] have also been explored in the context of fatigue level. Most of

the above studies, however, are not conducive to implementations in real-time [16] and have

been correlational rather than causal.

Systems vary in degree of technologies used regarding feature extraction, feature

reduction and classification. FFT-based power spectral density measures (most commonly of

which are Theta, Alpha and Beta band powers [119, 145, 149, 38], dominant frequency, average

power of peak, center of gravity of frequency and frequency variability [237, 201]) alone usually

do not result in high degree of accuracy due to the inherent assumption of stationarity.

Band energy powers derived using discrete wavelet transform (DWT) have shown to be

more reliable that FFT based automated EEG classification, and as such wavelet methods

(including wavelet packet transform or WPT) have become the de-facto in EEG-based fatigue

analysis [151, 247, 243, 125, 8, 134, 209, 42, 27, 97, 104, 140, 242]. The observation of Alpha

bursts just before driving lapses led many authors to use non-linear features such as entropy

measures approximate entropy (ApEn) ([175, 42, 151]), wavelet entropy [242], Kolmogorov

complexity [151], cross-spectral density [229] and fractal dimension [157] which have reported

varying degrees of accuracy for classification. Most technologies augment the above methods

(FFT, WPT or non-linear) with PCA [119, 145, 147], ICA [149, 150, 148], Kernel-PCA

(KPCA) [151, 247, 243, 143], mapping constructive agglomerative (MCA) [27], and fuzzy

mutual-information (MI) based feature extraction [140] for feature reduction. Classification
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and prediction is usually done by unsupervised machine learning methods such as support

vector machines (SVM), or supervised methods such as linear regression, linear discriminant

analysis (LDA), artificial neural networks (ANN) and hidden Markov models (HMM).

However, there are several issues with the above systems. Most systems do not

use standard objective fatigue measures but instead use subjective, manual or custom ones

derived from the experimental protocol for testing. For example, [237, 8, 134, 209, 229,

42, 140] drowsiness state is determined manually by an expert EEG neurologist, in [175]

by an observer of subject behavior, and in [242, 143] by an observer of a video stream of

the user. Such methods are not extendable to operational conditions. Some recent studies

use polysomnographic databases of EEG recordings that are pre-classified into “sleepy” and

“awake” states [27, 104, 97], but these databases contain sleep study data that are not

necessarily indicative of driver fatigue states. Many studies assume monotony of a task will

automatically induce fatigue and thus use time-on task as a measure of fatigue [113, 174, 247,

236], or assume that switching to a specific type of task will induce fatigue [151]. Systems

developed using protocols where it is monotony rather than underlying causal factors (e.g.,

sleep loss and adverse circadian phase) that induce fatigue would be expected to perform

poorly in real life situation with a sleep-deprived driver [201]. In some cases the experimental

protocol, such as a simulated virtual-reality driving task, dictates the metric to be used such

as lane deviation [145, 149, 147, 150, 148] or reaction time to crash/avoidance [140, 157].

Special tasks with customized metrics are used in [38, 119, 201] and subjective measures such

as KSS and SSS are used in [243]. The manual, non-standard or subjective nature of these

metrics makes it harder to evaluate these systems in real life conditions. Furthermore, virtual

task metrics are often not indicative of real life fatigue [192].

Most studies study the association between EEG and alertness at only unknown

circadian phase and wake duration; we do not know (i) how long the participants had been in

the time zone of study or at what time they were studied relative to their habitual wake time

(both are needed to determine relative circadian timing) (ii) how long they had been awake

when they were studied (possible sleep deprivation), and/or (iii) how much sleep they had

received in the past week (possible sleep restriction). Very few systems (such as [236, 108, 48])

take into account these fatigue-inducing factors. Causal models such as we propose should

make predictions in addition to monitoring of fatigue.

Many systems are based upon a large number (e.g., 20-64) of EEG channel inputs,

which is impractical in a real-time continuous monitoring situation. Our experimental pro-

20



Chapter 1: A Motivating Problem: Can EEG Predict PVT ?

tocols used to develop our models will rely upon only 4-6 channels of EEG. Another issue is

that group models derived from unsupervised methods perform poorly for individuals. While

there exist some supervised models [119, 145, 149, 147, 150, 148, 174, 146] that address the

issue of individual specificity, they require training and testing on the same individual; the

long time of training that is necessary makes this approach impractical. In [174, 146] a novel

unsupervised method that computes Mahalanobis distance from a probability distribution fit

based upon baseline data has been used to obviate need for training sets to build subject-

specific models, though some tuning parameters for such models must still be preselected per

individual. To our knowledge there has been no previous report of prediction of performance

measures such as lapses or median reaction time using EEG measurements on a per individual

basis.

1.3.2 Data Collection & Processing

EEG data were collected from inpatient studies of nine healthy young individuals

[49] during a forced desynchrony (FD) [57, 41] protocol, consisting of 12 cycles of 42.85-hour

days with 3:1 wake:sleep ratio. Starting 2 hours after awake, the subjects are given the PVT

every four hours, their response times are recorded, and number lapses determined. The

Karolinska drowsiness test (KDT) was performed at 2-h intervals starting 4h after scheduled

wake time. During this test subjects are instructed to relax and fixate on a 5-cm black dot

1m away attached to a computer screen for 4min, followed by 1 min with eye closure. EEG

measurements using a z-line (Fz,Cz,Pz,Oz) were made roughly starting at 10h after awake,

along with electrooculogram (EOG) measurements. All signals were digitized using a 12-bit

AD converter, stored at a sampling rate of 256Hz and digitally filtered at 35Hz and 0.5Hz.

The EEG signals during the 4-min eyes open segment of the KDT were visually inspected for

eye blinks, slow eye movements and small body movements. Two second epochs containing

muscle activity, eye blinks, slow eye movements and microsleeps were marked as artifiacts

and stored on a separate artifact channel. Differential signals (Fz-Cz and Pz-Oz) were then

formed and subject to the Welch’s method of power spectral density estimation [215, 12]

using non-overlapping window segments of 1s. Based upon spectral power, some epochs

were marked as outliers and further rejected as artifactual epochs. In this manner for each

KDT episode, we were able to obtain from 10-80 artifact free epochs. The estimated power

spectrum is averaged across all epochs within a given KDT, the assumption being that the

EEG signal is stationary during a KDT episode of 3min. The computed power spectrum is
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z-scored across the entire protocol duration for each individual separately to account for scalp

differences. This is then binned into five frequency bands: delta (0.5-4Hz), theta (4.5-8Hz),

alpha (8.5-12Hz), beta-1 (12.5-15Hz), beta-2 (15.5-20Hz) ([35]).

Based upon the circadian phase at awakening and the endogenous period for each

participant the time at each administration of PVT and KDT is assigned a 600 phase bin

and a 4-hr time awake bin, so that all data could be analyzed identically across subjects

for effects of phase and homeostat separately. Binning was done per week (a total of three

weeks), so that this way the EEG power density in each frequency band was allocated across

6 x 6 x 3 bins. When analyzing data, it is first averaged in each bin within each subject in

order to give equal weight to each bin.

1.3.3 Prediction Algorithms

As before, we let Ys
T = {ys1, ...y

s
T } be the set of PVT lapse measurements up to

and including at T for subject s. Let the corresponding EEG spectrum measurements be

Xs
T = {xs1, ...x

s
T } where xsi is a 10 dimensional vector, comprising of the z-score of the power

spectrum value in the five bands in the two derivations (Fz-Cz, Pz-Oz). We are interested

in the ŷT+k = E(yT+k|YT ,XT ), i.e. k−step prediction after N observations. As in Problem

(A) if assume a static regression model of the form, where θ ∈ Rp is a vector of (possibly

unknown) parameters,

yk = f(k, θ) + εk (1.7)

xk = g(k, θ) + νk

where ε ∼iid N(0, σ2) and νk ∼iid N(0,Σ) and a prior model θ ∼ N(θ0, R) then the estimate

θ̂ that maximizes the posterior density p(θ|YT ,XT ) is the solution to the least squares

θ̂ = argmin
θ

T∑

k=1

‖yk − f(k,θ)‖2σ2I +

T∑

k=1

‖xk − g(k,θ)‖2
Σ
+ ‖θ − θ0‖

2
R

(1.8)

from which the k−step ahead prediction E(yT+k|θ̂) = f(T + k, θ̂) can be computed. Hyper-

parameters (σ2,Σ, R, θ0) above can be estimated using EM as before.

Linear Prediction (LPM-1) Algorithm: No known physiologically motivated paramet-

ric forms for f, g are available. Due to the limited number of data points available, we have not

used AR type models either. Instead, we use a linear model for f, g as follows. Instead we do
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PCA over both y, x from 8 (out of 9) subjects and all wake periods to compute eigenfunctions

Ed =
[
Fd Gd

]
(where Fd, Gd are the components corresponding to y and x respectively),

and expand f, g using the first D dominant principal components θ = (α1, α2, ...αD)

f(k, θ) =
D∑

d=1

αdFd(k) (1.9)

g(k, θ) =

D∑

d=1

αdGd(k)

Then (1.8) becomes a linear least squares problem which can be solved in closed form using

pseudo-inverse.

Linear Prediction (LPM-2) Algorithm This is similar to the above, but instead PCA

is performed independently on y, x to give eigen functions Fd, Gd and the D1, D2 dominant

components respectively are used to expand f, g:

f(k,α) =

D1∑

d=1

αdFd(k)

g(k,β) =

D2∑

d=1

βdGd(k)

where α =
[
α1 ... αD1

]
,β =

[
β1 ... βD2

]
. We also assume the linear regression model

α = Γβ + ǫ (1.10)

where ǫ ∼ N(0, S).The resulting least squares problem, using notation F =
[
F1 ... FD1

]
,

G =
[
G1 ... GD2

]
,

θ̂ = (α̂, β̂, Γ̂) = arg min
(α,β,Γ)

T∑

k=1

(∥∥yk − FT (k)α
∥∥2
σ2I

+
∥∥xk −GT (k)β

∥∥2
Σ

)
+ ‖α− Γβ‖2S

(1.11)

is solved in two steps: (i) Compute the projections α̃s, β̃s of all observations XN ,YN for

subjects s = 1..8 onto the basis functions F,G and use it to find the least squares estimate

Γ̂ of Γ i.e.

Γ̂ = argmin
Γ

S∑

s=1

∥∥∥α̃s − Γβ̃
s
∥∥∥
2

and then (ii) solve the linear least squares problem

β̂ = argmin
β

T∑

k=1

(∥∥∥yk − FT (k)Γ̂β
∥∥∥
2

σ2I
+
∥∥xk −GT (k)β

∥∥2
Σ

)

23



Chapter 1: A Motivating Problem: Can EEG Predict PVT ?

The prediction estimate is then given by ŷT+k = FT (T + k)Γ̂β̂.

Per Phase Linear Prediction (LPM2-Phase) Algorithm We noted that the above

algorithm performs well only we restrict our analysis to any single wake period (or any

single phase), then the linear regression model is a better fit. Thus, the above algorithm is

implemented on a per phase basis. We call this implementation LPM2-Phase.

Note that using the above PCA representation, the best possible estimate with any

algorithm is ŷT+k = FT (T + k)α̃s which can be used to evaluate the performance of the

prediction algorithms above.

1.3.4 Experimental Results

When averaged over all subjects, the time course spectrum over the duration of the

protocol (12 periods of 32.5hr days) shows that EEG power exhibits homeostatic, circadian

and chronic debt dependence in a manner similar to that of PVT lapses (Fig 1.11). Home-

ostatic dependence is strikingly similar, especially in the theta, delta and beta bands of the

frontal deviation (Fig 1.10), as is the circadian variation when separated (Fig 1.12).
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Figure 1.10: Time course of PVT lapses and spectrum in the five bands (delta, theta, alpha,
beta-1, beta-2) for (a) Fz-Cz derivation, (b) Pz-Oz derivation, averaged across all subjects,
weeks and wake periods to eliminate chronic and circadian effect.
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Figure 1.11: (Top) Time course of PVT lapses, and (Middle/Bottom) time frequency spec-
trogram of EEG collected during KDT, concatenated across all wake periods of the protocol
(12 periods of 32.5hr days each), averaged over subjects.

However, this correspondence between PVT and EEG spectrum in all bands and

derivations breaks down at an individual level (Fig 1.13). The correlation between PVT

lapses and the power spectrum at all frequencies per subject is fairly poor, while that of

group is quite high.

1.3.5 Prediction Results

Since computation of the PCs in our algorithm requires us to use a subset of subjects

as training subjects (we used 8 out of 9), individual prediction results from using the LPM2-

Phase algorithm are shown for one (testing) subject in Fig 1.15. We determined that using

D1 = 1, D2 = 2 gaves us best results, and that LPM-1 and LPM-2 gave poor prediction

results (and not shown). More details of results is in the Online Supplemental Material . The

performance metric PRMSE(T ) for an observation window T used here is the same as in
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Figure 1.12: Separation of circadian, wake-dependent and chronic effects on EEG power
spectrum in the five bands for the Fz-Cz derivation, when averaged over all subjects.

Section 1.2.3 A. We characterized the behavior of PRMSE with T for the test subject. This

was done several times by randomly selecting one subject as the test subject. The result of

two such tests shows (Fig 1.16) that the prediction error does not decline faster when using

EEG vs. when using baseline PVT measurements alone. Since the algorithm LPM2-Phase

requires a knowledge of phase for computation of parameters, the prediction can be done

only during any single given wake period. That is, the total horizon length is always less

than 32.5 h for our prediction task.

1.3.6 Discussion

Our first two models LPM1 and LPM2 fail to predict inter individual differences

in PVT based upon EEG spectrum. A scatter plot showing the relationship between the
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Figure 1.13: Time course of PVT lapses (top) and delta spectrum in the Fz-Cz and Pz-Oz
derivations (bottom) for the nine individuals in the study. Data are averaged over weeks and
wake periods to eliminate chronic and circadian effect.

dominant (first principal) coefficients of PVT and spectrum is shown in Fig 1.17. If a linear

model that estimates subject specific parameters (θ in the model (1.7)) using both PVT (yk)

and spectrum (xk) is to do better than just when measuring yk alone, we would expect some

degree of correlation between these first principal coefficients. However, the fact that there is

no degree of correlation is indicative that no measurement of xk provides additional informa-

tion that will improve our estimate of θ insofar as its impact on prediction of yk+1. However,

we observe that when such an analysis is done on a per wake period (or per phase), we do
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Figure 1.14: Cross-Correlation at zero log of PVT lapses with Fz-Cz spectrum at various
frequencies (a) between group mean values (b) between individual values, then averaged over
subjects. (c),(d) are same as (a),(b) except that values are first averaged over all phases and
weeks to eliminate circadian and chronic effect. Error bars indicate variation in per-subject
correlations.

observe some degree of correlation (FIG CorrWP11), Thus, within a wake period, we can

make better inferences about inter-subject variations from spectral analysis than by measur-

ing PVT alone, and hence in some cases LPM2-Phase is able to predict PVT better when

making use of EEG. However, this model requires that specific circadian phase information

be known, and thus is applicable only a per wake period basis, an assumption that is hard

to satisfy in real world applications since it is not always possible to know an individual’s

circadian phase. Furthermore, the MSE is of the order of 20 lapses, which is considerably
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Figure 1.15: Individual PVT prediction when using an observation window of T = 12h. The
model was estimated using data from eight subjects that was then applied to the prediction
task for the ninth subject. Model is estimated per wake period, and the results for six wake
periods (concatenated) are shown above. The PVT only estimation corresponds to using only
the first term in the minimization (1.11) and the PVT+EEG based estimation corresponds
to using all three terms in (1.11).

high considering the normal range of lapses (0-60).

1.4 Discussion of Results

We saw that EEG power spectrum in various bands, on a group level, exhibits

specific pattern with wake time depending on chronic sleep debt and circadian phase.These

patterns correlate strongly with the corresponding variation in performance measures, and

thus prediction of performance based upon EEG seemed plausible. However, this correlation

breaks down on a per subject level. While models of performance measures based upon inter

subject patterns seem applicable to intra-subject modeling, the same does not seem true for

EEG power spectrum.

There are several possible explanations as to why we didn’t get the positive result

we were hoping for (problem (B) vs (A) as discussed in Section 1.1):
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Figure 1.16: Characterization of PRMSE with observation window T when using LPM2-
Phase algorithm for PVT lapse prediction with and without EEG measurements. In each
test, eight out of nine subjects randomly selected to used to estimate the model parameters,
and prediction is tested on the remaining subject. The two cases (a), (b) above correspond
to two such randomized tests.

1. Data Quality: The EEG data from KDT episodes was assumed to be free of artifacts.

However, a re-examination of some of the data revealed us that not all artifacts were

actually removed. The presence even a small number of artifacts can result in changes

in spectrum that are comparable to what would be expected due to fatigue or sleep

deprivation.

2. Variable Number of Epochs: The current manual process of artifact removal results

in discarding an epoch that contains any artifact. Not only does this result in loss of

possibly useful EEG data, but also the effect of variable number of epochs. We observed

that anywhere from 5% to 90% of epochs were retained from trial to trial. The mean

number of epochs per KDT episode was 50 with a standard deviation of 22. This makes

deriving of any conclusion that compares trials based upon their spectra problematic.

In fact, the variability in estimated spectrum resulting from use of variable number of

epochs is of the same order as the change in spectrum that would be expected due to

sleep deprivation (Fig 1.18).
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Figure 1.17: Scatter plot of the coefficient of the dominant principal component of PVT vs
the coefficient of the dominant principal component of the spectrum, when the PCA is done
using data across all subjects and wake periods, showing that the two are uncorrelated.

3. Stationarity Assumption: The inherent assumption of quasti-stationary or Gaussian

nature of EEG signals in use of power spectral density as a measure of information

present in EEG may not be a valid assumption.

To address the above issues, we develop methods that (i) achieve artifact removal

without any data loss, resulting in the same number of epochs per trial, and (ii) extract

structural features from an EEG signal that does not depend on the quasi-stationary as-

sumption inherent in spectral methods. These methods are the subject of the next two

chapters (Chapter 3 and Chapter 4).
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(a) (b)

Figure 1.18: (a) Fz-Cz Spectral power density estimation for a trial when using different
number of (randomly selected) epochs. (b) Fz-Cz Spectral power density for a subject when
awake for 22,26 and 30h. In this case, each trial had the same number of epochs.
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Chapter 2

Correlated Sparse Signal Recovery:

Algorithm and Examples

Abstract

We address the problem of structured sparse signal recovery when only certain

statistical properties describing the structure of the signal, rather than exact signal structure,

are available. Such problems arise, for example, in recovery of eye movement artifacts in

waking EEG recordings, where the artifactual signals exhibit a morphology (structure) that

can be described by a temporal correlation amongst components in a predefined dictionary.

Such signals can not be efficiently represented using standard structured models that assume

a common sparsity profile of fixed groups of components. Using a Gaussian prior model

that is typical of sparse Bayesian learning (SBL), we demonstrate that this type of statistical

structure can be modeled using a correlation matrix in the prior joint probability distribution

of coefficients, without having to assume a fixed group structure. We derive an E-M based

algorithm for learning sparse coefficients in this Bayesian paradigm, and illustrate, using

simple toy examples motivated by the artifact problem, how a priori statistical signal structure

can be efficiently incorporated this way.

2.1 Introduction

Sparse recovery when the sparse coefficients exhibit a certain interdependency as

in the example of structured sparsity which is useful in distinguishing two signals both of
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which have sparse components but differ in component structure. While several algorithms

for structured sparsity exist [18, 231, 241, 109, 77]), most are based upon group sparsity -

that is, non-zero (sparse) coefficients are assumed to coexist in groups. Thus, a common

sparsity profile across the group is assumed, and this group structure is often required to be

known a priori. Modifications that allow for overlapping groups and hence a more flexible

structure also exist but their implementation is often inefficient as they require remapping of

the overlapping groups to a larger set of non-overlapping groups [249]. Moreover, such a priori

grouping is not always possible. For example, if one is interested in making use of the temporal

and spatial structure in the shape of an eye blink artifact that distinguishes it from ambient

EEG, the large variety in the shapes of blinks makes such a priori grouping implausible. Use

of fixed structural relationships can often lead to overfitting (Fig 2.1). Instead of a fixed

structure, we would need to model this using a statistical structure amongst the coefficients,

such as a priori correlation, which is readily incorporated as an a priori correlation amongst

coefficients when using a Bayesian approach to sparse representation. While a model using

correlations has previously been proposed in [202], their estimation requires a mean field

approximation of the inter coefficient relationships which is not applicable to our example of

blink artifacts due to the asymmetry of these relationships.

In our approach, we extend the standard Sparse Bayesian Learning model (SBL) of

[234] to include correlations in a prior Gaussian distribution for the coefficients. In doing so,

we represent the covariance matrix using a separation strategy where the correlation matrix

is assumed and the variances are estimated using an E-M approach. The idea of estimating

variances to determine sparsity is similar to in [234] and [245]. Our model is more general,

however, and includes the cases in [234] and [245] as special cases.

Our algorithm, that we call Correlated Sparse Signal Recovery (CSSR), is developed

in this part of the Chapter and illustrated using two examples motivated by EEG blink arti-

facts. Full description of construction and implementation of the dictionary and application

of CSSR to eye blink artifacts is in Part II of the chapter.

2.2 Background

2.2.1 Sparse Bayesian Recovery

The basic model of sparse signal recovery, or compressed sensing is to recover the

source vector x ∈ RM , given the measurement vector y ∈ RN and a known dictionary matrix
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Figure 2.1: Use of standard methods of group sparsity often results in “overfitting”. We are
interested in isolating the artifact (red) from the raw signal (blue) but the assumption of
fixed sparsity can match portions of the ambient signal (green).

H ∈ RM×N such that x is sparse in H, which are related as

y = Hx+ ε

where ε ∈ RN is an unknown noise vector. Typically H is overcomplete, in that M >> N and

that the sparsity K = ‖x‖0 << M. The sparse recovery problem is the inversion problem:

x̂ = argmin
x

{
‖y −Hx‖22 + λ ‖x‖0

}

where λ is a scalar that controls the relative importance applied to the Euclidean error and

sparseness terms. An l1 regularized approximation is often used with ‖x‖0 replacing by ‖x‖1

for the NP-hard problem above:

x̂ = argmin
x

{
‖y −Hx‖22 + λ ‖x‖1

}
(2.1)

The above problem can be interpreted from a Bayesian perspective: we have a prior belief

that x is sparse in the basis H and the objective is to provide a posterior belief for the

coefficients x given the measured data y. A widely used ”sparsity promoting” prior on x is

the Laplacian prior,

x ∼ exp(−‖x‖1)

Then, if we assume ε ∼ N(0, σ2I) then the posterior density x|y is

p(x|y) ∼ exp

{
−

1

2σ2
‖y −Hx‖22

}
exp {−‖x‖1}
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so that the L1 problem (2.1) is equivalent to the MAP problem

x̂ = argmax
x

p(x|y)

with λ = 2σ2.

However, since the Laplacian prior is not conjugate to the Gaussian likelihood,

Bayesian inference in its form above can not be carried further in closed form [115]. This

problem has been addressed previously in the SBL paradigm [234] where a parameterized

form of the prior is proposed:

p(x;λ1, ...λM ) =
M∏

i=1

N(xi; 0, λi)

where the notation N(ξ;µ, σ2) refers to a univariate Normal density in variable ξ with mean

µ and variance σ2. In [234] it was shown that when the parameters λ1, ...λM are estimated

using E-M from the data y, several of the parameters λk −→ 0 and the remaining non-zero λk

correspond to the sparse coefficients and that it provided recovery equivalent to that between

L0 and L1. We use the above approach since it is easy to adapt to our correlation model

without compromising its analytic capability. Using non-conjugate priors or hierarchical

Bayesian models are analytically intractable, require MCMC type approaches [51, 74] and

computationally infeasible in real time. The Bayesian approach also facilitates computation

of confidence intervals for estimated coefficients.

2.2.2 Structured Sparsity

As mentioned in the Introduction, structured sparsity refers to recovery of sparse

signals when the non-zero coefficients have a particular structure. The most common ap-

proach is where the signals share a common coefficient support set - an approach also known

as block sparsity or group sparsity. This approach was originally developed for sensor net-

works and MIMO networks [18] where frequency-sparse acoustic signals recorded by an array

of microphones all contain the same Fourier frequencies but vary in amplitudes and delays.

In the model of [245, 246], block sparsity is addressed from a Bayesian perspective by ex-

tending the SBL model where the block structure is incorporated in the prior model for x.In

this case, the space of coefficients is partitioned into L blocks, with each xk within block l

having a common variance λl which is then estimated using E-M. This was also extended to

incorporate a correlation structure amongst a block itself, however, the assumption of com-

mon sparsity across a block was still assumed. In our algorithm described below, we relax
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Figure 2.2: Three atoms of the dictionary used in Toy Example 1.

the assumption of common sparsity and show that this model is a special case of our more

general approach.

2.3 Examples

The following two toy examples will be used to demonstrate our approach.

Example 1. A simple dictionary of three atoms is used to create a signal. We wish to

recover this signal when there are two sources of noise: (1) a signal constructed from the

dictionary itself and (2) Gaussian noise. The length of the signals is 256. The three atoms

f1, f2 and f3 of the dictionary are shifted Gaussian functions of variance of 16 with means

95, 155 and 167 (Fig 2.2). The signal to be recovered is y0(t) = 2f2 − 4f3. We assume the

noise is yn(t) = 2f1 + 0.1ε where ε is Gaussian noise with mean zero and variance 1. The

measured signal y(t) = y0(t) + yn(t). The original signal y0(t) and measured signal y(t) are

shown in Fig 2.3. While simple, this toy example still illustrates a basic features of an EEG

signal with a blink artifact. y0(t) can be considered to be the artifact signal that needs to

be recovered, and yn(t) is the background EEG. Since yn(t) was constructed using an from

the dictionary, SBL does not to recover y0(t) accurately (Fig 2.3,red). We will see that our

algorithm is able to recover the original signal with sufficient accuracy.
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Figure 2.3: Actual and measured signals for Toy Example 1. The recovered signal using SBL
is also shown to illustrate the “overfitting” issue.

Example 2. A blink artifact signal y0(t) is simulated by fitting a real 2s EEG epoch

containing artifact using OMP and three components from the overcomplete blink dictionary

discussed in Part II. The epoch chosen was one for which spectral distortion after y0(t) is

subtracted is minimal so that y0(t) mimics a real blink as closely as possible. A 2 second epoch

of artifact-free EEG signal yn(t) is then added to create the measured signal y(t) = y0(t) +

λyn(t), where the value λ is adjusted for desired SNR (Fig 2.4). By synthesizing an EEG

signal this way, we are able to quantify the performance of our algorithm. A subdictionary H

(of the full dictionary) consisting of 29 elements, with Gaussian elements at fixed scale with

translations at intervals of 8 units, or 8/256 s (sampling rate is 256Hz) is used to test various

sparse recovery algorithms. SBL is not able to recovery y0(t) accurately (Figure 2.4) since

in addition to y0(t), the signal yn(t) also contains significant sparse elements.. Note that to

make the example more realistic we constructed y0 with a much larger dictionary than H -

that is, not all elements used to construct y0 are contained in H.

2.4 Algorithm Development

2.4.1 Model

We wish to recover source vector x ∈ RM , given the measurement vector y ∈ RN

and a known dictionary matrix H ∈ RM×N such that x is sparse in H, which are related as
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Figure 2.4: Actual and measured signals for Toy Example 2. The recovered signal using SBL
is also shown to illustrate the “overfitting” issue.

in:

y = Hx+ ε

where ε ∈ RN is Gaussian and iid, i.e. ε ∼ N(0, σ2IN ) with σ2 being the noise variance and

IN ∈ RN×N is the identity matrix. The prior density on coefficients x is assumed zero-mean

multivariate normal i.e.x ∼ N(0, C) where the covariance matrix C ∈ RM×M is symmetric

positive semi-definite. σ2 and C are considered hyperparameters that are estimated from

the data. Estimating C and σ2 typically will result in overfitting due to the large number of

parameters to be learned. Hence some structure for C needs to be assumed. Assuming C to

be a diagonal matrix Γ = diag{γ1, ...γM} results in the SBL model [234]. If C is assumed to

have a block diagonal form

C =




γ1B1

...

γlBL




where B1, ...BL are symmetric positive semidefinite matrices then we get the Block Sparse

Bayesian Learning (BSBL) model [245], in which block l represented by γlBl is assumed

to have a common sparsity level. Usually this model also results in overfitting so typically

one assumes each block has fixed size n = M/L and C = Γ ⊗ B where B ∈ Rn×n and

Γ = diag(γ1, ...γL). However, as mentioned previously, these models are inadequate for our

purpose because of the common sparsity assumption.

We assume, instead, that the coherence structure can be captured by a correlation
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matrix R ∈ RM×M . Writing Λ = diag(λ1, ...λM ) where λk is the standard deviation of

component k, we use the following decomposition of the covariance matrix:

C = ΛRΛ

The above decomposition, sometimes also called separation strategy [20], allows us

to express our prior beliefs about the temporal dependence between the sparse components

of x via the correlation matrix R and we let Λ be estimated from the data. As in other sparse

Bayesian models, if x is sparse then most λi are close to zero. In the algorithm below we

assume that R is known a priori. As will be discussed in the examples below, a complete

knowledge of R is often difficult and some parameterization will be necessary.

We are interested in finding an estimate x̂ of the sparse signal x. The MAP estimate

is (where we use notation p(ξ;µ) to represent the probability distribution of variable ξ given

parameters µ):

x̂ = max
x

p(x|y;σ2,Γ)

Since ε ∼ N(0, σ2I) the conditional density of y|x is p(y|x) = N(Hx, σ2I). From

the conjugate prior density x ∼ N(0,ΛRΛ) the posterior density of x can be shown to be

p(x|y) = N(µx|y,Σx|y) where

µx|y =
1

σ2
Σx|yH

T y (2.2)

Σx|y = (Λ−1R−1Λ−1 +
1

σ2
HTH)−1

so that the MAP estimate x̂ is given by

x̂ = µx|y =
1

σ2
Σx|yH

T y

The problems is now to estimate the parameters σ2 and Λ.

2.4.2 E-M Based Estimation of σ2 and Λ

From the conjugacy property above the marginal density of y can be derived to be

p(y;σ2,Λ) = N(0,Σy) where

Σy = HΛRΛTHT + σ2I

and the likelihood of y is

L(y;σ2,Λ) = log p(y) = −
1

2
(log |Σy|+ yTΣ−1

y y) (2.3)
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from which the the ML estimates Λ∗, σ∗ of Λ, σ can be computed:

(Λ∗, σ∗) = argmax
Λ,σ

L(y;σ2,Λ) (2.4)

Instead of maximizing the likelihood function directly, we use the E-M algorithm to compute

the ML estimates by treating x as a hidden variable.

E-M Steps for estimating Λ

E-Step. We form the Q function, at the tth iteration

Q(Λ,Λ(t)) = Ex|y,Λ(t) log p(y, x; Λ)

= Ex|y,Λ(t) log p(y|x; Λ)p(x; Λ)

= Ex|y,Λ(t) logN(y;Hx, σ2I) + Ex|y,Λ(t) logN(x; 0,ΛRΛ)

M-step. If Λ(t) refers to the value of Λ at the tth iteration then

Λ(t+1) = argmax
Λ

Q(Λ,Λ(t))

= argmax
Λ

Ex|y,Λ(t) logN(y;Hx, σ2I) + Ex|y,Λ(t) logN(x; 0,ΛRΛ)

= argmax
Λ

Ex|y,Λ(t) logN(x; 0,ΛRΛ)

= argmax
Λ

Ex|y,Λ(t) log

(
(2π)−M/2|ΛRΛ|−1 exp

{
−
1

2
xT (ΛRΛ)−1x

})

= argmin
Λ

log |ΛRΛ|+ Ex|y,Λ(t)(xTΛ−1R−1Λ−1x)

= argmin
Λ

2 log |Λ|+ tr(Λ−1R−1Λ−1S(t))

where

S(t) = Σ
(t)
x|y + µ

(t)
x|yµ

(t)T
x|y

and values Σ
(t)
x|y and µ

(t)
x|y are obtained by using the value Λ(t) in (2.2). In derivation of

the last step above, we have used the fact that If A = AT and ξ is a random variable with

E(x) = µ, cov(X) = Σ then E(xTAx) = tr(A(Σx + µµT )). Writing Λ−1 = L we have the

M-step as

L(t) = argmin
L

(
−2 log |L|+ tr(LR−1LSt)

)

Writing the diagonal matrix L in terms of the vector l = diag(L) = [l1 l2 ... lM ]T , using the

identity for a diagonal matrix L and arbitrary matrices A,B

tr(LALB) = l(A ◦BT )lT
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(where (where ◦ denotes Schur product), since S(t) is symmetric, we get the M-step

l(t+1) = argmin
l

((
−2

M∑

i=1

log li

)
+ l(R−1 ◦ S(t))lT

)
(2.5)

= argmin
l

(
2eT (log l) + l(R−1 ◦ S(t))lT

)

where e = [1 1 ... 1]T ∈ RM and log(l) is the elementwise logarithm of the vector l.

The minimization step above can be done using gradient descent, since the gradient

of the function f above to be minimized can be computed as (1./l denotes elementwise

quotient of l):

∇f = 2(1./l)− 2(R−1 ◦ S(t))l (2.6)

= diag(−2L−1 + 2S(t)LR−1)

It should be noted that setting ∇f = 0 for the special cases of R = IM and R = Γ ⊗ B

results in the iteration formulae in SBL and BSBL [245] respectively.

E-M Steps for estimating σ2

To simplify notation, we write λ = σ2.

E-Step. We form the Q function, at the tth iteration

Q(λ, λ(t)) = Ex|y,λ(t) log p(y, x;λ)

= Ex|y,λ(t) log p(y|x;λ)p(x;λ)

Ex|y,λ(t) logN(y;Hx, λI) + Ex|y,λ(t) logN(x; 0,ΛRΛ)

M-Step.

λ(t+1) = argmax
λ

Q(λ, λ(t))

= argmax
λ

Ex|y,λ(t) logN(y;Hx, λI) + Ex|y,λ(t) logN(x; 0,ΛRΛ)

= argmax
λ

Ex|y,λ(t) logN(y;Hx, λI)

= argmax
λ

Ex|y,λ(t) log(2πλ)−N/2 exp{−
1

2λ
‖y −Hx‖2}

= argmin
λ

(
N log λ+

1

λ
Ex|y,λ(t) ‖y −Hx‖2

)

To compute the second term we write, where µx|y is as in (2.2),

‖y −Hx‖2 =
∥∥∥y −Hµx|y +H(x− µx|y)

∥∥∥
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Since x, y are independent under the distribution x|y, we have Ex|y,λ(t) [(y −Hµ)H(x− µ)] =

0 so that

Ex|y,λ(t) ‖y −Hx‖2 = Ex|y,λ(t)

∥∥∥y −Hµx|y

∥∥∥
2
+ Ex|y,λ(t)H(x− µx|y)

=
∥∥∥y −Hµx|y

∥∥∥
2
+ Ex|y,λ(t)(x− µx|y)

THTH(x− µT
x|y)

=
∥∥∥y −Hµx|y

∥∥∥
2
+ tr(HTHΣx|y)

where for the latter result we have used the fact that for a random variable ξ with zero mean

and variance Σ if A = AT then E(xAxT ) = tr(AΣ). Thus the M-step becomes

λ(t+1) = argmin
λ

M log λ+
1

λ

(∥∥∥y −Hµ
(t)
x|y

∥∥∥
2
+ tr(HTHΣ

(t)
x|y)

)

where we have emphasized the λ(t) dependence of µx|y and Σx|y. Since the term in the

parentheses does not depend on λ we can explicitly compute this minimum to be

λ(t+1) =
1

N

(∥∥∥y −Hµ
(t)
x|y

∥∥∥
2
+ tr(HTHΣ

(t)
x|y)

)

The term in the parenthesis can be further simplified. Setting C = ΛRΛ, we have from (2.2)

HTH = λ
(
Σ−1
x|y − C−1

)

so that we have the iteration formula

λ(t+1) =
1

N

(∥∥∥y −Hµ
(t)
x|y

∥∥∥
2
+ λ(t)tr(I − Σx|yC

−1)

)
(2.7)

=
1

N

(∥∥∥y −Hµ
(t)
x|y

∥∥∥
2
+ λ(t)

(
M − tr(Σ

(t)
x|yC

−1)
))

2.4.3 Algorithm Steps

The above analysis motivates an iterative algorithm using the steps (2.2), (2.5) and

(2.7) till convergence is reached.The minimization in (2.5) is attained using gradient descent,

where the gradient is given by (2.6). The largest K coefficients are retained. Most of the

entries in the estimated Λ approach zero, and a thresholding technique can be used instead

of assuming a fixed sparsity K. Once the hyperparameters λ̂, λ̂1, λ̂2, ..., λ̂M are estimated, the

MAP estimate x̂ is given by (2.2), that is:

x̂ =
1

λ̂
Σ̂x|yH

T y (2.8)
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where

Σ̂x|y = (Λ̂−1R−1Λ̂−1 +
1

λ
HTH)−1

where Λ̂ = diag(λ̂1, λ̂2, ..., λ̂M ). The corresponding estimate ŷ of the recovered signal is then

given by

ŷ = Hx̂

The computation of Σ−1
x|y in (2.2) above can be made more efficient by using the the

matrix inversion lemma (here C = ΛRΛ) thereby reducing the inversion of an M ×M matrix

to the inversion of an N × N matrix (note M << N). We call our algorithm Correlated

Signal Sparse Recovery (CSSR).

2.5 Results

2.5.1 CSSR on Example 1

For the example described earlier, we have N = 256 and M = 3, and set K = 2 and

y = y0 + yn where y0 = Hx0, yn = Hxn + 0.1ε with H =
[
f1 f2 f3

]
, x0 =

[
0 2 −4

]T

and xn =
[
2 0 0

]T
.We let R be the parameterized vector

R =




1 ρ µ

ρ 1 γ

µ γ 1




where ρ, µ, γ are such that R is positive definite. The CSSR algorithm was used to estimate

the recovered signal ŷ for various values of the parameters ρ, µ, γ and the mean square error

MSE = ‖y0 − ŷ‖2, is used to compare the algorithm recovery performance for various pa-

rameter combinations. Note that the parameter values ρ = µ = γ = 0 corresponds to SBL.

We call the space P = {(ρ, µ, γ) : −1 ≤ ρ ≤ 1,−1 ≤ µ ≤ 1,−1 ≤ γ ≤ 1, R > 0}.

MSE as a function on P is depicted in Figures 2.5 and 2.6. For ρ = µ = γ = 0 the

MSE is 2.67 (corresponding to SBL). However, we notice on the entire P−space only two

distinct values, MSE=2.67 and MSE=0.17 are observed. The variation of MSE on P is also

shown using a different view in Figures 2.7 and 2.8. We call these two spaces PA and PB

respectively. That is, MSE for (ρ, µ, γ) ∈ PA is 2.67 and MSE for (ρ, µ, γ) ∈ PB is 0.17. Note

that the parameters for SBL, corresponding to ρ = µ = γ = 0 are in PA.

The results of the recovered signal are shown for the two cases where R ∈ PA and

R ∈ PB are shown in Figure 2.9. The recovery for the latter case is almost exact, compared
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Figure 2.5: Variation of MSE with µ and γ for various values of ρ in Example 1. Note that
only two distinct values of MSE are observed on the entire (ρ, µ, γ) space, MSE=2.67 (red),
MSE=0.17 (blue).
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Figure 2.6: Same as 2.5 except shown as a slice plot. Value of ρ is on the x-axis.

to the former case which also includes SBL as a special case. When R ∈ PA, the two

dominant recovered components are f1 and f3 whereas when R ∈ PB the components f2, f3

are recovered. In the absence of a priori correlation information, or with improper a priori

correlation as in PA, the likelihood (2.3) is maximized when the variance λ2
1 > λ2

2 (as before,

λk is the standard deviation of component xk), which results in the selection of component f1

selected over f2, whereas with proper a priori correlation as in PB the likelihood is maximized

with λ2
2 > λ2

1 leading to f2 being selected over f1. The noise in this example (the left most

hump) is such that, in the absence of a priori correlation, the measured signal is more likely if

|x2| is significant. However, the presence of a priori correlation (in PB) negates this likelihood.

This example, though somewhat simple, illustrates our basic hypothesis that the

use of a priori correlations can improve structured signal recovery.

2.5.2 CSSR on Example 2

For this example, we use a signal of length N = 461, a dictionary H with M = 29

elements and sparsity K = 3 since y0 is constructed was constructed using three sparse

coefficients. Note, however, to make the example more realistic, we constructed y0 with

a much denser dictionary (i.e., not all elements used to construct y0 are contained in our

dictionary H). The results of recovering ŷ0 based on SBL and CSBL using R = R1 (specified

below) for two levels of λ = 0.75 and λ = 0.375 are shown in Fig 2.10. The values of PMSE,

46



Chapter 2: Correlated Sparse Signal Recovery: Algorithm and Examples

Figure 2.7: Variation of MSE with ρ and µ for various values of γ in Example 1. Note that
only two distinct values of MSE are observed on the entire (ρ, µ, γ) space, MSE=2.67 (red),
MSE=0.17 (blue).
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Figure 2.8: Same as 2.7 except shown as a slice plot. Value of γ is on the x-axis.
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Figure 2.9: Comparison of signal recovery for Example 1 using CSSR with R ∈ PA (includes
SBL) and R ∈ PB. A properly chosen correlation matrix can result in almost perfect signal
recovery in the presence of Gaussian noise as well as structured noise.
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Table 2.1: PMSE values for Example 2

λ = 0.75 λ = 0.375

SBL 91.60 49.23

CSSR 21.60 14.65

where PMSE (percentage MSE) is defined below, are shown in Table 2.1.

PMSE =
‖y0 − ŷ‖2
‖y0‖2

× 100

Motivated by the results from Example 1 we chose R1 in Example 2 based on the

following logic. Without any correlations, SBL matches signal components which are sparse

in H, including the ones to the right of but not part of the actual blink. However, if we specify

a positive correlation amongst dictionary elements corresponding to translation levels past

1.25 seconds, those components become insignificant when maximizing the likelihood (2.3).

Accordingly we set R1 with a positive correlation of 0.9 amongst elements of H corresponding

to translation levels past 1.25 seconds (this is translation level of 1.25 x 256 = 320 units).

While this choice was made heuristically, it illustrates our hypothesis that specifying a priori

correlations can favor selection of actual signal components over noisy components that are

also sparse in the chosen dictionary.
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Figure 2.10: Comparison of signal recovery for Example 2 using SBL and CSSR with R = R1

for (a) λ = 0.75 and (b) λ = 0.375
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2.6 Discussion and Conclusions

We have shown that the proper use of a correlation in the prior joint probability

density of coefficients can improve Bayesian sparse recovery of a noisy signal when both the

signal and some noise components are sparse in a chosen dictionary, but exhibit different

temporal relationships amongst each other. The differing temporal relationships is captured

in the a priori correlation structure. Using two simple examples, both motivated by the

application of sparse representation of blink artifacts in EEG signals, we have successfully

demonstrated that proper choice of correlation matrix in a Gaussian model can lead to

discrimination between noisy and signal components. Our approach is an alternative to

standard group sparsity models of structured compressed sensing, where a common sparsity

profile is assumed - an assumption that is limited where the structure can be only specified

statistically rather than exactly, such as EEG artifacts.

As in other standard sparse Bayesian recovery approaches, the prior variances of the

coefficients are estimated using E-M. We derived the E-M update steps (2.2,2.5,2.7) when a

prior correlation R is assumed amongst the sparse coefficients. Convergence of the algorithm

is guaranteed from E-M convergence properties. However, several issues still need to be

addressed: E-M convergence can be slow, and a gradient based approach to achieve the ML

optimization (2.4) can yield faster convergence. An approach similar to that of [213] can

be used. In our implementation, need to provide the correlation matrix R a priori. The

choice of this can be difficult and, as shown in Example 1, counterintuitive. A better way

to estimate R needs to be developed, preferably from the data itself. Since this algorithm is

applied on streaming data (e.g. EEG), the structure of R can be learnt over multiple samples

of data. An alternative would be to use a Markov model to model the relationahip amongst

coefficients instead. A rigorous analysis of the algorithm is also currently lacking, including

precise conditions when our algorithm will perform better recovery than standard SBL.

Our approach can also be easily extended to incorporate correlation amongst dif-

ferent channels, thereby providing an alternate model for the multiple measurement vector

problem. In this case the spatial correlation would be modeled in addition to temporal cor-

relation in the a priori specification of R. In Part II of this chapter, the application of the

above approach to real-time EEG signals and artifact elimination will be presented.
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Correlated Sparse Signal Recovery:

Application to EEG Denoising

3.1 Introduction and Motivation

Waking EEG is a physiological marker of vigilance [82, 228, 11] that can be used for

automatic detection of times of decreased performance in safety sensitive environments such

as driving [149] and medical practice [154]. Several methods of EEG spectral [138],[208],[176]

[229] and complexity [46, 123, 83, 42, 33] analysis for fatigue detection have limited applica-

bility in real-time environments as they are based upon a large number (e.g. 32-64) of EEG

channels. Methods using few EEG channels [125, 8, 134, 209] and some even permitting

wireless streaming to smartphones [147, 146, 165] promise practical non-invasive solutions

but they either suffer from low accuracy or require additional signal inputs such as EOG,

ECG, EMG or PPG to maintain a high accuracy rate. Furthermore, most of these analyses

were done assuming that the EEG had been cleaned of artifacts. The dominating presence

of artifacts in real data make predictions from these algorithms virtually unreliable [39]. The

deleterious impact of artifacts that is exacerbated in ambulatory environments [81] is a serious

obstacle in the field of mobile EEG monitoring.

State-of-the art techniques for removal of artifacts have several pitfalls [124]. Semi-

manual methods require trained staff and are expensive. Simplistic filtering or thresholding

techniques are unreliable. Both these methods can result in up to 90% data loss [120] since

most methods require discarding of the entire epoch of data even if a small section contains the

artifact. Artifact subtraction methods using regression [197], ICA [67] or PCA [195] require
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lengthy and high density (32+ channel) recordings or require some manual intervention,

thus limiting their applicability for real-time and non-invasive monitoring. Furthermore,

selective subtraction of components can result in corruption of the desired EEG signal. We

have developed a novel technique using sparse coding to identify and subtract certain artifact

types such as eye movements from EEG. This was motivated by the observation that recorded

cortical EEG signals can be considered to be the projection of the sum total of the electrical

field from entire cortical neural activity whereas signals such as those from eye movements

and ECG, being the result of transient electric fields from localized dipole sources exhibit

temporal and spatial structure. Thus it is plausible that artifact signals are sparse in an

appropriate dictionary whereas cortical EEG signals are not. This hypothesis was tested by

manually extracting several blink artifact signals from real EEG recordings, and were shown

to be indeed sparse in a dictionary comprising of skew Gaussian shaped elements. However,

use of standard sparse recovery methods such as orthogonal matching pursuit (OMP) or

sparse Bayesian learning (SBL), and their extension to multiple channels - joint matching

pursuit (JMP) and block sparse Bayesian learning (BSBL) - when applied to selectively fit

eye blink artifacts resulted in significant spectral distortion of the recovered EEG signal.

The reason for this is that some components of non-artifactual EEG can also be sparse in

an artifact dictionary. In the first part of this chapter, we developed a structured sparsity

method called CSSR which makes use of temporal and spatial correlation to define artifact

structure in addition to shape morphology. In this part of the chapter, we propose CSSR as

a tool for near real-time automated artifact elimination in low density EEG with minimal

data loss. We demonstrate that CSSR can solve the aforementioned problem of corruption

resulting from overfitting when using standard sparse recovery methods.

3.2 Methods

3.2.1 Data (Experiments)

Six-channel (Fz, C3, Cz, C4, Pz, Oz) EEG and two-channel (VEOG, HEOG) EOG

recordings of healthy awake individuals during the Karolinska Drowsiness Test (KDT) and
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Psychomotor Vigilance Test (PVT) performance testing of a chronic sleep restriction inpatient

protocol (T20CSR) were used as data for testing and parameter validation of our algorithms.

Two-second (2s) epochs containing artifacts during the KDT portions of these recordings were

identified and marked manually by a Registered Polysomnographic Technician (RPSGT).

Two such recordings, each having KDT portions approximately 14 minutes long, were used

for blink shape extraction for dictionary validation. Four recordings, with a total of 1.45

hours of KDT portions and a total of 0.83 hours of PVT portions were used to test the

artifact extraction algorithms.

3.2.2 Blink Extraction and Modeling

Blink Shape Extraction. For each RPSGT-identified artifact, both the (i) 2s epoch

containing the artifact and (ii) beginning/end of the artifact are marked by the RPSGT.

However, at times the 2s may contain data more than just the artifact, and at times the seg-

ment between the beginning and end is too short to reflect the entire temporal characteristics

of an artifact. Typically, a blink will result in a slight upward deflection, followed by a strong

downward deflection and a subsequent short upward deflection in the frontal electrodes, but

the precise artifact markers delineated by the RPSGT contain the strong deflection (the main

lobe) but do not always contain the short leading and trailing deflections (the side lobes) . We

thus use the following procedure to be able to fully extract the electrode deflections resulting

from a blink:

1. Using heuristic criteria such as peak amplitude, 2s epochs (as identified by RPSGT)

containing potential blinks were identified, and those confirmed to be blinks by visual

inspection retained. Epochs were extended beyond the 2s boundary if the signal did

not reach baseline at the boundaries.

2. Using a peak detection procedure, all episodes containing multiple blinks are eliminated,

all peaks are aligned, and data are normalized (Fig. 3.1)

3. A semi-automated procedure is used to determine the precise start and end of each

blink (Fig 3.2). Candidates for boundaries are determined based upon (i) smoothing

the signal and determining where it reaches baseline, and (ii) using matching pursuit to

fit the signal using three atoms of a non-translationally invariant dictionary comprising

of Gaussian shaped elements. The alignment of peaks of step 2 allows this matching
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process to fit the actual blink rather than spuriously fitting ambient EEG signal deflec-

tions. Once candidate boundaries are determined, manual inspection is used to decide

the precise boundary.
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Figure 3.1: Aligning of the extended blink episodes so that the peak occurs at a specific
offset within an epoch (in this case offset is chosen to be 166 samples). Example shows a few
blink artifact epochs from Fz channel. The black vertical lines show the portion marked by
the RPSGT, the vertical red line shows the identified peak. Before aligning, the 2s epoch is
extended if necessary to include portions of the blink not included in the epoch. The overall
signal length is variable depending on the location of the peak within the original 2s epoch.
The x-axis is the sample number, and the signal amplitude in microV is shown on the y axis.

Shape Modeling. The signals corresponding to the precise blink portion of the artifact

for all channels in the chosen recordings above were extracted using the procedure described

above. The extracted blink signals show markely different shapes across epochs for the same

channel (Fig 3.3), and for the same epoch across different channels (Fig 3.2.2). This leaves

us with the non-trivial problem of how to model a blink shape appropriately. Taking the

mean blink signals across all epochs even after careful alignment of the peak of the main

lobe does not account for the main lobe shape variation (variable rate of fall and rise of the

signal) and also almost completely flattens out the side lobes (Fig 3.2.2), and thus using this

as a template for matching a blink will result in distortion of the ambient EEG signal. We

explored another option - dynamic modeling of the blink signal. Linear dynamic models did
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Figure 3.2: Determining candidate boundaries using smoothed (black) and fitted (red) ver-
sions of the signal. The final determination of the boundary is made visually.

not give us a good fit but due to the striking similarity to an (inverted) action potential

signal, we explored a non-linear dynamic model. Using the FitzHugh-Nagumo model gave

a fit (Fig 3.5) that was limited by being unable to capture the left side lobe and the shape

of the falling phase of the deflection correctly (inverted in the figure). Thus fitting such a

dynamic model will also result in distortion of the recovered EEG.

3.2.3 Skew Gaussian (SG) Dictionary Construction & Validation

Due to the difficulty in shape modeling and variability of shapes as explained above,

we analytically constructed a dictionary whose atoms can represent the gamut of blinks.

We determined that using standard wavelets such as Daubechies basis, or a Gabor basis

[163, 135, 43, 21], or dictionary comprising of only Gaussian elements and their derivatives

was not sufficient to correctly model the blink shapes (data not shown), so we constructed

a new dictionary comprising of skew Gaussian elements (defined below) and their first and

second derivatives. We call our dictionary Skew Gaussian (SG) dictionary. This describes

details on construction of this dictionary.

Definitions. Below φ(x) denotes a standard normal, and Φ(x) the CDF of a standard

normal i.e. Φ(x) =
∫ x
−∞ φ(ξ)dξ.
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Blink Signals (normalized) over 2s epochs, Epochs 1−9, Channel 1

(a) Fz, Epochs 1-9

Blink Signals (normalized) over 2s epochs, Epochs 10−18, Channel 1

(b) Fz, Epochs 10-18

Blink Signals (normalized) over 2s epochs, Epochs 1−9, Channel 6

(c) VEOG, Epochs 1-9

Blink Signals (normalized) over 2s epochs, Epochs 10−18, Channel 6

(d) VEOG, Epochs 10-18

Figure 3.3: Sample blink shapes showing variation across epochs. Amplitudes are normalized
to 1 and each epoch is 2s in duration.

A real-valued skew Gaussian function fθ : R → R parameterized by θ = (τ , α, κ) is

defined as

fθ(x) = C(θ)g(
x− τ

α
, κ)

where the skew Gaussian kernel g(x, κ) is defined as

g(x, κ) = 2φ(x)Φ(κx)

and C(θ) is a normalizing constant such that ‖fθ‖ = 1. The parameters τ , α, κ are the

translation, scale and skew parameters, respectively.

The SG dictionary D∞ = D0
∞ ∪D1

∞ ∪D2
∞ where the subdictionaries D0

∞, D1
∞, D2

∞

are defined as follows. D0
∞ = {fθ, θ ∈ R3}, D1

∞ = {f ′
θ, θ ∈ R3} andD2

∞ = {f ′′
θ , θ ∈ R3} where

f ′
θ and f ′′

θ denote the first and second derivatives, respectively. The subscript on D∞ is used

in the notation to emphasize that the dictionary is infinite. Explicit expressions for f ′
θ and
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Figure 3.4: (a) Sample blink shapes showing variability in different EEG channels for the
same epoch. Fz, C3, Cz, C4, Pz and Oz refer to different placements of electrodes on the
scalp; the Fz signal is closest to the eye. VEOG and HEOG are the EOG electrodes placed
near the eye. (b)Averaging of the extracted blink signals after aligning of the peak in the
main lobe. Using the mean signal does not account for variation in the rate of fall and rise
of the main deflection or the side lobes.
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Figure 3.5: Dynamic modeling of the blink shape using the FitzHugh Nagumo (F-N) model
of action potential (AP) does not capture a blink in its entirety. The blink is inverted in this
figure to show its apparent similarity to AP.
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f ′′
θ can be computed using the facts

φ′(x) = −xφ(x)

φ′′(x) = (x2 − 1)φ(x)

so that

g′(x, κ) = −2xφ(x)Φ(κx) + 2κφ(x)φ(κx)

g′′(x, κ) = 2(x2 − 1)φ(x)Φ(κx)− (4κx+ 2κ3x)φ(x)φ(κx)

We chose the additional dictionaries D1
∞, D2

∞ due to the tri-lobed nature of the blink shape.

Implementation of Finite Dictionary. Only a finite subset of D∞ is required to form

a complete basis. In fact, we use a subset that forms an over-complete basis to minimize

the dimensionality of the subspace spanned by blink artifacts in this overcomplete basis.

Naturally, translation τ (time center) and scale α (time spread) are restricted by the maximum

length of the epoch. In our case if x denotes time in seconds, then for a 2s epoch, we restrict

|τ | ≤ 2 and |α| ≤ 2. We can further restrict skew κ to |κ| ≤ κmax as there will be no

advantage to highly skewed Gaussian atoms (i.e., beyond a certain skew value) in modeling

blinks. We must further subsample the dictionary atoms to be able to get a finite D ⊂ D∞;

the open question remains as to how to obtain the optimal sampling ? The larger the

dictionary, the lesser the number of base vectors needed to represent a signal. However, the

performance of most sparse recovery algorithms is bound by dictionary size. If we restrict

to uniform sampling, then the question of choosing an optimal dictionary becomes that of

finding the optimal values of {κmax,∆τ ,∆κ,∆α} such that restricting D∞ to the set of atoms

fθ, f
′
θ, f

′′
θ where θ ∈ { |τ | ≤ 2. |α| ≤ 2, |κ| ≤ κmax, τ = nτ∆τ , α = nα∆α, κ = nκ∆κ for

nτ , nα, nκ ∈ Z} results in minimal number of atoms to match a blink in our test data set

while maximizing algorithm performance.

Finding these optimal values is a highly non-trivial problem, and obviously de-

pendent on the algorithm of choice, and the input signals. We use a heuristic method to

determine the values κmax,∆τ ,∆κ,∆α. We further restricted the set of atoms to those that

have compact support on the domain corresponding to a single epoch. We use a soft criteria

of ”compactness” i.e. we consider fθ (defined on the domain x ∈ [0, T ] with T = 2 ) as

compact if ∣∣∣fθ|[0,ε] − fθ|[T−ε,T ]

∣∣∣ ≤ RMS(fθ)/3 (3.1)
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where RMS(f) is the root mean square value of the function f on the specified domain [0, T ],

and f |A denotes the restriction of f to the domain A and f is the mean value of f.

Heuristic Method to Determine Dictionary Sampling. About 100 epochs containing

a single blink episode from a single recording are used. SG dictionaries are constructed with

various samplings and the variation of mean SDNR over epochs from a single iteration of

the Matching Pursuit algorithm with parameters {κmax,∆τ ,∆κ,∆α} is observed. We use

the maximum ∆τ ,∆κ,∆α and minimum κmax value beyond which change in SDNR is not

significant. Instead of exploring the entire parameter space, we vary one parameter at a time,

keeping the remaining constant. Since ∆τ determines levels of translation of the elements,

we treat this differently since we can expect SDNR to be pretty much linear with ∆τ (which

is indeed the case as shown below). We thus first fix the translation level at τ = τ0 = 0.6289,

and re-align the epochs so that the peaks of each blinks are centered at τ0. This way we can

test the impact of all other parameters ∆κ,∆α, κmax.

Variation of mean SDNR (over all epochs) with ∆α for two channels with fixed

τ = τ0, κ = 0 (Fig 3.2.3) shows no significant improvement in SDNR for ∆α ≤ 8/256.

Hence we fix ∆α = 8/256. Next, fixing α = 0.391, mode of the distribution of α with

∆α = 8/256 over matching blinks (Fig 3.2.3), we used the variation of SDNR with ∆κ (Fig

3.2.3, 3.2.3) to set a value of ∆κ = 1. Using ∆κ = 1,∆α = 8/256, τ = τ0 in a similar fashion

we determined κmax = 7 (Fig 3.2.3, 3.2.3)).

Next, fixing κ = [0 1], α = [10/256 34/256], based upon the modes of the distribu-

tions (Fig 3.2.3, 3.2.3), variation of mean SDNR with ∆τ was determined on the unaligned

blink epochs, showing linear behavior as expected (Fig 3.2.3). We chose ∆τ = 2/256.

4. Constructed Dictionary. Using the above values for {κmax,∆τ ,∆κ,∆α} and the

criterion of compact elements (3.1), a dictionary comprising of a total of 212649 elements was

constructed. A few sample atoms in the dictionary are shown in Fig. 3.10. An animation

showing all dictionary atoms is available at Online Supplemental Material.

5. Dictionary Validation. The procedure above for determining the optimal dictionary

includes validation of our chosen dictionary against the extracted blink shapes. A visual

depiction showing some sample fits is in Fig 3.11.
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Figure 3.6: (a) Variation of mean SDNR over epochs of aligned blinks with ∆α with τ =
0.6289 and κ = 0. Values of ∆α are shown in samples, and actual values are those scaled by
the sampling rate (256). (b)Distribution of α for matching blinks in (aligned) test blink set.
Values of α are shown in samples, actual values are those scaled by the sampling rate (256).
This shows that the mode of the distribution is α = 10/256 = 0.391.
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Figure 3.7: (a) Distribution of κ for matching blinks in (aligned) test blink set. This shows
that the mode of the distribution is κ = 1. . (b)Variation of mean SDNR over epochs of
aligned blinks with ∆τ with α set to two values [10/256 34/256] and κ set to two values
[0 1]. Values of ∆τ are shown in samples, and actual values are those scaled by the sampling
rate (256). The linear behavior shows that SDNR can be arbitrarily reduced by choosing a
smaller ∆τ . In order to limit the dictionary to a reasonable size we used τ = 2. (Note, we
must have τ ≥ 1/256, the sample length).
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Figure 3.9: (Variation of mean SDNR over epochs of aligned blinks with κmax with τ =
0.6289 ,∆α = 8/256,∆κ = 1 for (a) Fz channel (b) VEOG channel.

3.2.4 Algorithms

Using the above dictionary, greedy (CSSR, OMP, JMP) as well as Bayesian versions

(SBL, BSBL) of sparse recovery algorithms are applied to the KDT (1.45 hours total) and

PVT (0.83 hours total) sections of four recordings. The algorithms are applied to each epoch

independently. Once sparse coefficients (sparsity level is chosen per algorithm, described be-

low) are obtained, a k-means clustering algorithm is applied on a feature set comprising of (i)

the dominant sparse coefficient amplitude for an epoch and (ii) the maximum signal ampli-
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(a) (b) (c) (d) (e) (f)

Figure 3.10: Sample atoms (normalized) in constructed dictionary. Each atom represents
a signal epoch 2s long. Sub-dictionary and parameters for the atoms shown above are (a)
D1, α = 0.3438, τ = 1, κ = −4 (b) D1,α = 0.125, τ = 1.234, κ = −2 (c) D1, α = 0.3125, τ =
0.8359, κ = 4 (d) D2, α = 0.3125, τ = 0.8394, κ = 2 (e) D0, α = 0.2188, τ = 0.7578, κ = 4 (f)
D2, α = 0.4062, τ = 1.3281, κ = −4. .

 

 

EEG

Fitted Artifact

Figure 3.11: Validation of dictionary atoms by fitting atom combinations to real blink EEG
signals. Each epoch is 2s in duration .

tude over an epoch to cluster epochs into artifactual vs non-artifactual categories. Recovered

blinks are then subtracted from the original signals to obtain artifact free EEG in the epochs

classified as artifactual.

In addition, a naive application of ICA was done on these recordings using the

logistic infomax ICA algorithm of Bell & Sejnowski ([66, 215, 65, 187]) using the EEGLAB

toolbox [67, 136]. Application of ICA this way on short epochs (upto 2s each) for low

density EEG recordings (8 electrodes or less) has previously been reported in [254]. In our

implementation, determination of which components correspond to artifact components was

made based upon the correlation of each component with the EOG channels (a procedure

also used in [118]). The purpose was to compare our algorithm to a naive application of

ICA as a denoising rather than artifact detection tool, and so we ran ICA only on epochs

containing blink artifacts.
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Figure 3.12: Spectral Distortion (SD) vs Sparsity Level (K) for OMP and CSSR. (a) SD
over 0-4Hz (b) SD over 0-10Hz (c) SD over 0-20Hz (d) SD over 0-32Hz. All graphs indicate
that K = 2 is a reasonable choice.

Choice of Sparsity Level K. For algorithms CSSR, OMP/SBL and JMP/BSBL the

parameter K, number of sparse components was fixed heuristically. We ran the algorithms

on approximately 7mins of KDT data from a single recording that contained blink artifacts

using various values of K, and compared the spectral distortion (SD, see definition below)

for various frequency ranges. From this we made the determination to fix K = 2. (Figs

3.2.4,3.2.4, 3.2.4, 3.2.4).

3.2.5 Performance Metrics

When used as a denoising tool, three performance metrics, signal denoising ratio

(SDNR), spectral distortion (SD) and multi-scale entropy preservation (MSEP), defined as

follows, were used to compare the performance of CSSR with denoising techniques ( JMP,

OMP, SBL, BSBL, ICA). To evaluate our technique for artifact detection we compared ar-

tifactual epochs identified by our method with those manually marked by an RPSGT to

determine the accuracy, sensitivity and specificity of our classification.

1. Signal Denoising Ratio (SDNR) If y is original data for an epoch, and ŷ is the fitted

artifact signal (that is, y− ŷ is the denoised signal), then the SDNR of that epoch is defined

as

SDNR =
‖y − ŷ‖2
‖y‖2

SDNR is indicative of the extent to which is denoised. A smaller SDNR indicates a better

fit. However, SDNR is not an accurate measure of how well a denoising algorithm performs

for our purposes since it is highly sensitive to overfitting. Thus, an algorithm that overfits

can often result in lower values of SDNR.
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2. Spectral Distortion (SD) For a frequency range Ω, the spectral distortion over a

recording is defined as

SD(Ω) =

(∫
ω∈Ω [Pra(ω)− Pna(ω)]

2 dω
∫
ω∈Ω [Pa(ω)]

2 dω

) 1
2

where Pra(ω) is the power spectral density (PSD) of the denoised signal over artifactual

epochs, Pna (ω) is the PSD of the original signal over non-artifactual epochs and Pa (ω) is

the PSD of the original signal over artifactual epochs. We use the multi-taper method to

compute the PSD per epoch and then take the average value over all the relevant epochs.

The integration above is approximated by summation over the frequencies over which PSD

is computed. For our purposes, since blink artifacts mostly distort the delta power band

(1-4Hz) of the EEG signal, we will be interested in SD1−4 Hz. Since we are not interested

in frequencies above 32 Hz for most EEG analysis, we will also be interested in the total

SD1−32 Hz. Smaller values of SD are better. SD is a measure of how much spectral power

in the EEG signal is lost as a result of the denoising process. Thus SD can be useful in

determining the quality of denoised signal in the frequency domain. Previous uses of spectral

distortion to measure quality of the denoised signal has been reported in [40, 238, 81, 92].

Note that since averages are taken over epochs, overfitting and underfitting errors can cancel

each other, and thus one can get a small SD value even if an algorithm performs poorly.

As will be seen in section 3.3.1 ,algorithms such as OMP that consistently tend to overfit

or JMP that consistently tend to underfit can be compared using this metric. However, for

algorithms such as ICA that sometime overfits and sometime underfits, use of this metric can

be misleading.

3. Multi-scale Entropy Preservation (MSEP) For a scale range S, the multi-scale

entropy preservation (MSEP) over a recording is defined as

MSEP (S) =

(∫
s∈S [Mra(s)−Mna(s)]

2 ds
∫
s∈S [Ma(s)]

2 ds

) 1
2

where Mra(s) is the entropy of the denoised signal over artifactual epochs at scale s, Mna(s)

is the entropy of the original signal over non-artifactual epochs, Ma(s) is the entropy of

the original signal over artifactual epochs. Here entropy at a particular scale is computed

as in the multiscale entropy (MSE) method described in [52]. Comparison of MSE over

denoised and noiseless portions is an indicator of how much the original complexity of the
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Figure 3.13: Snapshot of multi-channel EEG recording with original (blue) and reconstructed
(red) after blink artifact elimination using CSSR.

signal is maintained by the denoiser. A smaller MSEP value is indicative of higher level

of complexity preservation and is better. MSE has been shown to be a good indicator of

measure of complexity in biological signals [52]. MSEP can thus be useful in determining the

quality of the denoised signal as far as complexity is concerned.

Note that the two metrics, SD and MSEP as defined above, that we use to evaluate

reconstructed signal quality capture two of the most commonly used measures of EEG, namely

spectral power density and signal complexity [215].

3.3 Results

3.3.1 EEG Denoising In Real Recordings

Reconstructed EEG signals after blink artifacts were removed using CSSR were

inspected visually by an RPGST and confirmed to be artifact free. A visual snapshot is

shown in Fig 3.13.
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Comparison of Algorithms. We compared the results of denoising using CSSR with (i)

other sparse recovery techniques (OMP/SBL, JMP/BSBL) on the same dictionary and (ii)

ICA (applied as described in Section 3.2.4), a common EEG denoising technique. CSSR does

not suffer from the problems of over-fitting as in OMP/SBL (Fig 3.14(a)), that of under-fitting

as in JMP/BSBL (Fig 3.14(a)), and does not remove useful EEG components in addition to

noise as with ICA (Fig 3.14(b)). The problem of over and underfitting is also apparent in

one example of a multi-channel view of an epoch (Fig 3.15 and Fig 3.16).
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Figure 3.14: Comparision of CSSR, OMP, JMP and ICA algorithms for artifact elimination.
Single epoch showing (a) matched artifact (b) reconstructed EEG. OMP, JMP and ICA often
result in over or underfitting of the actual artifact resulting in corruption of the ambient EEG
signal. (Not all algorithms are shown on both plots for visual clarity).

Performance Metrics. Comparison of power spectrum of the denoised signals with that

of artifact-free epochs shows that CSSR algorithm exhibits the least spectral distortion both

overall (Fig 3.3.1) and in the lower frequency (1-4Hz, Delta) range, which is the frequency

range most impacted by eye blinks (Fig 3.3.1). The spectral distortion is shown by frequency

band in Fig 3.3.1. The spectral distortion caused by CSSR in the delta range is the least.

Comparison of entropy of denoised signals at various scales for the algorithm again shows

the CSSR leads to maximal entropy preservation (Fig 3.3.1). Performance metrics - SD

and MSEP for all epochs in a single recording - for CSSR, OMP, JMP and ICA are shown

in Table 3.1. The values of SDNR over all artifactual epochs are also shown, though as

mentioned previously these values are not truly indicative of denoising algorithm performance
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Figure 3.15: Comparsion of CSSR, OMP and JMP for matching a blink artifact in a single
epoch. By using correlations across channels as well as by learning temporal relationships
between sparse coefficients, CSSR is able to obviate over-fitting (OMP) and under-fitting
(JMP).

as overfitting results in lower SDNR so that lower SDNR is not always indicative of better

denoising performance.

Table 3.1: Denoising performance metrics for algorithms on the Fz channel in a single
recording.

SD1-32 Hz SD1-4 Hz MSEP SDNR

OMP/SBL 0.1901 0.2412 5.0406 0.3883

CSSR 0.1058 0.0226 0.9991 0.4810

JMP/BSBL 0.1471 0.1586 3.9164 0.4280

ICA 0.2727 0.0438 9.2524 0.4714
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Figure 3.16: Detailed view of fitted artifacts in multi-channel EEG when using (a) OMP (b)
JMP (c) CSSR (d) ICA (as described in Section 3.2.4, showing over and underfitting. Some
portions where which over or underfitting is apparent are highlighted in cyan.

3.3.2 Detection Using k-means Clustering

Using k-means using the largest sparse coefficient (from CSSR, OMP or JMP) and

maximum signal amplitude shows a clear separation of epochs with and without blinks (Fig

3.20). Confusion matrices of classified epochs for a single recording, when compared with

manually (RPSGT) identified artifacts, are shown for CSSR, OMP and JMP in Fig 3.19.

Our method showed a specificity of 96% and sensitivity of 97%.
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Figure 3.17: (a) Comparison of power spectra of reconstructed EEG epochs for various
algorithms with that of artifact-free EEG epochs, over 0-20Hz. CSSR shows spectrum that is
closest to that of artifact-free EEG when compared to all other algorithms. As noted in the
section on performance metrics, due to the averaging process when computing spectrum over
all epochs, over and under fitting errors (as in ICA) may cancel each other and the actual
distortion may not be apparent from the averaged spectral plot. (b) Spectral power zoomed
over 0-6Hz to show distortion caused by various algorithms in the low frequency range.
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Figure 3.18: (a) Aggregated spectrum over the five bands delta (1-4Hz), theta (4-8Hz), al-
pha (8-12Hz), low beta (12-15Hz), high beta (15-20Hz) of artifactual, non-artifactual and
reconstructed epochs showing relative spectral distortion of algorithms. (b) Multi-scale en-
tropy after elimination of artifacts and reconstruction of EEG across all epochs in a single
recording, showing entropy preservation properties of algorithms.
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Figure 3.19: Confusion matrices when using (a) OMP (b) CSSR (c) JMP as an artifact
detection tool. ”A” denotes artifactual epoch, ”NA” denotes non-artifactual. The four upper
left boxes show the number of epochs in each category, and the lower and right boxes (in
gray) indicate the relative percentages. The blue box indicates the overall accuracy.
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Figure 3.20: Clustering of epochs into ones with and without blinks estimated sparse
coefficient.
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3.4 Conclusions and Discussion

Our methodology making use of temporal and spatial correlations eliminates struc-

tured artifacts and reconstructs cortical EEG with high fidelity in both linear (spectral)

and non-linear (entropy) measures. Compared to existing methods of artifact detection our

method (i) allows us to preserve EEG instead of discarding data in epochs containing artifacts;

(ii) permits fully on-line implementation since it is epoch-based, unlike ICA which requires

long recordings; (iii) requires only few (4-6) channels of EEG facilitating practicality and

non-invasiveness; (iv) is fully automated requiring no manual intervention. We have shown

that an application of ICA as described in Section 3.2.4 is outperformed by our epoch-based

algorithm in its ability to faithfully reconstruct blink artifact free EEG. Our near real-time

artifact elimination technique may enable using EEG in ambulatory medical applications for

monitoring cognitive states during wake and even detecting sporadic events such as seizure

onset.

Our alternative to standard group sparsity models of structured compressed sensing

has applicability beyond EEG artifacts. We have shown that the proper use of a correlation

in the prior joint probability density of coefficients can improve Bayesian sparse recovery

of a noisy signal when both the signal and noise have sparse components in a dictionary.

Extensions to our current work include application to other artifact types, run-time opti-

mization of the algorithm to be operable in mobile environments, strategies on learning the

correlation matrix R from data and applications to learning other (non-artifactual) structural

information in EEG such as measures of sleepiness.
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Chapter 4

Active Learning for Ensemble

Clustering: Application to EEG

Epoch Classification

4.1 Abstract

Active learning is a machine learning paradigm where the learner can ask for specific

examples to be labeled rather than being handled pre-labeled data; this has been shown to

dramatically reduce the number of labeled examples required which especially useful when

labeling is expensive. However, it is known that often active learning fails when the input

data are noisy or highly non-separable. We have developed a computationally and concep-

tually simple method, Output-based Active Selection (OAS), for selecting samples for active

learning that makes use of predicted output from base learners as augmented features. Using

synthetic noisy Gaussian mixtures we show our approach outperforms several state-of-the-art

algorithms on both supervised and semi-supervised E-M based base learners. Besides com-

putational simplicity, our algorithm is amenable to use for ensemble classification. We have

applied our technique to the task of EEG epoch classification from an ensemble of automated

artifact detectors, and show that our method boosts the overall accuracy of the ensemble

from 91% (the maximum accuracy of any individual member) to 97.5% with only 10% active

labels, which is better than what is achievable using standard ensemble clustering methods.
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4.2 Motivation

As discussed in Chapter 1, the presence of a small number of artifacts in EEG

can change the power spectral density and confound analysis of wake EEG for use as a

potential marker of sleepiness. This problem was partially solved in Chapter 3 where we

developed a method to identify and remove eye movement artifacts using clustering methods

on sparse features. It was only natural to apply this method on the dataset discussed in

Chapter 1 to remove eye movement artifacts from EEG, and subsequently clean remaining

types of artifacts using standard methods such as thresholding and filtering. Application

of these methods, however, presented difficulty. This dataset had already been partially

cleaned of some artifactual epochs manually by an RPSGT which resulted only a small

fraction of the epochs from the original recordings available for further analysis. Methods

in Chapter 3 assumed that the EEG had been already cleaned of artifacts other than eye

movements and that all remaining data set containing eye movement artifacts was available.

This permitted use of clustering methods such as k-means over all epochs. When these

standard clustering methods were applied followed by thresholding/filtering, there were far

too few epochs remaining to be able to do any meaningful statistical analysis such as spectral

estimation.

The above problem is an example of a multiple classifier or ensemble system, where

the classification task is based upon the output of multiple classifiers. In the above example,

the methods of clustering on sparse features, thresholding and filtering form an ensemble

of three classifiers. The method described above is one way of combining these outputs

to produce a final outcome: an epoch is classified as positive for artifacts if any of the

three individual methods yield a positive outcome. This methodology of combining ensemble

outputs exaggerates the false positive rates of individual classifiers: if each classifier has a

false positive rate of ε then the overall false positive rate (FPR) with an ensemble of size N

is 1− (1− ε)N which approaches 100% if ε > 0. On the other extreme, one can comprehend a

combination method where an artifact is detected if all of the methods detect a positive, but

this exaggerates the false negative rate (FNR): if each classifier has a false negative rate of δ

then the overall false negative rate is 1−(1−δ)N .Application of the first method above to the

example above resulted in an FPR of 15% and the second method gave FNR of 22% which

are unacceptable for our requirements: we need small FPR in order to retain as many epochs

as possible, an even more stringent necessity considering the sparsity of available epochs to

begin with; and low FNR to minimize the confounding impact of artifacts on power spectral
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density. It is thus clear that, especially when none of the individual classifiers have high

accuracy in by themselves, we need a better way of combining the output of classifiers in an

ensemble.

Ensemble classification is an active area of research and several advanced techniques

[71, 70, 69, 144, 180, 189]) exist to improve the classification accuracy of an ensemble beyond

what is achievable using any single classifier. However, most of these techniques work by

re-training the individual classifiers - e.g. by manipulating the training set - so as to produce

different output given the same input, an assumption inapplicable to our example above. The

thresholding and filtering based classifiers are not retrainable. Several methods in medical

decision making also fall in this category. Consider, for example, a large set of EEG recordings

that need to be scored for sleep (i.e. classified into sleep stages) at a laboratory for a sleep

research analysis with scores from the following three sources: (i) a built-in automated sleep

scorer that is the output of the EEG recording system itself (ii) annotations for a subset of

the recordings from a technician who is no longer available, (iii) an open source third party

tool for automated sleep scoring. We have three methods for sleep scoring: the recording

system, the technician and the open source tool. For none of these do we have any prior

knowledge of their reliability other than that they do better than random classification. This

an example of an ensemble classification problem: combining the output of multiple classifiers

to produce an accurate classification where some of the members (the recording system and

the technician) are not re-trainable.

Two types of existing methods that address the problem of ensemble clustering

with non-retrainable members were tested on an ensemble of six different artifact detection

methods each with classification accuracy < 91%. (i) Combination methods ([251]) that

combine the outputs of individual classifiers in some optimal way yielded an accuracy of

91%, and (ii) passive transformation methods, and in particular ones that assume there is an

uber expert available to provide adjudication on at least a small fraction of the samples which

can be used to train a machine learning algorithm yielded an accuracy of 93% when 10% of

randomly chosen training samples were classified by an expert and 94% with 70% training

samples. Considering the significant cost of labeling by an expert this is not very promising.

However, when the examples to be labeled by the expert were chosen carefully, even 17% of

labeled samples gave us accuracy 95.4%. This motivated us to consider the area of active

learning (AL) in which examples to be labeled by the expert are chosen carefully. By adapting

several existing AL algorithms to an ensemble setting, the resulting active transformation
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method yieled an accuracy of 94.5% with 10% labeled samples. We went on to consider

the following question: is it possible develop an active learning algorithm that can further

improve the classification accuracy of an ensemble ? This is precisely the subject of this

chapter.

4.3 Introduction

Active learning (AL) is a paradigm of machine learning based on the idea that

learning can be greatly improved if a learner is allowed to choose the data from which it

learns, as opposed to the traditional passive learning paradigm where examples are presented

to the learner (4.1). Intuitively, the advantage comes from the assumption that labeling of

data is often the most expensive operation in the learning process and thus overall cost can

be reduced if the learner is able to request only those labels that improve its learning ability.

AL is closely related to semi-supervised learning (SSL), where learner is able to learn from a

vast pool of unlabeled data in addition to a small number of labeled examples. AL goes one

step further in that it is able to determine which labels need to be acquired. While both SSL

and AL address the issue of expensive labeling, SSL makes use of information it can derive

from unlabeled instances by selecting instances with least ambiguity or most confidence,

whereas AL explores the unknown aspects of the unlabaled data and selects instances with

most ambiguity or least confidence [198, 90]. In other words, while SSL attempts to select

instances that are most representative, AL selects instances that are most informative[218].

AL has been an active area of research since the early 1990s though most AL algo-

rithms work well when data are separable (non-noisy). However, for non-separable (noisy)

data, some of these algorithms based upon generative base learners can do well if the noise

distribution is known but break down when the noise distribution is unknown, i.e. when

there is agnostic noise. In some such cases AL performs worse than passive learning. AL

that uses uncertainty sampling often fails on noisy data ([198, 4]) because the chosen active

samples are not always representative of the unlabeled dataset and the algorithm can become

overconfident about unexplored but representative regions. Several algorithms have been de-

veloped that balance the trade-off between ”informativeness” and ”representativeness” of the

sample chosen to be queried to obviate the problem of sampling bias inherent in uncertainty

based sampling. One class of problems uses SSL for the purpose of being able to exploit rep-

resentativeness of unlabeled data using a base SSL classifier. However, these algorithms are

applicable only in specific application contexts ([107, 169, 214, 218, 240, 34]), work with only
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Figure 4.1: The paradigms of (passive) supervised, (passive) semi-supervised, and active
learning. In (passive) supervised learning (solid black arrows), an examples are pre-selected
at random to be labeled by an expert that are then used as examples to train a learner.
In (passive) semi-supervised learning (black dashed arrow) the unlabeled samples are also
used to train a learner. In active learning (purple arrows) the learner determines a subset of
unlabeled examples to be be queried the expert to be used as its training examples.

specific base learners ([200, 196, 128, 76]), are computationally expensive ([200, 253, 103]) or

do not guarantee performance in noisy cases ([60, 61]). In fact, several of these approaches

showed no improvement in accuracy improvement over standard uncertainty based AL when

applied to our ensemble problem.

Current AL methods base the active selection current unclassified and labeled in-

puts. We have developed a low complexity algorithmic framework termed Output based

Active Selection (OAS) (Fig 4.6) that combines these inputs with predicted output to give

an informative active measure and improves accuracy in noisy cases, in particular ensemble

classification. Our idea starts with the observation that uncertain samples can often be noisy,

and so acquiring labels for them and retraining the classifier can actually make its prediction

worse. However, acquiring labels for such noisy samples may be obviated if the classifier’s

own output were also used in determining active samples. To make this intuition clear, con-

sider the scenario shown in a simple toy example in Fig 4.2. The best hypothesis (Fig 4.2,

right panel) shows one noisy data point (the red circle above the blue line). Starting with the

shown initial training samples, standard US-based AL queries a noisy data point based on

uncertainty which results in the classifier learning an inaccurate hypothesis in the subsequent

iteration. As shown in this example, after two iterations the learnt model will have misclassi-
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fied 6 out of 14 samples. However, in the case of OAS, the two most uncertain samples would

have the same predicted output, so instead the algorithm chooses to query two uncertain

samples with different predicted outputs resulting in no misclassification. While this exam-

ple is a bit contrived, it conveys the idea that by combining model prediction uncertainty

with actual predictions, the effect of querying of pathological samples can be mitigated.

(a) (b)

Figure 4.2: A toy example demonstrating OAS. (a) Bottom Three iterations of traditional
uncertainty based sampling (US) that uses only unlabeled features to determine active can-
didates. Solid green and red filled circles indicate already labeled samples, white circles are
unlabeled samples, blue solid line is the current learnt hypothesis, and shadowed white circles
are active candidates for the current iteration. Top Three iterations of output-based active
selection (OAS). In addition to the information used by US above, the current predicted out-
put (light green and red), is used to determine the active candidates. (B) The actual labels
(red and green) and the optimal hypothesis amongst the class of linear separators (blue line).

We developed algorithms OASL and OASSL on the aforementioned idea for both SL

and SSL base learners and outperformed state-of-the-art AL methods on simulated Gaussian

mixtures with and without agnostic nosie. We also developed adaptive versions (OASL-A,

OASSL-A) that switch to passive learning when it is detected that active querying is of no

additional help. Our implementation uses an E-M based classifier internally; this classifier is

intrinsically based on ensemble inputs. This makes our algorithms amenable to the problem

of ensemble clustering discussed in section 4.2. When applied to the problem of ensemble

classification for the EEG artifact detection, OASL-A demonstrated 97.5% accuracy which

outperforms all other methods we tried for this problem.
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While AL spans a diversity of application areas in natural language processing

[171] bioinformatics [107, 85] and even pedestrian detection [2] , applications to the areas

of biomedical signal processing are fairly limited. In [14, 188] AL was applied to seizure

detection using intracranial EEG where a standard margin based AL algorithm was applied

using an SVM base learner. To our knowledge the only application of AL for EEG artifact

labeling is in [139, 235] where features extracted from EEG using an AR model are fed to a

Query-based-committee (QBC) based active learning algorithm using support vector machine

with radial basis function kernel (SVM-RBF) as the base learner. This problem, however,

does not address our ensemble classification problem, and to our knowledge our approach is

the only one to address active learning for ensemble clustering.

4.4 Formulation and Base Model

4.4.1 Definitions

We formalize the different types of problems we will be addressing. For our purposes

we restrict our exposition to binary classification only. We are given a feature space X ⊆R
d,

a measurable set, and an output space Y = {0, 1}. Features are then represented by the

random variable X ∈ X and class (output) by Y ∈ Y. Let pXY (x, y) be the ( unknown) joint

distribution of (X,Y ) and pX(x) be the marginal density of X, and the set of hypotheses

H = {h : X → Y}. Technically we require h to be measurable.

Let C : Y × Y → R be a given loss function. For example, the 0 − 1 loss function

is C0(y, y
′) = Iy 6=y′ where IA denotes the indicator function over the set A. Then the Bayes’

optimal classifier is the hypothesis h∗ defined as

h∗ = argmin
h∈H

EX,Y [C(Y, h(X)]

where EX,Y denotes the expectation operator with respect to the probability measure pXY .

We will drop the subscript X,Y when there is no confusion. For C = C0 we get

h∗ = argmin
h∈H

Pr(h(X) 6= Y )

= argmax
y

pXY (x, y)

where Pr(A) above denotes the probability of set A with respect to the probability measure

pXY . For our binary classification task, one can injectively map any measurable h to a

measurable set G ⊆ X, h(x) = IG(x). Then the Bayes optimal classifier can be equivalently
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formulated in terms of the measurable set G∗

G∗ = arg min
G ⊆X

Pr(IG(X) 6= Y )

Since pXY is not known, one needs to form an estimate ĥ of h∗ that minimizes the excess

error in some specified subclass of hypotheses, where excess error is

ǫ(ĥ) = E(C(Y, ĥ(X))− E(C(Y, h∗(X))

Some definitions are as follows. In Supervised Learning (SL), the classifier ĥ is

constructed given L labeled samples L = {xj , yj}
L
j=1 where each (xj , yj) ∼iid pXY . This is

sometimes also known as passive learning. In Unsupervised Learning (UL), the classifier

ĥ is constructed given U unlabeled samples U = {xj}
U
j=1 where each xj ∼

iid pX . In the case of

Semi-Supervised Learning (SSL), the classifier ĥ is constructed given L labeled samples

L = {xj , yj}
L
j=1 and U unlabeled samples U = {xj}

U+L
j=L+1 where each (xj , yj) ∼iid pXY and

xj ∼iid pX . In Active Learning (AL) we are given U = {xj}
U
j=1 ∼iid pX and we select

L = {xj , yj}
L
j=1 to design ĥ where each xj in L is in U . Active learning where ĥ is designed

using both U and L is called Active Semi-supervised Learning (ASSL).

The problem of Ensemble Clustering (EC) is defined as follows. We are given

an unlabeled set U = {xj}
N
j=1 and the output of C classifiers (sometimes called weak classi-

fiers) for each sample j. The labels yj are unknown. This output for sample j is assumed to

be the 2-tuple (uj , vj) where uj ∈ Y is the “crisp label” output and 0 ≤ vj ≤ 1 is the “soft”

or “confidence” output (typically, classifier c′ s estimate of p(yj = 1|xj)). Then we define our

ensemble as the set E ={h1...hC} where each hc : U→ Y is defined by

hc(xj) = (uj , vj)

Note that ensemble members hc are defined on the domain U and not the entire feature

space X. This means that the weak classifiers can not be re-trained; this distinction will be

important for rest of our analysis. For instance, this means that several of standard ensemble

methods which can re-generate ensemble members are not applicable to our problem at hand.

The problem of Ensemble Clustering (EC) is to construct a hypothesis ĥ of h∗ given U and

E . A particular type of EC is Transformation-based EC where the problem is transformed

into an UL problem by defining x̃j = (h1(xj), ..., hC(xj), xj) and working on the transformed

space x̃j .

We are now ready to define Active Semi-supervised Learning for Ensem-

ble Clustering (ASSL-EC). Given U = {xj}
N
j=1 , ensemble E ={h1...hC}, an oracle O :
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X → Y that produces the true label yj for any sample j, and the maximum number K of

times the oracle can be queried for a label, we wish to (i) find a set of active samples

A ⊂ U with |A| ≤ K and (ii) construct a semi-supervised classifier ĥ that uses U\A as its

unlabeled set and L = {(xik , O(xik}
K
k=1 as the labeled set to predict label ŷj = ĥ(xj) for

xj ∈ U\A.

4.4.2 Bernoulli-Gaussian Mixture Model for Ensemble Learning

We describe the model that is used as the base learner in our algorithms. This model

is an example of a generative classifier, i.e. where pXY is estimated parametrically from

input data, given labeled examples {(xj , yj)}
L
j=1 , unlabeled features {xj}

L+U
j=L+1, {uj}

U
j=1 and

{vj}
U
j=1 where xj ∈ R

D, yj ∈ {0, 1}, uj ∈ {0, 1}K and vj ∈ R
K with the assumptions:

1. (xj , yj , uj , vj) are jointly iid , that is (xi, yi, ui, vi) ⊥ (xj , yj , uj , vj) for i 6= j

2. uj , vj are independent of xj

3. uj , vj are only component-wise dependent: ujk ⊥ vil, ujk ⊥ ujl, vjk ⊥ vjl for k 6= l.

4. xj distribution is a 2 component Gaussian mixture: (xj |yj = c) ∼ N(xj ;µc,Σc), c = 0, 1

5. Distribution of (uj , vj) are determined as follows. For c = 0, 1 and m = 0, 1, ( here

B(y;π) denotes a Bernoulli distribution with success probability π ):

(ujk|yj = c) ∼ B(ujk;πck)

(vjk|yj = c, ujk = m) ∼ N(vjk;λcmk, σ
2
cmk)

The above assumptions fully specify the joint distribution p(x, y, u, v) with parame-

ters, for c = 0, 1 as αc (mixture proportions), Σc ∈ R
d×d, µc ∈ R

d, πc ∈ [0 1], λc ∈ R
K×2, σc ∈

RK×2 where we have written (with slight notation abuse) λc as the matrix of elements

λcmk and σc as the matrix of elements σcmk. These parameters can be estimated by maxi-

mizing the likelihood of the data

L(x1...xL+U , u1..uL+U , v1..vL+U , y1, ..yL) = log
L∏

j=1

p(xj , uj , vj , yj)
L+U∏

j=L+1

p(xj , uj , vj)

using E-M with yj , j = L+ 1..L+ U as hidden data. We consider some special cases first.
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1. No Ensemble Data, Unsupervised (GMM): This is the simplest case where we

assume L = 0, {uj} = φ and {vj} = φ. This is the case of the well-known Gaussian mixture

model, and the E-M equations for this case is well known (see Online Supplemental Material).

The E-step is

Q(θ, θt) =
N∑

j=1

1∑

c=0

T
(t)
j,c

[
logαc −

1

2
log |Σc| −

1

2
(xj − µc)

TΣT
c (xj − µc)

]

where

T
(t)
j,c = p(yj = c|xj , θ

t) =
N(xj ;µ

(t)
c ,Σ

(t)
c )α

(t)
c

2∑

c=0

N(xj ;µ
(t)
c ,Σ

(t)
c )α

(t)
c

(4.1)

and the M-step is

µ(t+1)
c =

∑N
j=1 T

(t)
j,c xj∑N

j=1 T
(t)
j,c

(4.2)

Σ(t+1)
c =

∑N
j=1 T

(t)
j,c (xj − µ

(t+1)
c )((xj − µ

(t+1)
c )T

∑N
j=1 T

(t)
j,c

(4.3)

α(t+1)
c =

∑N
j=1 T

(t)
j,c∑1

c=0

∑N
j=1 T

(t)
j,c

(4.4)

We will also be interested in the case where Σc is block diagonal, as in:

Σc =




Σ1,c

...

ΣK,c




in which case the M-step for Σc is slightly modified to:

Σ
(t+1)
k,c =

∑N
j=1 T

(t)
j,c (xk,j − µ

(t+1)
k,c )((xk,j − µ

(t+1)
k,c )T

∑N
j=1 T

(t)
j,c

where xj = [x1,j x2,j ... xK,j ] and µj = [µ1,j µ2,j ... µK,j ].

2. No Ensemble Data, Semi-supervised (GMSS) In this case we have {uj} = φ and

{vj} = φ but L 6= 0. Let N = L+ U Using variables y = (yL+1...yL+U ) as hidden variables,

the E-M steps for estimation of parameters θ = (α, µ0,Σ0, µ1,Σ1) are as follows (details on

Online Supplemental Material). The E-step is

Q(θ, θt) =
N∑

j=1

1∑

c=0

γ
(t)
j,c

[
logαc −

1

2
log |Σc| −

1

2
(xj − µc)

TΣT
c (xj − µc)

]
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where with T
(t)
j,c as in (4.1) and

γ
(t)
j,c ==





I(yj = c) if 1 ≤ j ≤ L

T
(t)
j,c if L+ 1 ≤ j ≤ L+ U

(4.5)

The M-step is

µ(t+1)
c =

∑N
j=1 γ

(t)
j,cxj∑N

j=1 γ
(t)
j,c

(4.6)

Σ(t+1)
c =

∑N
j=1 γ

(t)
j,c(xj − µ

(t+1)
c )((xj − µ

(t+1)
c )T

∑N
j=1 γ

(t)
j,c

α(t+1)
c =

∑N
j=1 γ

(t)
j,c∑1

c=0

∑N
j=1 γ

(t)
j,c

The case of block diagonal variances is handled analogous to the unsupervised case. For

one of our AL implementations (importance-weighting) we will require the samples to have

weights w1...wN , in which case we need to minimize the weighted likelihood

log p(x, y|θ) =
N∑

j=1

wj log p(xj , yj |θ) (4.7)

All the above analysis remains the same and we get the same formulae (4.6) if we use wjγ
(t)
j,c

instead of γ
(t)
j,c. Note the weights need not be normalized because the formulae (4.6) are scale

invariant.

3. No Ensemble Data, Supervised (GMS) In this case {uj} = φ and {vj} = φ and

L = 0 . In this case we can still use the learning rules (4.5) and 4.6) and since γ
(t)
j,c does

not depend on t we algorithm reduces to the standard maximum likelihood estimation using

sample mean and sample variance for a multivariate Gaussian.

4. Ensemble Outputs Only - Unsupervised (BMM) In this case L = 0, {xj} = φ,

{vj} = φ. That is, we only have the binary ensemble outputs uj ∈ [0, 1]K . This case corre-

sponds to the standard transformation based clustering ensemble algorithm [251, 96, 169].

As before, estimation is done using E-M with {yj}
U
j=1 as hidden variables. The distribution is

specified as (uj |yj = c) ∼
K∏

k=1

B(ujk;µck) where B(x; p) is the standard Bernoulli distribution

i.e. B(x; p) = px(1 − p)1−x and for short-hand we write B(uj ;µc) =
K∏

k=1

µ
ujk

ck (1 − µck)
1−ujk .
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Then the parameters to be estimated are Θ = {αc, µc, c = 0, 1} where µc = {µc1, ...µcK} and

Σcαc = 1.The E-step in this case is

Q(θ, θt) =

N∑

j=1

1∑

c=0

T
(t)
j,c

[
logαc +

K∑

k=1

ujk logµck + (1− ujk) log(1− µck)

]
(4.8)

where, as before,

T
(t)
j,c = p(yj |uj , θ

t) =
B(uj ;µ

(t)
c )α

(t)
c

1∑

c=0

B(uj ;µ
(t)
c )α

(t)
c

and the M-step is

µ(t+1)
c =

∑N
j=1 T

(t)
j,c uj∑N

j=1 T
(t)
j,c

α(t+1)
c =

∑N
j=1 T

(t)
j,c∑1

c=0

∑N
j=1 T

(t)
j,c

5. Ensemble Outputs Only - Semi-Supervised (BMSS). In this case {xj} = φ,

{vj} = φ but L > 0. By analogy to the GMM case, the M-step becomes (E-step same as 4.8)

µ(t+1)
c =

∑N
j=1 γ

(t)
j,cuj∑N

j=1 γ
(t)
j,c

(4.9)

α(t+1)
c =

∑N
j=1 γ

(t)
j,c∑1

c=0

∑N
j=1 γ

(t)
j,c

where

γ
(t)
j,c ==





I(yj = c) if 1 ≤ j ≤ L

T
(t)
j,c if L+ 1 ≤ j ≤ L+ U

6. Ensemble Outputs Only - Supervised (BMS). As in the Gaussian case, the learn-

ing rules for BMSS (4.9) still apply, with U = 0 so that γ
(t)
jc does not depend on t and it

reduces to the standard MLE estimation of µ using sample mean and for that of α using class

proportion.

7. Ensemble Outputs and Features, Unsupervised, Independent Case (BGMMi).

Here we have L = 0 and we make the additional assumption that uj are independent of vj , xj .

Then, by writing x̃j = (vj xj) we have uj as a jointly Bernoulli mixture, and (vj xj) as a

jointly Gaussian mixture with block diagonal covariance. That is, (uj |yj = c) ∼ B(uj ;πc)
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and (x̃j |yj = c) ∼ N(xj ;µc,Σc) with Σc ∈ R(K+d)×(K+d)as block diagonal, with blocks of

size K and d. The parameters to be estimated are Θ = {αc, µc,Σc, πc} for c = 0, 1 . Here

µc ∈ RK+d and πc ∈ {0, 1}K . Since all variables are independent, the solution is similar to

the GM or Bernoulli cases with the E-step:

T
(t)
j,c = γ

(t)
j,c =

N(x̃j ;µc,Σc)B(uj ;µ
(t)
c )α

(t)
c

1∑

c=0

N(x̃j ;µc,Σc)B(uj ;µ
(t)
c )α

(t)
c

(4.10)

and the M-step:

π(t+1)
c =

∑N
j=1 γ

(t)
j,cuj∑N

j=1 γ
(t)
j,c

(4.11)

µ(t+1)
c =

∑N
j=1 γ

(t)
j,cx̃j∑N

j=1 γ
(t)
j,c

Σ(t+1)
c =

∑N
j=1 T

(t)
j,c (x̃j − µ

(t+1)
c )((x̃j − µ

(t+1)
c )T

∑N
j=1 T

(t)
j,c

α(t+1)
c =

∑N
j=1 γ

(t)
j,c∑1

c=0

∑N
j=1 γ

(t)
j,c

8. Ensemble Outputs and Features, Semi-supervised, Independent Case (BGMSSi)

As before, simply use the definition of γ
(t)
j,c as in (4.5) with T

(t)
j,c as defined in (4.10) and learning

rule (4.11).

9. Ensemble Outputs and Features, Supervised, Independent Case (BGMSi) As

before, simply use the definition of γ
(t)
j,c = I(yj = c) in the learning rule (4.11).

10. General Case (BGMM, BGMS and BGMSS) The definition of this case was at

the beginning of this section. Recall, that the parameters of interest here are: αc (mixture

proportions), for c = 0, 1, αc ,Σc ∈ R
d×d, µc ∈ R

d, πc ∈ [0 1], λc ∈ R
K×2, σc ∈ RK×2. We

write

p(uj , vj |yj = c) =
K∏

k=1

(
N(vjk;λc1k, σ

2
c0k)πck

)ujk
(
N(vjk;λc1k, σ

2
c0k)(1− πck)

)1−ujk

≡ NB(uj , vj ;λc, σc, πc)
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As before, writing

T
(t)
j,c = γ

(t)
j,c = p(yj |xj , uj , vj , θ

t)

=
NB(uj , vj ;λ

(t)
c , σ

(t)
c , π

(t)
c )N(xj ;µ

(t)
c ,Σ

(t)
c )α

(t)
c

1∑

c=0

NB(uj , vj ;λ
(t)
c , σ

(t)
c , π

(t)
c )N(xj ;µ

(t)
c ,Σ

(t)
c )α

(t)
c

the E step is

Q(θ, θt) = Ey|x,θt log p(x, y|θ)

=

N∑

j=1

1∑

c=0

T
(t)
j,c [logαc −

1

2
log |Σc| −

1

2
(xj − µc)

TΣT
1 (xj − µc) +

K∑

k=1

ujk

(
log πck −

1

2
log σ2

c0k −
1

2σ2
c1k

(vjk − λc0k)
2

)
+

K∑

k=1

(1− ujk)

(
log(1− πck)−

1

2
log σ2

c1k −
1

2σ2
c1k

(vjk − λc1k)
2

)
]

For the M step we can optimize per parameter, giving us the following

µ(t+1)
c =

∑N
j=1 γ

(t)
j,cxj∑N

j=1 γ
(t)
j,c

(4.12)

Σ(t+1) =

∑N
j=1 γ

(t)
j,c(xj − µ

(t+1)
c )((xj − µ

(t+1)
c )T

∑N
j=1 γ

(t)
j,c

α(t+1)
c =

∑N
j=1 γ

(t)
j,c∑1

c=0

∑N
j=1 γ

(t)
j,c

π(t+1)
c =

∑N
j=1 γ

(t)
j,cuj∑N

j=1 γ
(t)
j,c

λ
(t+1)
c0k =

∑N
j=1 γ

(t)
j,cujkvjk∑N

j=1 γ
(t)
j,cujk

; λ
(t+1)
c1k =

∑N
j=1 γ

(t)
j,c(1− ujk)vjk

∑N
j=1 γ

(t)
j,c(1− ujk)

σ
(t+1)
c0k =

∑N
j=1 γ

(t)
j,cujk(vjk − λ

(t+1)
c1k )2

∑N
j=1 γ

(t)
j,cujk

;σ
(t+1)
c1k =

∑N
j=1 γ

(t)
j,c(1− ujk)(vjk − λ

(t+1)
c2k )2

∑N
j=1 γ

(t)
j,c(1− ujk)

The semi-supervised case (BGMSS), in analogy with the previous cases, use the learning rule

(4.12) replacing γ
(t)
j,c as in (4.5) and in the weighted case using wjγ

(t)
j,c instead of γ

(t)
j,c. And in

the supervised case (BGMS) use (4.12) replacing γ
(t)
j,c with I(yj = c).
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4.5 Existing Methods For Active Learning

This section reviews some existing AL algorithms that we evaluated. These al-

gorithms are batch pool-based ([198]) that is, where are given the entire pool of unlabeled

examples to choose from instead of a streaming sequence of examples and samples are chosen

iteratively for active labeling in batches. Only algorithms that were readily adaptable to E-M

base learners for purposes of Gaussian mixture classification were evaluated. Thie excludes

several classes of algorithms such as expected model change, expected gradient length ([198])

and multi-view based ([252, 168, 230]). Hierarchical clustering ([60, 15]) is also not evaluated

as it is known not to perform well in the presence of gnostic noise. For convenience, we

categorize the evaluated algorithms into (i) selection based. (ii) committee based and (iii)

importance weighted.

Selection Based AL Algorithms

A generic active learning algorithm is shown in 1, and a single iteration depicted

in Fig 4.3. Here a base learner Learn, which can be supervised or semi-supervised, returns

a trained model θ∗ that is then used to determine what samples to actively query via a

selection criterion Select. The labels returned by the Oracle for the selected samples are

used as labeled examples to train the base learner in the next iteration. The different Select

methods used are the following:

1. Uncertainty: For base learners (such as GMM, GMS) where the trained model θ has

a classification rule based upon posterior probability pθ(y|x) for a given sample x and

the posterior probability is also an output of the model (in addition to the crisp label

for the class), we can use a likelihood based uncertainty. That is, for a given sample

x if the classification rule is

ŷ = arg max
y∈{0,1}

pθ(y|x) (4.13)

then the samples xi1 ...xiB for active labeling are given by (B is the batch size)

i1 = argmin
j

pθ(ŷ|xj)

ik = arg min
j 6=i1...ik−1

pθ(ŷ|xj) for k = 2...B

2. Margin: For base learners (such as SVM) where the model θ is computed in the

form of a decision boundary in the feature space, the samples that are furthest away
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from the optimal decision boundary are selected as active samples. More formally (see

[110, 107, 129]), θ∗(x) = sgn(f∗(x)) where f∗, the optimal decision function, is obtained

using training samples {xj , yj}
L
j=1 as:

f∗ = arg min
f∈HK

λ

2
‖f‖2HK

+
L∑

j=1

l(yj , f(xj)) (4.14)

where HK is the Hilbert space reproduced by a kernel function K : Rd × R
d → R, λ is

a regularization parameter and l(·, ·) is a loss function. For example, if a kernel SVM

is used, then f is the hyperplane function of the form f(x) =
∑L

j=1 αiK(x, xj), and l

is the hinge loss l(u, v) = max(0, 1− uv) function. In this case |f∗(xj)| is the distance

of xj from the optimal decision boundary. A simple margin selection rule is then

i1 = argmin
j

|f∗(xj)|

ik = arg min
j 6=i1...ik−1

|f∗(xj)| for k = 2...B

Other margin based selection rules such as min-max margin, ratio margin ([216]) are

also possible but we have not implemented those.

3. Minimum Expected Error: Samples which minimize the expected prediction error

of the trained model θ∗are selected or active querying. We evaluated the Manifold

Adaptive Experimental Design (MAED) algorithm (See [34] for details) that works for

a manifold learning (ML) based learner..

4. Information Density (Similarity): Information Density of the unlabeled samples

is defined as ([200])

φ(x) =
1

U

L+U∑

j=L+1

sim(x, xj) (4.15)

and a function (of the form φβ) is multiplied with the uncertainty (4.13) or margin

function (4.14). We have used a cosine based similarity ([200]):

sim(x, xj) =
〈x, xj〉

‖x‖ ‖xj‖
(4.16)

Based upon the combinations of various Learn and compatible Select functions we

have tested the algorithms listed in Table 4.5.
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Learn 

L

θ* Select 

U

Acve 

Samples 

(x1...xB) 

Oracle 

Acve 

Labels 

(x1,y1…xB,yB) 

(Semi-)Supervised Active Learning 

Figure 4.3: Schematic of a single iteration of a generic selection-based active learning algo-
rithm. U is the unlabeled set, L is the labeled set, θ∗ is the trained model. The red arrow
from U to the Learn module is present in the semi-supervised case only. See algorithm 1.

Table 4.1: Selection based AL algorithms. Learn column is base learner and Select is
the selection strategy used by the algorithm. text. Modulation by information density (4.15)
is shown as ”x Sim” alongside with the base strategy. We have included “Random” as a
Select type in order to include passive learning in the list of algorithms that are tested. The
Type column categorizes each of the algorithms as: A-SL (active supervised), A-SSL (active
semi-supervised), P-SL (passive supervised) and P-SSL (passive semi-supervised).

Learn  Select  Algorithm Name  Type 

GMS  Uncertainty  Acve‐SL  A‐SL 

GMSS  Uncertainty  Acve‐SSL  A‐SSL 

SVM‐RBF  Margin  Acve‐Margin‐SL  A‐SL 

ML  Min Expected Err  MAED  A‐SSL 

GMS  Uncertainty x Sim  Acve‐SL‐SIM  A‐SL 

GMSS  Uncertainty x Sim  Acve‐SSL‐SIM  A‐SSL 

SVM‐RBF  Margin x Sim  Acve‐Margin‐SL‐SIM  A‐SL 

GMS  Random  Passive‐SL  P‐SL 

GMSS  Random  Passive‐SSL  P‐SSL 

Disagreement Based AL Algorithms

A generic disagreement based algorithm, sometimes also referred to as Query-By-

Committee (QBC) ([1, 90, 158, 169]) is shown in 2, a single iteration of which is depicted in Fig

4.4. Here an ensemble of base learners, each of which can be supervised or semi-supervised,

are trained. A measure of disagreement between the trained models,Disagree, on the set of
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Algorithm 1: Generic Active Learning Using a SL (SSL) Base Learner

Given: Labeled set L = {xj , yj}
L
j=1, Unlabeled set U = {xj}

L+U
j=L+1, Batch size

B, Total number of active labels K

1 repeat

2 θ∗ = Learn(L,U) ; // learn model using current L,U

3 (xi1 ...xiB ) = Select(θ∗,U) ; // select B informative samples

4 ( yi1 ...yiB ) = Oracle(xi1 ...xiB) ; // query oracle for labels

5 L = L ∪ {(xi1yi1) ... (xiK , yiK )} ; // update labeled set

6 U = U \ (xi1 ...xiB} ; // update unlabeled set

7 until K unique active labels obtained ;

8 return θ∗, L, U ;

unlabeled samples is used to determine which samples to actively query. Different flavors of

the algorithm are possible, depending upon the type of ensemble method, the base learner,

and the disagreement method (Table 4.2). We used only the bagging ensemble technique

though others such as boosting ([1] and sampling ([90, 158, 169]) are possible. Sometimes

when using bagging instead of sampling, this method is termed Query-By-Bagging (QBB)

instead of Query-By-Committee (QBC).For our data sets, we only test with GMS and GMSS

base learners. The Disagree methods we tested are count, vote entropy and Kullback-Leibler

divergence [199] In addition, the disagreement methods were optionally modulated using

information density (4.15,4.16).

Importance Weighted AL Algorithms

An algorithm adapted from Importance Weighted Active Learning (IWAL) ( [24,

248]) and Unbiased pool based active learning (UPAL) [95, 94] for GMS and GMSS base learn-

ers is shown in 3, a single iteration of which is depicted in Fig 4.5. The WLearn method is the

base learning method for weighted samples (4.7). The function QueryProbability computes a

distribution Pt on unlabeled samples U for the tth iteration as:

Pt(xj) =
1

Utκ
+ (1−

1

tκ
)

H(ηt(xj)∑L+U
j=L+1H(ηt(xj))

(4.17)

where ηt(x) = pθt(ŷ = 1|x), pθt(ŷ|x) is the likelihood output of the trained base learner

θt at iteration t, H(p) = −(p ln(p) + (1 − p) ln(1 − p)) and κ = 1
2 ([95]). We call the two
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L
Disagree 
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(x1...xB) 

Oracle 

Acve 

Labels 

(x1,y1…xB,yB) 

Query-By-Committee (Semi-)Supervised 

θ*1

LearnerK   

Learner1   



 

 

 

 

 

Ensemble 

θ*k

Figure 4.4: Schematic of a single iteration of QBC AL algorithm. U is the unlabeled set, L
is the labeled set, Learners1 · · ·LearnersK are base learners in the ensemble and θ∗1 · · · θ

∗
k.

their trained models. The red arrow from U to the individual learners is present in the SSL
case only. See algorithm 2

Table 4.2: Disagreement-based AL algorithms Ensemble is the ensemble creation
method, Learner is the base learner type in the ensemble, Disagree is the disagreement
method. Modulation by information density (4.15) is shown as ”x Sim” alongside with the
base method. Type column is as in Table 4.5

Ensemble  Learner  Disagree  Name  Type 

Bagging  GMS  Count  Acve‐QBB‐SL‐Count  A‐SL 

Bagging  GMSS  Count  Acve‐QBB‐SSL‐Count  A‐SSL 

Bagging  GMS  KL Divergence  Acve‐QBB‐SL‐KL  A‐SL 

Bagging  GMSS  KL Divergence  Acve‐QBB‐SSL‐KL  A‐SSL 

Bagging  GMS  Vote Entropy  Acve‐QBB‐SL‐VE  A‐SL 

Bagging  GMSS  Vote Entropy  Acve‐QBB‐SSL‐VE  A‐SSL 

Bagging  GMS  Count x Sim  Acve‐QBB‐SL‐Count‐Sim  A‐SL 

Bagging  GMSS  Count x Sim  Acve‐QBB‐SSL‐Count‐Sim  A‐SSL 

Bagging  GMS  KL Divergence x Sim  Acve‐QBB‐SL‐KL‐Sim  A‐SL 

Bagging  GMSS  KL Divergence x Sim  Acve‐QBB‐SSL‐KL‐Sim  A‐SSL 

Bagging  GMS  Vote Entropy x Sim  Acve‐QBB‐SL‐VE‐Sim  A‐SL 

Bagging  GMSS  Vote Entropy x Sim  Acve‐QBB‐SSL‐VE‐Sim  A‐SSL 
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Algorithm 2: Generic QBC Using SL (SSL) Base Learners

Given: Labeled set L = {xj , yj}
L
j=1, Unlabeled set U = {xj}

L+U
j=L+1, Batch size

B, Total number of active labels K

1 repeat

2 (Learner1, ... ,LearnerK) = GenerateEnsemble(L) ;

3 for k = to K do

4 θ∗k = Learnerk(L,U) ; // train using current L,U

5 end

6 (xi1 ...xiB ) = Disagree(θ∗k, · · · , θ
∗
k,U) ; // get B samples

7 ( yi1 ...yiB ) = Oracle(xi1 ...xiB) ; // query oracle for labels

8 L = L ∪ {(xi1yi1) ... (xiK , yiK )} ; // update labeled set

9 U = U \ (xi1 ...xiB ) ; // update unlabeled set

10 until K unique active labels obtained ;

11 θ∗ = Learn(L,U) ; // train model using final L,U

12 return θ∗, L, U ;

importance weighted algorithms that use GMS and GMSS as base learners Active-IW-SL

and Active-IW-SSL respectively.

4.6 Existing Methods For Ensemble Clustering

The following combination and transformation-based ensemble clustering methods

([251]) are evaluated.

4.6.1 Combination Based Methods for EC

Given crisp label outputs h1(x)...hK(x) ∈ {0, 1} and soft outputs v1(x)...vK(x) ∈

[0, 1] (as described above) from K weak classifiers in the ensemble, these algorithms combine

these outputs to generate the classifier h∗(x) in one of several ways:

1. Crisp Voting Methods: In this case a decision rule of the form

h∗(x) =





1 if F (h1(x), ..., hK(x)) ≥ 1
2

x otherwise

92



Chapter 4: Active Learning for Ensemble Clustering: EEG Epoch Classification

WLearn 

L

θ* QueryProbability 

U

Acve 

Samples 

(x1...xB) 

Oracle 

Acve 

Labels 

(x1,y1…xB,yB) 

Importance-Weighting (Semi-)Supervised 

Importance 

Weights 

(w1…wB) 
W

Sample 

Figure 4.5: A single iteration of an importance weighting algorithm. U is the un-
labeled set, L is the labeled set, W are the importance weights and θ∗ is the trained model
from WLearn using current labels and weights. QueryProbability is used to determine active
samples and weights (4.17) The red arrow from U to the individual learners is present in the
SSL case only. See algorithm 3.

is used. InMajority Voting (MV) F (h1(x), ..., hK(x)) = 1
K

∑K
k=1 hk(x). InWeighted

Voting (WV-1) F (h1(x), ..., hK(x)) =
∑K

k=1wkhk(x) where weights w1, ..wK are

assigned using wk = αk∑K
k=1 αk

while in Weighted Voting (WV-2) the weights are

wk ∝ αk

1−αk
. Here the the accuracy rate αk of classifier k is determined using all labeled

samples {xj , yj}
L
j=1.

2. Soft Voting Methods. Here the soft labels are combined using an averaging function

F (v1, ...vK)

h∗(x) =





1 if F (v1(x), ..., vK(x))) ≥ 1
2

x otherwise

Depending on the averaging function, we get different algorithms. F can be the arith-

metic mean (SVavg), median (SVmed), maximum (SVmax), minimum (SVmin),

harmonic mean (SVhar) and weighted arithmetic mean (SWVavg).

3. Decision Profile Based Methods. Two methods, Decision Template Method

(DT) andDempster-Schafer Method (DS) make use of the decision profile DP (x) =[
v1(x) v2(x) ... vK(x)

]
for instance x. These methods are reviewed in ([189, 180])

and also described in the Online Supplemental Material. We also used a slightly modi-
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Algorithm 3: Importance Weighting for Generative SL (SSL) Base Learners

Given: Labeled set L = {xj , yj}
L
j=1, Unlabeled set U = {xj}

L+U
j=L+1, Batch size

B, Total number of active labels K

1 t = 1, W (xj) = 1 ; // Initialize counter and weights

2 repeat

3 θ∗ = WLearn(L,U ,W) ; // use current L,U and weights

4 Pt = QueryProbability(θ∗,U) ; // compute distribution on U

5 (xi1 ...xiB ) =Sample(pt, B) ; // sample B points

6 ( yi1 ...yiB ) = Oracle(xi1 ...xiB) ; // query oracle for labels

7 for k = to B do

8 W (xik) = 1/Pt(xik) ; // update weights

9 end

10 L = L ∪ {(xi1yi1) ... (xiK , yiK )} ; // update labeled set

11 U = U \ (xi1 ...xiB ) ; // update unlabeled set

12 t ← t+ 1;

13 until K unique active labels obtained ;

14 return θ∗, L, U ;

fied Decision Template method (DT-2) with additional crisp labels added to the deci-

sion profile, DP (x) =
[
v1(x) v2(x) ... vK(x) h1(x) h2(x) ... hK(x)

]
.

4. Behavior Knowledge Space Method (BKS). This is a simple learning rule where

the most frequent output y for a particular combination of ensemble outputs h1...hK

during training is chosen as the final output on a testing sample ([69]).

4.6.2 Transformation Based Methods for EC

In transformation based methodsthe crisp h1...hK and/or soft outputs v1...vK from

classifiers are used as inputs to a meta-classifier. Depending on the meta-classifier and the

input type, we get different concrete methods summarized in Table 4.3.
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Table 4.3: Transformation Based EC Methods. Method names are based upon the
combination of meta-classifier (rows) and input types (columns) used. hk, vk are the crisp
and soft weak classifier outputs, x are the input features. SVM-RBF is support vector
machine using radial basis function kernel, LDISCR is linear discriminant method and ML
is manifold learning. Other meta-classifiers are as described in the Section 4.4.2. Not all
combinations above are possible, for example, as not all classifiers accept all input types.

h1..hK v1..vK h1..hK , v1..vK h1..hK , v1..vK , x

BMM BMM-EC - - -

BMS BMS-EC - - -

BMSS BMSS-EC - - -

GMM - GMM-EC - -

GMS - GMS-EC - -

GMSS - GMSS-EC - -

BGMM - - BGMM-EC BGMM-EC-F

BGMS - - BGMS-EC BGMS-EC-F

BGMSS - - BGMSS-EC BGMSS-EC-F

SVM-RBF SVM-I SVM-S SVM-EC SVM-EC-F

LDISCR DISCR-I DISCR-S DISCR-EC DISCR-EC-F

ML - ML-S ML-EC ML-EC-F

4.7 New Algorithms For Active Learning

4.7.1 Output-based Active Selection (OAS)

The basic building block for OAS based algorithms is shown in Fig 4.6. The original

features and outputs - both crisp labels and soft output - from the learnt classifier are used

as inputs to a BGMM classifier; the posterior probability of the classified output from this

meta-classifier are then used as a measure of sample uncertainty (Algorithm Output based

Active Selection ) Our algorithm internally uses a BGMM classifier, but in practicality it

must match the base learner (classifier) type. Variations where BGMS or BGMSS are used

instead are also explored in the Results section.

4.7.2 Output-based Active Learning (OASL and OASSL)

An active learning algorithm based upon OAS is shown in Algorithm 4. A single

iteration of this algorithm (Fig 4.7) is very similar to the generic AL algorithm (Fig 4.3) with
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the Select block replaced by an OAS block. Versions of the algorithm based on GMSS and

GMSSL base learners are abbreviated OASL and OASSL respectively.
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Figure 4.6: Output based Active Selection (OAS). Building blocks for standard uncer-
tainty based active selection (US) (top) and OAS (bottom). “Classifier” is a trained model
and U is the unlabeled samples. In US, the classifier’s own confidence is used for active selec-
tion and in OAS, both output and confidence of the classifier are used as additional features
into BGMM classifier whose posterior probability is then used for active selection.

4.7.3 Adaptive Output-based Active Learning (OASL-A and OASSL-A)

A version of OAS that we call OAS-A outputs both confident samples and active

samples (Function Adaptive Output based Active Selection ). The idea is that when there

is no significant improvement in confidence of most confident outputs, OAS adds no value

in determining active samples. Algorithms OASL-A and OASSL-A maintain a history of

confident samples across iterations and compare it with the confident sample output from

OAS-A for the current iteration to determine when to stop using OAS-A to select active

samples (Fig 4.8). These algorithms current switches to either standard uncertainty based

sampling or random sampling once this condition is reached. Variations where the active

learner switches to other methods of selection (such as information density based, random

sampling, etc.) are possible but have not been tested at present. OAS-A also differs from

OAS in that the active samples are determined out of all labeled as well as labeled samples
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Function Output based Active Selection(OAS)

1 Function OAS(θ∗,L,U , B)

Input: Trained classifier θ∗, labeled set L = {xj , yj}
L
j=1 , unlabeled set

U = {xj}
L+U
j=L+1, batch size B

Output: Active sample set {xi1 ...xiB} of size B

2 for all samples j do

3 (ŷj , vj) = θ∗ (xj); // get crisp & soft classifier output

4 end

5 for labeled samples j do

6 ŷj = yj ;

7 end

8 θ∗BGM = BGMM({ŷj}
N
j=1 , {vj}

N
j=1 , {xj}

N
j=1) ; // train BGMM

9 for all unlabeled samples j do

// get output & posterior probability of output

10 (zj , p (zj)) = θ∗BGM (ŷj , vj , xj , )

11 end

12 Pick {xi1 ...xiB} ⊂ U with smallest
∣∣p (zj)− 1

2

∣∣ ;
13 return (xi1 ...xiB );

Algorithm 4: Output based Semi-Supervised Active Learning

Given: Labeled set L = {xj , yj}
L
j=1, Unlabeled set U = {xj}

L+U
j=L+1, Batch size

B, Total number of active labels K

1 repeat

2 θ∗ = Learn(L,U) ; // learn model using current L,U

3 {xi1 ...xiB} = OAS(θ∗,L,U , B) ; // select B informative samples

4 { yi1 ...yiB} = Oracle(xi1 ...xiB) ; // query oracle for labels

5 L = L ∪ {(xi1yi1) ... (xiK , yiK )} ; // update labeled set

6 U = U \ {xi1 ...xiB ) ; // update unlabeled set

7 until K unique active labels obtained ;

8 return θ∗, L, U ;

and not just unlabeled samples. The algorithms OASL-A and OASSL-A adaptively change

the batch size B and confident output size C requested from OAS-A. Currently these are
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is the labeled set, θ∗ is the trained model. BGMSS is the E-M based classifier used internally
by OAS. Select is implemented in OAS by uncertainty sampling on BGMSS output. The red
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based upon parameters α, β and t0 of the sigmoidal functions defined below. At iteration t,

B(t) = N

(
b0 + b1

eβ(t−t0)

1 + eβ(t−t0)

)
(4.18)

C(t) = N

(
1− c0 − c1

e−α(t−t0)

1 + e−α(t−t0)

)

where N is the total number of samples, b0, b1, c0, c1 are constants that are fixed for our

algorithms at b0 = 0.008, b1 = 0.012, c0 = 0.12, c1 = 0.43. The constants control rate of

convergence, and hence the total number of iterations desired, and were chosen heuristically

based upon algorithm accuracy against simulated data sets. The parameters α, β are pro-

vided by the user, and the effect of them on the overall performance of the algorithms is

discussed in the results. In a future implementation, these will be internally adjusted by the

algorithm. The algorithms OASL-A and OASSL-A are fully described in Algorithm 5.
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Function Adaptive Output based Active Selection(OAS-A)

1 Function OAS-A(θ∗,L,U , B)

Input: Trained classifier θ∗, labeled set L = {xj , yj}
L
j=1 , unlabeled set

U = {xj}
L+U
j=L+1, batch size B, confident output size C

Output: Active sample set A of size B,

Confident output set C of size C

2 for each sample j do

3 (ŷj , vj) = θ∗ (xj); // get crisp & soft classifier output

4 end

5 for each labeled sample j do

6 ŷj = yj ;

7 end

8 θ∗BGM = BGMM({ŷj}
N
j=1 , {vj}

N
j=1 , {xj}

N
j=1) ; // train BGMM

9 for each samples j do

// get output & posterior probability of output

10 (zj , p (zj)) = θ∗BGM (ŷj , vj , xj , )

11 end

12 Pick {i1 · · · iB} with smallest
∣∣p (zi)− 1

2

∣∣ ;
13 Pick {l1 · · · lC} with largest

∣∣p (zl)− 1
2

∣∣ ;
14 return A = {xi1 ...xiB} and C = {(xl1 , ŷl1) · · · (xlC , ŷlC )};

4.8 New Algorithms for Ensemble Clustering

4.8.1 OAS-based Active Learning for EC

Our techniques OAS and OAS-A are easily adaptable to ensemble inputs, since the

BGMM model takes as input the output of another classifier. So it is possible to augment this

input with outputs from other classifiers, including an ensemble. This concept facilitates use

of OASL/OASSL and OASL-A/OASSL-A for EC (Fig 4.9). The EC algorithm based upon

OASL is depicted in Algorithm 4.9 which we call OASL-EC in which supervised ensemble

base learners are used. The corresponding algorithm with semi-supervised base learners

(used internally by the algorithm) is called OASSL-EC. The algorithm shown uses OASL

instead of OASLA for simplicity but adaptive versions (OASLA-EC, OASSLA-EC) were

also implemented. The implementation is free to choose specific base learners that are used
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Algorithm 5: Adaptive Output based Active (Semi-)Supervised Learning

(OASSL-A)

Given: Labeled set L = {xj , yj}
L
j=1, Unlabeled set U = {xj}

L+U
j=L+1, Total

number of active labels K, Parameters α, β

1 Initialize Confident output C = ∅, Active Set A = ∅ ;

2 t ← 0 ;

3 repeat

4 θ∗ = Learn(L,U) ; // learn model using current L,U

5 Compute Bt, Ct using α, β and (4.18) ;

6 ({xi1 ...xiB}, {(xl1 ŷl1) ... (xlC , ŷl1)}) =OAS-A(θ
∗,U ,L, Bt, Ct) ;

7 { yi1 ...yiB} = Oracle(xi1 ...xiB) ;

8 A = A ∪ (xi1 ...xiB ) ;

9 C = C ∪ {(xl1 ŷl1) · · · (xlC , ŷl1)} ;

10 L = L ∪ {(xi1yi1) · · · (xiK , yiK )} ;

11 U = U \ {xi1 ...xiB} ;

12 t ← t+ 1;

13 until K = |A| or no change in |C|;

14 if |A| < K then

15 U = U \ C ;

16 K = K − |A| ;

17 Continue with Random Selection AL for L,U ,K,B ;

18 end

19 return θ∗, L, U ,, C;

internally by the algorithm but we chose SVM-RBF, LDISCR and GMS as the specific base

learners in our implementation that was tested against real artifact ensemble data. The

algorithm makes use of the ensemble version OASEns of the single classifier OAS version,

which takes in multiple trained classifiers θ∗1...θ
∗
E as inputs (Function Ensemble Output based

Active Selection ). The OASL-EC algorithm calls OASEns with the trained base learners

along with the given ensemble classifiers. Note that the ensemble classifiers are assumed to

be not re-trainable, i.e. members h1...hK of the ensemble always return the same output for

a given input.
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4.8.2 Uncertainty-based Active Learning for EC

In a manner analogous to OAS based EC algorithms, we also implemented Active-SL

and Active-SSL based EC algorithms, that use selection based active sampling. A schematic

is shown in Fig 4.10

4.8.3 Disagreement-based Active Learning for EC

In order to compare performance of use of OASL for EC, we formulated active

versions of the supervised and semi-supervised transformation based methods listed in Table

4.3. While none of the individual methods for these are novel, to our knowledge AL has

not been previously applied to our particular problem of EC. We have implemented active

versions of these transformation based methods using disagreement method: samples for

which the ensemble members disagree the most (using vote entropy) are chosen as active

samples for querying. Based upon each supervised/semi-supervised transformation method of

Table 4.3 becomes an active ensemble clustering algorithm, and is called by the transformation

algorithm name with an ”A” suffix for ”active”. For example, active version of ML-EC will
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Function Ensemble Output based Active Selection(OAS)

1 Function OASEns(θ∗1 · · · θ
∗
K ,L,U , B)

Input: Trained classifiers θ∗1 · · · θ
∗
K , labeled set L = {xj , yj}

L
j=1 ,

unlabeled set U = {xj}
L+U
j=L+1, batch size B

Output: Active sample set {xi1 ...xiB} of size B

2 for each sample j do

3 for each classifier k do

4

(
ŷ
(k)
j , vkj

)
= θ∗k (xj); // get crisp & soft classifier output

5 end

6 end

7 for each labeled sample j and each k do

8 ŷ
(k)
j = yj ;

9 end

10 Define ŷj :=
(
ŷ
(1)
j · · · ŷ

(K
j

)
, vj :=

(
v
(1)
j · · · v

(K)
j

)
;

11 θ∗BGM = BGMM({ŷj}
N
j=1 , {vj}

N
j=1 , {xj}

N
j=1) ; // train BGMM

12 for each unlabeled samples j do

// get output & posterior probability of output

13 (zj , p (zj)) = θ∗BGM (ŷj , vj , xj , )

14 end

15 Pick {xi1 ...xiB} ⊂ U with smallest
∣∣p (zj)− 1

2

∣∣ ;
16 return (xi1 ...xiB );

be called ML-EC-A. Note that while several ensemble active learning algorithms exist in

the literature (see [252, 84, 142, 90, 1, 158]) these assume that the ensemble is re-trainable,

an assumption that is not valid for our purposes.

In the case of ML-EC another active selection method was tested, this was based a

method where uncertainty is computed from the posterior probability of a clustering BGMM

that takes in both input features and ensemble outputs as inputs. We call this method ML-

EC-A-GM. Similarly, ML-EC-F-A-GM was tested where the same BGMM based active

selection. We did not find any improvement when using this active selection on transformation

methods other than ML based, so they are not reported.
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Algorithm 6: OASL Based Ensemble Clustering (OASL-EC)

Given: Unlabeled feature set U = {xj}
N
j=1, Fixed (untrainable) ensemble

models (h1 · · ·hC), Batch size B, Total number of active labels K

Choose: L base learners Learner1 · · · LearnerL

1 , Initialize L = ∅ ;

2 repeat

3 for l = to L do

4 θ∗l = Learnerl(L) ; // train l’th base model

5 end

6 {xi1 ...xiB} = OASEns(θ∗1 · · · θ
∗
L, h1 · · ·hC ,L,U , B)

7 { yi1 ...yiB} = Oracle(xi1 ...xiB) ; // query oracle for labels

8 L = L ∪ {(xi1yi1) ... (xiK , yiK )} ; // update labeled set

9 U = U \ {xi1 ...xiB ) ; // update unlabeled set

10 until K unique active labels obtained ;

11 θ∗ =Learner1(L) ; // train one learner with final L

12 ;

13 for each sample j do

14 ŷj = θ∗ (xj) ;

15 end

16 return {ŷj}
N
j=1;
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4.9 Experiments

4.9.1 Noisy Gaussian Mixture Data Sets

We use the following generated noisy Gaussian mixtures to evaluate how OAS based

AL compares with existing methods for binary classification on noisy and non-separable data.

1. Synthetic Problem I (SP-I): A mixture of two Gaussian components is generated

in 2-D space with N0 = 1000 points sampled from the first component of the mixture

(c = 0) and N1 = 500 from the second component (c = 1) (Fig 4.9.1(a)). This example

is non-separable with high degree of non-agnostic noise. The exact values used for mean

and covariances for the mixtures appear in the Online Supplemental Material.

2. Synthetic Problem II (SP-II): A mixture of two Gaussian components in 2-D space

with N0 = 5000 and N1 = 2500 (Fig 4.9.1(b)) is also non-separable but lower noise than

SP-I. The exact values used for mean and covariances for the mixtures appear in the

Online Supplemental Material.

3. Synthetic Problem III (SP-III): A mixture of three Gaussians (adapted from [240])

was used (Fig 4.9.1(c)). Standard uncertainty based AL algorithms fail to perfom the

binary classification correctly on this example. To generate data for this example,

N1 = 400, N2 = 100, N3 = 300 points are sampled from mixtures c = 1, 2, 3 respec-

tively. Points from the mixtures c = 1, 3 are assigned labels “0” and “1” respectively,

and remaining points are assigned random labels. This is an example containing both

agnostic and non-agnostic noise. The exact values used for mean and covariances for

the mixtures appear in the Online Supplemental Material.

4. Synthetic Problem IV (SP-IV): Two multi-variate (31-dimensional) normal dis-

tributions were fitted to non-artifactual and artifactual epochs of real EEG data (Sec-

tion 4.9.2). Then N0 = 5800 samples were sampled from the first distribution and

N1 = 2900 from the second. These values correspond roughly to the actual number of

non-artifactual and artifactual epochs. Then noise that is uniformly distributed over

[−η η]d (d = 31) was added to each sample of the mixture. Here η corresponds to the

noise rate. A scatter plot of the first two principal components of generated data is

shown for η = 0 and η = 0.3 in Fig 4.9.1.
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(b) SP-IV,η = 0.3

Figure 4.12: Scatter plot of the first two principal components of the 31 dimensional synthetic
data (two Gaussian mixture) in Problem SP-IV. (a) Noise rate η = 0 (b) Noise rate η = 0.3

4.9.2 EEG Artifact Data

EEG data were collected from inpatient studies of healthy young individuals . Data

from the KDT portions during wake were used. EEG electrodes were placed useing the 10-20

system at the midline locations Fz-Cz-Pz-Oz. 2s epochs marked by an RPSGT as artifacts

were discarded, resulting in a total of 41.4h worth of 6-channel data (a total of 74552 epochs
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from 9 individuals). Remaining data were analyzed on an epoch by epoch basis and a 31-

dimensional feature vector was obtained for each epoch. Six different automatic artifact

detection methods were employed as described below. Each method outputted, per epoch,

(i) a binary value indicating if the epoch was classified as one containing an artifact, (ii) a

non-negative real valued confidence value for the classification. For 8700 out of the 74552

epochs, exact determination of whether the epoch is artifactual or not was done manually

by careful visual inspection and consultation with another RPSGT. The automated artifact

detection methods comprise an ensemble, and this subset of 8700 epochs was used to test EC

algorithms.

Feature Sets. The EEG signal z(t) for an epoch 0 ≤ t ≤ T of T = 2s is analyzed using

the CSSR algorithm (Chapter 3) with sparsity level of 2 to give the sparse vector v(c) for

channel c and sparse representation z̃(c)(t) = Hv(c) where H is the dictionary. In addition,

the CSSR algorithm also returns a scalar q(c) representing the quality of the representation

(a measure of the error in sparse representation). A resulting feature vector comprises of, for

each channel c, (i) the two largest components
∣∣∣v(c)1

∣∣∣ ,
∣∣∣v(c)2

∣∣∣ of v(c) (ii) mean m(c) of
∣∣z(c)(t)

∣∣

over 0 ≤ t ≤ T (iii) mean of
∣∣z̃(c)(t)

∣∣ over 0 ≤ t ≤ T (iv) q(c), and the correlation coefficient

rbetween the Fz and VEOG channels. Using 6 channels, this gives a 31-dimensional feature

vector. The gathered feature vectors are then normalized per KDT episode.

Ensemble Description The six automated detection methods used that comprise the

ensemble are as follows (all k-means clustering methods are done per KDT episode). The

choice of classifiers is made heuristically, and no single method works best on all epochs, and

no single method works for all artifact types.

C1. k-means clustering using values of dominant sparse components, their quality of match

and raw signal values as features.

C2. k-means clustering on first two principal components of the feature set used by C1.

C3. k-means clustering using the first two principal components of the feature set used by

C1, augmented by the correlation value r, and normalized per KDT episode.

C4. Semi-supervised clustering (using Manifold Learning) on all features using most confi-

dent samples from C1 as the labeled examples.

C5. Thresholding based upon values and match quality of dominant sparse components.
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C6. Thresholding based upon z-scored differential (Fz-Cz and Pz-Oz) raw signal values.

Ensemble Characteristics For classifiers C1 through C6 on 8700 test epochs, no individ-

ual classifier attains over 91% accuracy by itself (Fig 1). Correlation diversity and Q-statistics

were computed for the ensemble as measures of diversity ([180, 133, 132]. See Online Supple-

mental Material for definition. These statistics indicate (Fig 4.13) a good degree of diversity

between C5,C6 and rest of the classifiers, and a high degree of dependence between C1,C2.

The entropy E ([131]) of the ensemble was computed to be roughly 0.7 (E = 1 indicates

highest diversity).

Table 4.4: Performance of individual classifiers C1 through C6 in the ensemble for the EEG
test data across 8700 epochs.
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Figure 4.13: (a) Correlation Diversity, and (b) Q-Statistics across classifiers C1 through C6
shown as matrix plots. Lower values indicate diversity and higher values dependence.

4.9.3 Metrics For Algorithm Performance Evaluation

For simplicity we have only chosen to compare classification (i) accuracy (or its

complement, error rate), (ii) false positive rate and (iii) false negative rate when comparing

algorithms. Other standard metrics for binary classifiers such as F-1 metric are not reported.

Learning algorithms are also evaluated based upon the following characteristics:
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1. Label Complexity: The number of active labels required for a particular error rate,

a particularly characteristic for comparing active learners. An ideal active learner has

O(ln 1
ε ) label complexity compared to the O(1ε ) complexity of passive learning [105].

2. Noise Sensitivity: The error rate as a function of noise rate η for a fixed number of

active labels.The lower bound of label complexity of agnostic algorithms is known to

be O(η
2

ε2
) [121], which implies that for a fixed label size, accuracy decreases at best

linearly with noise rate.

4.10 Results

4.10.1 Base Learner Characteristics in Passive Mode

A comparison of label complexity of the base learners GMS, GMSS, SVM-RBF and

ML as passive learners (Fig 4.14) for the three data sets SP-I, SP-II and SP-IV (SP-III was

evaluated on AL only) indicates that GMS does better than SVM when fewer labels are

used, and GMSS does better than ML with fewer labels except for SP-II where ML seem

to do better. This seems to imply that ML is a better SSL algorithm when data are low

dimensional and have mediocre separability. It is also interesting to note that in the medium

separability cases (SP-II, SP-IV) SSL does worse than SL even with few labels, whereas in

data with very low separability (SP-I) SSL is a better choice especially with fewer labels.

4.10.2 Performance of AL Algorithms on the SP-I DataSet.

OAS based algorithms - OASL, OASSL and OASSL-A - have better accuracy than

other AL algorithms (section 4.5) for a variety of label fractions and a fixed batch size of 25

(Table 4.5). While QBB based on vote entropy has smaller FNR, it has much larger FPR

(vote entropy is more conservative than other active selection methods). With 15% labels

OAS based algorithms show modest improvement in overall accuracy for both SL and SSL

base learners (Fig 4.15). Label complexity characteristics (Figs 4.18, 4.17, 4.18 and 4.19)

indicate that OAS outperforms all others at all label fractions, for both SL and SSL base

learners; although the advantage is greater at low label fractions and for SSL. This example

illustrates that OAS outperfoms other AL algorithms even without agnostic noise when data

are highly non-separable.
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Figure 4.14: Label complexity of passive learners for the data sets SP-I, SP-II and SP-IV.
The top panels compare supervised learners (GMS and SVM), the middle ones compare semi-
supervised learners (GMSS and ML). The label complexity for GMS and GMSS is re-plotted
in the bottom panel to show a comparison of supervised/unsupervised base learners

4.10.3 Performance of AL Algorithms on the SP-II Dataset

Within the class of SL based AL algorithms, OAS offers very modest improvement

over the standard uncertainty based algorithm (Active-SL) (Fig 4.20), other AL Active-QBB-

SL-Count-Sim and Active-IW-SL do worse than the Active-SL on the SP-II dataset. However,

OAS offers significant improvement over standard and other AL algorithms based on SSL(Fig

4.21). It was noted earlier that on SP-II dataset, SSL actually does worse than SL in passive

mode (Fig 4.14) but with OAS this difference is greatly reduced (Fig 4.22). Thus OAS can

significantly improve SSL based AL especially at low label fractions.

As an insight into why OAS provides improvement over Active-SSL, consider the

detected classification boundaries at different iterations in a sample run of OASSL and Active-
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Table 4.5: Comparison of accuracy, FPR and FNR of AL algorithms for the SP-I dataset
using 5%,10% and 15% active labels. All algorithms use 25 as batch size (or initial batch
size, in the case of OASSL-A). The bold metrics indicate ones better than others for the
same number of labels.
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Figure 4.15: Comparison of error rate (1-accuracy), FPR and FNR of AL algorithms for the
SP-I dataset when using 15% active labels and a batch size of 25.
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Figure 4.16: Label complexity of some SL based AL for the SP-I dataset. Only algorithms
that perform better than the ones shown in Fig 4.18) are shown. Passive SL is included as
reference.
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Figure 4.17: Label complexity of some SSL based AL for the SP-I dataset. Only algorithms
that perform better than the ones shown in Fig 4.19 are shown. Passive SSL is included as
reference.

SSL (Fig 4.23).Unlabeled samples result in a bias of the decision boundary further away

from the optimal hypothesis due to the overlap in the clusters. Thus, with few labeled

samples, uncertainty based active samples (as in Active-SSL) tend to be biased away from
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Figure 4.18: Label complexity of some SSL non-OAS based AL algorithms for the SP-I
dataset. These algorithms, except the best performing one (Active-QBB-SSL-Count-Sim)
are not included in Fig 4.18, and are omitted in subsequent results.
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Figure 4.19: Label complexity for some SL non-OAS based AL algorithms for the SP-I
dataset. These algorithms, except the best performing one (Active-QBB-SL-Count-Sim) are
not included in Fig 4.19, and are omitted in subsequent results.

the decision boundary, which is offset only upon acquisition of several labeled samples after

several iterations. With OAS, this bias is offset with a very few labeled samples and thus the

classification boundary approaches the optimal hypothesis in fewer iterations.
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Figure 4.20: Label complexity of SL based AL algorithms for the SP-II dataset. Passive SL
is included as reference.
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Figure 4.21: Label complexity of SSL based AL algorithms for the SP-II dataset. Passive
SSL is included as reference.

4.10.4 Performance of AL Algorithms on the SP-III Dataset

Standard US-based AL such as Active-SL fails to correctly classify the three Gaus-

sian SP-III dataset (Fig 4.24 (b)) when few active labels are used; the performance is worse

than that of passive learning (Fig 4.25). Algorithms such Active-IW-SL handle this patholog-
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Figure 4.22: Use of OAS boosts performance of SSL based AL. Label complexity of
standard (UC-based) and OAS-based AL for SL and SSL base learners.

ical case well but OASL performs even better (Fig 4.25) especially at very low label fractions

(Fig 4.27). An analysis of the active regions explored indicate that OASL has fewer “wasted”

active labels than Active-IW-SL (Fig 4.24 (c),(d)).

As an insight into how OAS works, consider the detected classification boundaries

at various iterations in a sample run of OASL and Active-SL. Sampling bias from US results

in Active-SL quickly becoming confident about incorrectly classified regions (Fig 4.26(a),

Iteration 3) which is subsequently not sampled, resulting in learning a hypothesis with large

error even after several iterations. By requesting active samples away the uncertainty zone

(Fig 4.26(b), iteration 2), OASL is able to mitigate sampling bias resulting in convergence

toward the optimal hypothesis fairly quickly. With SSL base learners, OAS shows modest

improvement (Fig 4.28).

4.10.5 Performance of AL Algorithms on the SP-IV Dataset

With η = 0 (no agnostic noise), the qualitative behavior of OAS based algorithms

when compared to others for the SP-IV dataset is similar to that for the SP-II dataset: OAS

helps significantly with active learning for SSL base learners (Fig 4.30) but only very modestly

with SL (Fig 4.29). As in the SP-II dataset, SL base learners perform better than SSL base

learners (See FIG 4.14) but OAS reduces this difference (Fig 4.10.5(a)).
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While same qualitative behavior is observed when agnostic noise is added (Figs

4.31, 4.32), though other state-of-the-art active learning methods approach passive learning

when noise is added whereas the relative advantage of OASSL is maintained even with noise.

The distinction between SL vs SSL, however, becomes relevant in this context in that at

higher noise rates SSL surpasses SL (Figs 4.10.5(a) and (b)). Thus, the OAS based boost is

most useful when there is high level of agnostic noise, especially when only few labels can be

acquired. This is better illustrated with the noise sensitivity characteristics of SSL and SL

based algorithms (Figs 4.10.5(a), (b)). When the best algorithm with each category (OAS-

based, non-OAS based, passive) for each noise level is plotted against the noise level, we see

that OAS based algorithms do best with the least amount of noise sensitivity (Fig 4.35).
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Figure 4.23: Eight iterations of (a) Active-SSL (b) OASSL on the SP-II data set (batch size
is 20). The raw data (top left) shows true labelings (green and black). Subsequent plots
indicate the labels produced by the base learner (green and black) requested active labels
(blue and red) along with contours of the estimated (“Est”) PDFs (yellow and magenta). (a)
Unlabeled samples result in a bias of the uncertain zone away from the optimal boundary
(the red band in iteration 1) which grows only slowly toward the optimal boundary in the
case of Active-SSL (b) In OASSL, this bias is quickly offset by active sampling from a region
that is closer to the optimal boundary (the second smaller red band in iteration 2), resulting
in quicker convergence toward the optimal hypothesis.
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Figure 4.24: OASL is more efficient in its use of active labels than Active-IW-SL.
Classification regions and active samples for Active-SL (b), OASL (c) and Active-IW-SL (d)
in the three Gaussian SP-III dataset (a).
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Figure 4.25: Label complexity of SL-based AL algorithms for the SP-III dataset. Passive SL
is included as reference.Note classification is almost perfect for Active-SL after 45% active
samples since those cover the intermediate Gaussian component entirely (Fig 4.9.1(c)). A
batch size of 15 was used for each active algorithm shown.
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Figure 4.26: Eight iterations of (a) Active-SL (b) OASL for the SP-III data set. The raw
data (top left) shows true labelings (green and black). Subsequent plots indicate the labels
produced by the base learner (green and black) requested active labels (blue and red). (a)
Uncertainty sampling results in requesting active labels from a region biased away from the
optimal boundary, resulting in learning a hypothesis with large error. (b) In OASL, requesting
a label (the red dot on the top right in Iteration 2) away from the uncertainty zone offsets
this bias.
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Figure 4.27: Label complexity at small label fractions of SL based AL algorithms for the
SP-III. A batch size of 2 was used for each active algorithm shown.
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Figure 4.28: Label complexity of SSL based AL algorithms for the SP-III dataset. Passive
SSL is included as reference. A batch size of 15 was used for each active algorithm shown.
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Figure 4.29: Label complexity of SL based AL algorithms for the SP-IV dataset with agnostic
noise rate of η = 0. Passive SL is included as reference. A batch size of 75 was used for each
active algorithm shown.
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Figure 4.30: Label complexity of SSL based AL algorithms for the SP-IV dataset with an
agnostic noise rate of η = 0. Passive SSL is included as reference. A batch size of 75 was used
for all algorithms shown except OASSL-A, where the values of parameters α, β, t0 determine
the batch size at each iteration. The parameters α, β, t0 were fixed to their optimal values
for a label fraction of 0.1.
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Figure 4.31: Same as Fig 4.29 with η = 0.4.
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Figure 4.32: Same as Fig 4.30 with η = 0.4.
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Figure 4.33: Label complexity of standard US based and OAS based AL for SL and SSL base
learners on the SP-IV dataset with an agnostic noise rate of (a) η = 0 and (b) η = 0.4. Use
of OAS boosts performance of SSL based AL but not SL. However, at the larger noise rate,
SSL surpasses SL in performance.
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Figure 4.34: Noise complexity of standard US based and OAS based AL for (a) SL (b) SSL
base learners on the SP-IV dataset with a fixed label fraction of 4%. At higher noise rates
SSL based algorithms perform better than SL and the OAS provided boost for SSL learners
becomes significant.
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Figure 4.35: Comparison of noise sensitivity (i.e. rate of decline of accuracy with noise rate)
for the best algorithms in the OAS-based, non-OAS based and passive categories. OAS based
algorithms perform better at all noise levels and have the best sensitivity.

4.10.6 Ensemble Clustering on EEG Artifact Data

Several existing and new algorithms for EC presented in sections 4.6, 4.8 were tested

on the EEG artifact and ensemble data (section 4.9.2) for the 8700 manually marked epochs.

Results for each category of classifiers are presented below.

1. Combination based methods for EC:Table 4.6 shows the accuracy, FPR and FNR from

13 different combination based methods indicating that the best achievable accuracy is

92.75% when using the BKS method.

2. Transformation based (passive) methods for EC: Results from several of the unsuper-

vised, SL and SSL passive transformation based methods for various label fractions

are shown in Tables 4.7, 4.8 , 4.9 respectively. BGMM-EC-F is the best unsupervised

method though it does worse than the best combination method. The best SL method

is SVM-EC, with an accuracy of 93.27% which is comparable to the 93.30% accuracy

of the best SSL method ML-EC with 10% labels.

3. Disagreement-based AL for EC: The algorithms described in the section 4.8.3 were

implemented and the results reported separately for SL and SSL base learners Fig
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4.10 and 4.11. Note that the ˜100% accuracy when using over ˜40% active labels is

reflective of the fact that our ensemble has overall 35% disagreement, that is, 35% of all

samples have at least one disagreement amongst members of the ensemble. With 10%

active labels, SVM-I-A gives us an accuracy of 94.51%, a modest improvement over the

best passive transformation based SL algorithm. In the SSL category, BGMSS-EC-F-

A has the best accuracy 93.88% which is only modestly better than best passive SSL

algorithm. Thus disagreement based AL methods do not give us much improvement

over transformation based passive methods.

4. Uncertainty-based and OAS-based AL for EC: Results for the uncertainty-based algo-

rithms Active-SL-EC, Active-SSL-EC and OAS-based algorithms OASL-A-EC, OASSL-

EC are in Fig 4.36. With 10% active labels, Active-SL-EC and OASSL-EC have 96%

accuracy, while the OASL-A-EC has the best performance, with an accuracy of 97.5%.

Results from the some algorithms in each of the above categories (1-4 above) are

summarized in Fig 4.37, showing that overall OASL-A-EC offers the best solution, followed

by Active-SL-EC. While the latter has slightly smaller FNR, it has poorer FPR.

Table 4.6: Results from combination based methods for ensemble clustering on EEG artifact
epoch data. See section 4.6.1.

4.10.7 Impact of Parameters on OAS-based algorithms.

For non-adaptive OAS algorithms (and other active learning iterative algorithms),

the batch size B has an impact on algorithm performance. In general, a smaller batch size
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Table 4.7: Results from unsupervised transformation based methods for ensemble cluster-
ing on EEG artifact epoch data. The best classifier with respect to each of three metrics
(accuracy, FNR and FPR) is shown in bold.

Table 4.8: Results from supervised transformation based methods for ensemble clustering
on EEG artifact epoch data. Testing accuracies for 10,30,50 and 70% (randomized) training
data are indicated, and training accuracy on all of the samples (the shaded columns under
the heading 100%). Training accuracy is the accuracy of the trained classifier on trained
samples. The best classifier with respect to each of three metrics (accuracy, FNR and FPR)
is shown in bold.

gives better performance though the relationship may not be strictly monotonic. However,

smaller B means a longer run-time for all algorithms. We have made the assumption that

the qualitative behavior or all algorithms relative to batch size is the same, so in the results

presented above we fixed B for all algorithms within each dataset to a value that trades off

accuracy vs run-time. To illustrate the impact of batch size, the accuracy of OASL on the

SP-IV dataset with η = 0 is shown in Fig 4.38.

For adaptive OAS algorithms, the parameters α, β, t0 make a difference in the al-

gorithm convergence and performance. We fixed t0 = 5 as it is a determinant of the total

number of iterations which may be a desirable parameter to fix upfront in practical applica-

tions. We observed that with t0 = 5 the total number of iterations was between 10 and 25
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Table 4.9: Results from semi-supervised transformation based methods for ensemble clus-
tering on EEG artifact epoch data when using 10,30,50 and 70% (randomized) training data.
The best classifier with respect to each of three metrics (accuracy, FNR and FPR) is shown
in bold

Table 4.10: Results from supervised disagreement based AL methods for ensemble clustering
on EEG artifact epoch data when using 10,30,50 and 70% active labels. The best classifier
with respect to each of three metrics (accuracy, FNR and FPR) is shown in bold for 10%
and 30% active labels.

on the SP-IV dataset. We optimized α, β for this value of t0 by using a grid search on the

accuracy outcome of the OASL-A algorithm on the SP-IV dataset, and found the value to

be α = 3.2, β = 1.2.

We noticed that with these optimal values, the total number of active samples

requested and confident samples’ output saturate to a steady value. As discussed before,

the adaptive versions OAS-A switch to random sampling after there is no change in the

127



Chapter 4: Active Learning for Ensemble Clustering: EEG Epoch Classification

Table 4.11: Results from semi-supervised disagreement based AL methods for ensemble
clustering on EEG artifact epoch data when using 10,30,50 and 70% active labels. The best
classifier with respect to each of three metrics (accuracy, FNR and FPR) is shown in bold
for 10% and 30% active labels.
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Figure 4.36: Label complexity of uncertainty and OAS based AL methods for ensemble clus-
tering on EEG artifact epoch data. Since the ensemble has 35% disagreement rate, labels
beyond 35% are not necessary. The fewest possible active labels are preferred; therefore
OASL-EC-A offers the best solution.

number of confident samples outputted. The empirical analysis shows that accuracy does

not improve beyond this point (Fig 4.39), thereby justifying the idea behind the algorithm.

The best possible accuracy at this saturation point is achieved when the total number of
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Figure 4.37: Comparison of the some ensemble classification algorithms for the EEG artifact
epoch data. Only the best algorithms in their respective categories are shown.

active samples requested equals the maximum number of active requests allowed. Empirical

analysis shows that this is attained for the optimal values of α, β above for the SP-IV dataset.
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Figure 4.38: Impact of batch size on accuracy of the OASL algorithm on the SP-IV dataset
with label fraction = 0.1 and η = 0.
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Figure 4.39: (a) Accuracies and (b) Number of all, most confident, least confident and manual
(active) samples, for iterations of the OASSL-A algorithm on the SP-IV dataset with α =
3.2, β = 1.2 , t0 = 5. At a certain point (iteration 9) there is no increase in the number of
confident samples that can be learnt and hence no more active samples are requested. For
the optimal set of parameters, this limit of active samples equals the maximum number of
active samples that can be requested.

4.11 Conclusions and Discussion

We have introduced a new method (OAS) for selection of active samples that pro-

vides a computationally simple alternative to existing active selection algorithms that attempt

to address pitfalls of uncertainty based sampling in noisy (non-separable) data. We imple-

mented our method using a Bernoulli-Gaussian model based E-M algorithm and tested it

on four different simulated Gaussian mixtures using both supervised and semi-supervised

Gaussian mixture base learners. Our algorithms perform better than several state-of-the-art

algorithms that we adapted specifically for these base learners. Finally, we showed how we

can solve the clustering problem in an ensemble with non re-trainable members using adap-

tive versions of our algorithms and showed that when applied to real EEG artifact data, our

algorithm boosts the accuracy of epoch classification by an ensemble of automated classifiers

from 92% to 97.5% which was not possible with standard methods.

OAS obviates the problem of sampling bias inherent in uncertainty sampling by

incorporating the predicted output of a base learner. This is particularly helpful for super-

vised learning (SL), as in the case of the three-Gaussian mixture (SP-III), where the presence

of localized but agnostic noise causes uncertainty sampling bias to ignore poorly classified

regions. We also saw that in the case of non-separable but non-agnostic noise, as in SP-II

130



Chapter 4: Active Learning for Ensemble Clustering: EEG Epoch Classification

and SP-IV, OAS also offsets excess bias resulting from unlabeled examples of semi-supervised

learners (SSL) and is thus able to converge to the optimal decision boundary much faster

than uncertainty sampling based active learning. When the level of separability is low (as in

SP-I) OAS modestly helps both SL and SSL. In cases with non-localized agnostic noise (as in

SP-IV), OAS did not give any significant added advantage for SL but did for SSL, a distinc-

tion that becomes relevant with added degrees of noise.OAS also consistently demonstrated

improved performance across all data sets. In constrast, some algorithms - such as QBC

based algorithms - tended to work well on some data sets and break down on others. In some

cases active learning can actually perform worse than passive learning past a certain number

of labels; our adaptive versions (OAS-A) are able to detect when active learning ceases to be

effective and thereby maintain high accuracy at all label fractions.

To summarize, OAS has the following advantages over other active learning algo-

rithms: (i) computational simplicity, which permits real-time implementations (ii) consistent

better performance in presence of both agnostic and non-agnostic noise, (iii) ease of adap-

tivity to ensemble learning since it internally uses an ensemble based classifier, (iv) option of

adaptive implementations that can detect when active learning is no longer effective.

In our current testing and implementation, some parameters (such as α, β) were

chosen by empirical testing. A future implementation could be able to learn these parameter

adaptively perhaps resulting in even higher accuracy. OAS could also be used in conjunction

with existing active sampling techniques such as density weighting. In addition, alternate

implementations would allow it to be used with non EM based base learners.
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Chapter 5

Estimation & Control For

Decomposable Markov Chains:

Theory & Applications

5.1 Abstract

The subject of this chapter is to explore a class of Markov processes where the

transition rates are, in addition, dependent upon the state of another stochastic processes

and are thus Markov processes themselves. Our purpose is to describe a broad range problems

in which these so-called cascade Markov processes (CMP) admit explicit solutions for both

hidden state estimation and optimal control [31]. While a cascade Markov process can be

equivalently represented on the joint (coupled) state space as a non-cascade, the main purpose

of this paper is to investigate solutions on decomposed state spaces, in particular, decoupled

equations for inference and state estimation in hidden Markov models for the purpose of

computational efficiency. By reduction of a partially observable cascade optimal control

problem to a lower dimensional non-cascade problem we are able to circumvent the ”curse

of dimensionality”. Our approach of working decomposed representations is generalizable to

multi-factor processes, stochastic automata networks [179], and even quantum Markov chains

and controls [101],[100].
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5.2 Introduction

It is well known that both Markov decision processes (MDPs) and hidden Markov

models (HMMs) suffer from the ”curse of dimensionality” where the state space grows ex-

ponentially in the number of factors or variables under consideration. For example, with

20 boolean valued variables the total state space size is 106. In this chapter, we look at

“factorization” techniques for problems on large state space problems, where the state space

is expressed as the product of sub-spaces. The “decomposition” approach, where the state

space is expressed as the direct sum of sub spaces was the subject of chapters 1-3. Our goal

is to derive factored solutions because factored representations in themselves do not always

guarantee efficient solutions. We use the framework of discrete-time Hidden Markov Models

(HMMs) for state estimation, and for the particular framework of continuous-time Markov

decision processes that closely follows the assumptions and modeling of [31]. In this part of

the chapter, a mathematical framework is outlined, and then solutions are derived for hidden

state estimation and a class of optimal control problems where the cost function is a the

expectation of a functional. In Part II of this chapter, the solutions developed for hidden

state estimation are applied to a real-time solution for gait classification and fall detection

and demonstrated on actual human data. Toy examples for application demonstrating appli-

cation of our techniques on Markov decision processes is available in the Online Supplemental

Material. While our exposition here is limited to a single cascade with only a single level of

dependency, the model is easily extendible to many layers of dependencies, such as Markov

decision trees ([116]) and stochastic automata networks ([179]).

5.3 Continuous-time Cascade Markov Chains

We use the framework of [31] for continuous-time finite-state (FSCT) Markov pro-

cesses. We assume a probability space (Ω,F ,P) and right-continuous stochastic processes

adapted to a filtration F = (Ft)t∈T on this space., the set of n standard basis vectors in R
n,

has the following sample path (Itô) description: descriptions:

dx =
m∑

i=1

GixdNi (5.1)
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where Gi ∈ G
n are distinct1, Gn being the space of square n−matrices of the form Fkl − Fll

where Fij is the matrix of all zeros except for one in the i′th row and j′th column, and Ni

are Poisson counters with rates λi. The resulting infinitesimal generator that governs the

transition probabilities of the process is P ∈ P
n, the space of all stochastic n−matrices and

is given by:

P =
m∑

i=1

Giλi (5.2)

For continuous-time formulation, we define a stochastic matrix P with non-negative entries

and each column has zero sum.

For purposes of this chapter, we will be interested in the case where transition rates

of xt ∈ {ei}
n
i=1 are themselves stochastic: specifically, they depend on the state of another

Markov process, say, zt ∈ {ei}
r
i=1. We will call such a pair to form a (continuous-time)

Cascade Markov chain (CT-CMC) In general, various levels of interactions between two

processes xt and zt defines a joint Markov process yt = zt ⊗ xt that evolves on the product

space {ei}
n
i=1 × {ei}

r
i=1 but we are specifically interested in CT-CMCs where sample paths

of zt and xt have the following have the following Ito description

dz =
s∑

i=1

HizdMi (5.3)

dx(z) =
m∑

i=1

Gi(z)xdNi(z) (5.4)

where Hi ∈ G
r, Gi(z) ∈ G

n and the rates of Poisson counters Mi and Ni are νi and λi with

λi depending on the state of zt. Thus the infinitesimal generators P and C of xt and zt (P

depends on zt and P (z) propagates the conditional probabilities of xt given z) are

P (z) =
m∑

i=1

Giλi(z) (5.5)

C =
s∑

i=1

Hiνi (5.6)

5.3.1 Markov Processes on Product State Spaces

We describe representations of a Markov Process yt that evolves on the product

state space {ei}
r
i=1 × {ei}

n
i=1. The sample path y(t) can be written as the tuple (z(t), x(t))

1If the G′

is are not distinct, then one can combine the Poisson counters corresponding to identical G′

is to
get a set of distinct G′

is. For example, G1ydN1 +G1ydN2 can be replaced by G1ydN where dN = dN1 +dN2,

a Poisson counter with rate equal sum of the rates of the counters N1, N2
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where z(t) ∈ {ei}
r
i=1 and x(t) ∈ {ei}

n
i=1. The corresponding stochastic processes zt and xtare

the components of yt. The transition matrix for xt may depend on z(t) and hence describes

the propagation of the conditional probability distribution px|z: The dynamics of component

marginal probabilities are not necessarily governed by a single stochastic matrix. Different

degrees of coupling between xt and yt leads to a possible categorization of the joint Markov

Process yt (see notation defined in Section 5.6).

• For an Uncoupled Markov Process on {ei}
r
i=1 × {ei}

n
i=1 the transition probability

from state (ei, ej) to (ei, ek) does not depend on i, for all i, j, k where 1 ≤ i ≤ r and

1 ≤ j, k ≤ n. In this case, the infinitesimal generator P of yt can be written in the form

P = Ir ⊗A+ C ⊗ In

where A ∈ P̂n and C ∈ P̂r .

• In a Cascade Markov process2, transition probability from state (ei, ej) to (el, ej)

does not depend on j, for all i, l, j where 1 ≤ i, l ≤ r and 1 ≤ j ≤ n. In this case, the

infinitesimal generator P of yt can be written in the form

P =

p∑

i=1

Er
i ⊗Bn

i + C ⊗ In

where C ∈ P̂r, where Bn
i are matrices such that

∑p1
i=1B

n
i ∈ P̂n

• In a Weakly-coupled or decomposable Markov Process, all non-zero transition

probabilities are between states of the form (ei, ej) to (ei, ek), or (ei, ej) to (el, ej) for

i 6= k and j 6= l . In this case, the infinitesimal generator P of yt can be written in the

form

P =

p1∑

i=1

Er
i ⊗Bn

i +

p2∑

i=1

Br
i ⊗ En

i

where Bn
i , B

r
i are matrices such that

∑p1
i=1B

n
i ∈ P̂n and

∑p2
i=1B

r
i ∈ P̂r.

• In the most general Non-Decomposable Markov Process, there exist states (ei, ej)

and (ek, el) with i 6= k and j 6= l having non-zero transition probability. In this case,

the infiinitesmal generator P of yt can be written in the form

P =

p1∑

i=1

Er
i ⊗Bn

i +

p2∑

i=1

Br
i ⊗ En

i

2In this paper we mainly focus on Cascade Markov processes, and they are closely related to Markov-
modulated Poisson processes (MMPPs) which have vast applications in traffic control, operations research
and electronics and communications.
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where Bn
i , B

r
i are matrices such that

∑p1
i=1B

n
i ∈ P̂n and

∑p2
i=1B

r
i ∈ P̂r.

The first three cases above have what is known as functional transition rates, that

is, the transition rates are state dependent but do not have any synchronous transitions. Non-

decomposable Markov chains exhibit synchronous transitions : that is, transitions amongst

states of xt and zt can occur simultaneously.

5.3.2 Cascade Markov Decision Processes (CMDP)

For the problem of optimal control we will use the above framework of CT-CMCs.

For the Markov chain described by (5.1) and (5.2) if we let the transition rates are allowed

to depend on Ft−progressively measurable control processes u = (u1,u2...up) in an affine

accordance with3:

λi = λi0 +

p∑

j=1

µijuj

then the resulting process is called a Markov Decision Process. The infinitesimal generator

can then be written as:

P (u) =
m∑

i=1

Gi


λi0 +

p∑

j=1

µijuj




In a Cascade Markov decision process (CMDP), we assume the rates λi of counters

Ni are allowed to additionally depend on Ft−progressively measurable control processes

u = (u1,u2...up) in accordance with 4

λi(z) = λ0
i0 + λi0(z) +

p∑

j=1

µij(z)uj

so that the conditional probability vector p(z, u) 5 of xt given z evolves as

ṗ(z, u) =
m∑

i=1

Gi


λ0

i0 + λi0(z) +

p∑

j=1

µij(z)uj


 p(z, u)

which will be abbreviated as

P (z, u) = A0 +A(z) +

p∑

j=1

ujBj(z) (5.7)

ṗ(z, u) = P (z, u)p(z, u) (5.8)

3that is, we assume an affine dependence on controls

4Each term is, in additional, a function of time t but for clarity explicit dependence on t will not be specified
in notation.

5same as above.
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The CMDP model is completely specified by (A0, A,Bj). The requirements on P (z, u) to be

an infinitesimal generator for each z put constraints on the matrices A0, A,Bj and impose

admissibility constraints on the controls uj. We will require A0 and A to be infinitesimal

generators themselves (for each t and z) and the Bj to be matrices whose columns sum to

zero (for each t and z). We also allow the controls to be dependent on z and x which will

define the set of admissible controls U as the set of measurable functions mapping the space

{ei}
r
i=1 × {ei}

n
i=1 to the space of controls Rp such that the matrix with jth column

fj = A0ej +A(ek)ej +

p∑

i=1

ui(ek, ej)Bj(ek)

for j = 1..n, k = 1..r is an infinitesimal generator.

5.4 Discrete-time Cascade Markov Chains

In a manner similar to that of CTMCs, we define a finite-state discrete-time Markov

chain (DTMC) as the discrete-time process {xt}t∈Z+ with each xt ∈ {ei}
n
i=1 with the Markov

property, if Ft is the filtration generated by the sigma field σ{x1, ...xt} then

Pr(xt+1 = ej |Ft) = Pr(xt+1 = ej |xt)

Further, we assume the Markov chain is time-homogeneous, that is, the above probability is

independent of t. In that case the dynamics of the process {xt} are completely determined

by the transition matrix A ∈ R
n×n where Aij = Pr(xt+1 = ei|xt = ej). If pt is the vector

with pt,i = Pr(xt = ei) then it is easy to see from the Markov property that

pt+1 = Apt

Note that each column of a transition matrix sums to one, and the space of transition matrices

is the convex hull of permuation matrices.

In a manner similar to the continuous-time case, we will be interested in the case

where the transition matrix of xt is itself stochastic, depending on the state of another DTMC

zt ∈ {ei}
r
i=1. We will call this pair a discrete-time Cascade Markov chain (DT-CMC) and

denote the transition matrix as the function A(zt) to emphasize this dependence. Just like in

the continuous-time case, various levels of coupling between xt and zt can be defined, but we

will be specifically interested in this one-way coupling, where the transition matrix C of zt

does not depend on xt. Analogous to the definitions in the continuous case, the different levels
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of couplings between the two processes allows us to write the representations for dynamics of

the Markov process yt = zt ⊗ xt on the product space {ei}
r
i=1 × {ei}

n
i=1. However, unlike the

case of continuous-time, we will not ignore the case of synchronous transitions. Specifically,

if P is the transition matrix of yt then

• The process yt = zt ⊗ xt is called Decoupled the transition matrix P of yt is of the

form

P = C ⊗A

In literature, sometimes this is also called a Factorial Markov chain.

• The process yt = zt ⊗ xt is a Cascade if the transition matrix P of yt is of the form

P =

J∑

j=1

EjC ⊗Bj

where C ∈ R
r×r and Bj ∈ R

n×n are transition matrices, and Ej ∈ R
r×r are rank one

matrices with only 0s and 1s, and J ≤ r.

• In the most general or Non-decomposable case, P can be written as

P =
J∑

j=1

K∑

k=1

EjCk ⊗BjFk

where Ci ∈ R
r×r, Bj ∈ R

n×n are transition matrices, Ej ∈ R
r×r,Fk ∈ R

n×n are rank

one matrices with only 0s and 1s, and J ≤ r,K ≤ n. Note that alternate representation

in terms of a normalized product of tensor products is also possible ([30]).

5.4.1 Cascade Hidden Markov Models (CHMM)

For the problem of state estimation, we will use the above framework of DT-CMCs.

In particular, we will be using the framework of Hidden Markov Models (HMM). In the

(non-cascade) HMM model, the DTMC is not observed directly, but is via an observation

process {yt}t∈Z+ where the state space of yt can be either continuous or discrete. For purposes

of our analysis, we will assume that the state space of yt is continuous i.e. yt ∈ R
d. The

observation yt depends only the current state xt, that is,

Pr(yt|x1, x2...xt, y1...yt−1) = Pr(yt|xt)
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The above model is sometimes represented via a dynamic Bayesian network (DBN) (Fig 5.1).

In an HMM, the state xt is unobservable and the problem is often that of estimating the

state xt given the observations.

In a cascade hidden Markov model (CHMM), the Markov chain xt is replaced with

a DT-CMC (zt, xt) as described above. However, the observations yt are dependent on both

xt and zt (Fig 5.2). In a fully hidden CHMM, both zt, xt are unobservable. This model is a

simplification of the hidden Markov decision tree model of [117]. The coupling of xt, zt via

the output yt is what makes this problem difficult to solve. Even if the Markov chain were

decomposable, the coupling via the output can make this problem intractable and difficult to

solve. As a simplification, we will be also interested in the case where only xt is unobservable

but zt is not, which we call a partially observable cascade HMM (PO-CHMM). Note that in

the latter model, the process zt is also a Markov process, and it is slightly differen than the

Input-Output HMM of [23, 161, 194]. For purposes of our particular application discussed in

Part B of this chapter, we will be also interested in a further simplification, where zt is the

same for all t. That is, zt is simply a random variable rather than a stochastic process (Fig

5.3).
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Figure 5.1: A dynamic Bayesian network (DBN) for a (a) Hidden Markov model and (b) fully
observable Markov model, with three time steps. X1, X2, X3 are the state variables at the
three time steps, and Y1, Y2, Y3 are the corresponding observations. A red circle indicates a
variable that is hidden (unobservable), and green circle indicates a variable that is observable.
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Figure 5.2: Dynamic Bayesian network (DBN) for a (a) Cascade Hidden Markov Model and
(b) Partially Observable Cascade Hidden Markov Model, with three time steps. (Xi, Zi) for
i = 1, 2, 3 denote the state variables with one-way dependence amongst them, and Yi are
the corresponding observations. Red circles denote unobservable variables, adn green circles
denote observable variables.
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Figure 5.3: Special case of a PO-CHMM when zt is assumed stationary over a training period
t = 1..T. In this case we replace the process zt by a single random variable Z. This is one
model in the application discussed in Chapter 5, part B.

5.5 Algorithms for State Estimation In CHMMs

The problem of inference of model parameters and estimation of hidden state given

observations y1...yT in standard (non-cascade) HMMs is briefly reviewed first before we extend
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the exposition to cascade HMMs.

5.5.1 Review of (non-cascade) HMMs

A brief discussion of algorithms of HMMs is provided below, with more details in

the Online Supplemental Material. We consider the CTMC {xt}i=1,2,... where xt ∈ {ei}
n
i=1

with transition matrix A i.e. Aij = Pr(xt = ei|xt−1 = ej) and initial probability vector π, i.e.

πi = Pr(x1 = ei). It is easy to see that in our notation, Pr(xt) = E(xt) and Pr(xt = ei) =

E(xt,i), where E is the expectation operator, and the the ith component of the vector xt is

xt,i. We assume a Gaussian output model, that is, yt|xt ∼ N(µt,Σ) i.e conditional on xt the

process yt is Gaussian with covariance Σ > 0 and mean µt that depends on the value of xt.

In our notation, we can write µt = Wxt where W ∈ R
d×n thus,

Pr(yt|xt) = (2π)−
d
2 |Σ|−

1
2 exp

{
−
1

2
(yt −Wxt)

T Σ−1 (yt −Wxt)

}

Three well-known algorithms for three problems of interest on HMMs are described below.

We use the compact notation y1:T to denote the sequence y1, y2...yT etc.

1. Parameter Learning

Here we are interested in learning the parameters θ = (π,A,W,Σ) given observations

y1:T . We assume xt is unobservable. This can be done via the E-M algorithm by forming

the log likelihood of complete data comprising of observed y1:T and the hidden x1:T . Writing

〈·〉 for the conditional expectation E

(
·|y1:T , θ

(k)
)
given observations y1:T and existing model

θ(k) it can be shown that the update rules using the M-step for the kth iteration are

π ←−
〈
xT1

〉
(5.9)

Aij ←−

T∑
t=2

〈xt,ixt−1,j〉

T∑
t=2

〈xt−1〉j

(5.10)

W ←−

(
T∑

t=1

yt 〈xt〉
T

)(
T∑

t=1

〈
xtx

T
t

〉
)+

(5.11)

Σ ←−
1

T

T∑

t=1

yty
T
t −

1

T

T∑

t=1

W 〈xt〉 y
T
t (5.12)
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log p(y1:T , x1:T ) = log p(x1) +
T∑

t=1

log p(yt|xt) +
T∑

t=2

log p(xt|xt−1) (5.13)

where ()+ is the pseudo-inverse. Note that
〈
xtx

T
t

〉
= diag 〈xt〉 so we only need compute the

expectations 〈xt〉 and
〈
xtx

T
t−1

〉
using the current θ(k) using the E-step, which is described

next. The algorithm above that iterates between the E-step and M-step is also known as the

Baum-Welch algorithm.

2. Inference of Forward/Backward Variables

Computation of t 〈xt〉 and
〈
xtx

T
t−1

〉
defined above can be done efficiently by defining

the forward and backward variables defined as

αt = p(xt, y1:t)

βt = p(yt+1:T |xt)

Then the quantities γt = 〈xt〉 and ξt =
〈
xtx

T
t−1

〉
are computed using

〈xt〉i = γt,i =
αt,iβt,i
n∑

i=1
αt,iβt,i

〈xt,ixt−1,j〉 = ξt,i,j =
αt−1,jp(xt,i|xt−1,j)p(yt|xt,i)βt,i∑
ij αt−1,jp(xt,i|xt−1,j)p(yt|xt,i)βt,i

=
αt−1,jAijN(yt;Wi,Σ)βt,i∑
ij αt−1,jAijN(yt;Wi,Σ)βt,i

The values αt, βt are computed using the Forward-Backward Algorithm which make use

of the recursive relationships

αt,i = P (yt|xt,i)
n∑

j=1

αt−1,jAij = N(yt;Wi,Σ)

n∑

j=1

αt−1,jAij

βt,i =

n∑

j=1

P (yt+1|xt+1,j)βt+1,jAji =

n∑

j=1

N(yt+1;Wj ,Σ)βt+1,jAji

The above formulation also allows to estimate the likelihood of an output sequence using

p(y1:T ) =
∑n

i=1 αT,i.

3. Hidden State Estimation

The most likely state (MAP estimate) at time t given the observations y1:T given

by x∗t = argmaxxt p(xt|y1:T ) is solved as x∗t = ei∗t where

i∗t = argmax
i

γt,i
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However, since this can give implausible transitions (it does not give the most likely sequence),

the MAP estimate of the sequence given by

x∗1:T = argmax
x1:T

p(x1:T |y1:T ) (5.14)

can be computed using the dynamic programming principle (DPP). If we define

δt = max
x1,...xt−1

p(x1, ..xt, y1:t)

then the DPP tells us that

δt,i =

[
max

j
(δt−1,jAij)

]
P (yt|xt,i) (5.15)

so that the problem can then be solved by backtracking the maximizers above for the optimal

state sequence. The resulting algorithm is sometimes also known as the Viterbi Algorithm.

Special Case when xt is Observable During Training

If xt are observable during training, then the Baum-Welch algorithm reduces to

simple MLE for estimating π,A and the standard E-M iterations for Gaussian mixture model

estimation for W,Σ. That is equations (5.9), (5.10), (5.11) and 5.12) become

π ←− xT1 (5.16)

Aij ←−

T∑
t=2

xt,ixt−1,j

T∑
t=2

xt−1j

(5.17)

W ←−

(
T∑

t=1

ytx
T
t

)(
T∑

t=1

xtx
T
t

)+

(5.18)

Σ ←−
1

T

T∑

t=1

yty
T
t −

1

T

T∑

t=1

Wxty
T
t (5.19)

5.5.2 Completely Hidden Cascade HMM (CHMM)

We will use the following tensor notation. A 3rd order tensor will be written as the

multidimensional array (Aijk) with components Aijk. The model is defined in terms of the

parameters: (1) Transition matrix C of zt where Cij = Pr(zt = ei|zt−1 = ej), (2) Initial

probability vector ω of z1 i.e. ωi = Pr(ω1 = ei) (3) the conditional transition matrices of xt

represented by the tensor (Aijk) where Aijk = Pr(xt = ei|xt−1 = ej , zt = ek) (3) The intiial
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probability matrix π of x1 i.e. πik = Pr(x1 = ei|z1 = ek). In addition, we assume a Gaussian

output model, where the effect of xt and zt on yt is coupled (i.e. can not be decomposed), so

we write this in fully coupled form as

Pr(yt|xt, zt) = (2π)−
d
2 |Σ|−

1
2 exp

{
−
1

2
(yt −W (zt ⊗ xt))

T Σ−1 (yt −W (zt ⊗ xt))

}

where W ∈ R
d×nr and Σ ∈ R

d×d > 0. Note one can think of W as a block matrix with

concatenated matrices [W1 W2 ...Wr] where each Wk ∈ R
d×n. We are interested in the

following problems on CHMM:

1. Estimate parameters C, ω,A, π,W given observations y1:T

2. Estimate the likelihood of a particular output sequence y1:T i.e. p(y1:T )

3. Estimate the most likely hidden states xt, zt, given output sequence y1:T , i.e.

arg max
(xt,zt)

p(xt, zt|y1:T ).

1. Parameter Estimation

Parameters can be estimated using E-M to derive an algorithm similar to Baum-

Welch, where the complete data comprises of the hidden data {x1:T , z1:T } and observed data

y1:T . Writing 〈·〉 for the conditional expectation E

(
·|y1:T , θ

(k)
)
given observations y1:T and

existing model θ(k) the M-step gives the update rules at kth iteration

ω ←−
〈
zT1

〉
(5.20)

πij ←−
〈x1,iz1,j〉

〈z1〉j

Cij ←−

T∑
t=2

〈zt,izt−1,j〉

T∑
t=2

〈zt−1〉j

Aijk ←−

T∑
t=2

〈xt,ixt−1,jzt,k〉

T∑
t=2

〈xt−1,jzt,k〉

W ←−

(
T∑

t=1

yt 〈zt ⊗ xt〉
T

)(
T∑

t=1

〈
ztz

T
t ⊗ xtx

T
t

〉
)+

(5.21)

Σ ←−
1

T

T∑

t=1

yty
T
t −

1

T

T∑

t=1

W 〈zt ⊗ xt〉 y
T
t
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where ()+ is the pseudo-inverse. The expectations in the above expressions are computed

in the E-step as described next. Note that 〈zt ⊗ xt〉 is the vectorized version of
〈
ztx

T
t

〉
and

〈
ztz

T
t ⊗ xtx

T
t

〉
is a diagonal matrix with vec(

〈
ztx

T
t

〉
) as its diagonal. So the expectations

needed at the E-step are
〈
ztx

T
t

〉
,
〈
ztz

T
t−1

〉
,
〈
zTt

〉
,
〈
xt−1z

T
t

〉
and the tensor 〈xt,ixt−1,jzt,k〉.

2. Inference of Forward/Backward Variables and Likelihood Estimation

While the M-step above was straightforward and even extendible trivially to a cas-

cade of multiple layers, computing the expectations in the E-step become untractable with

the number of cascade layers. The compute these for the two-layer cascade in our formu-

lation. We define the following forward and backward variables (note that these are now

matrices and not vectors)

αt = p(zt, xt, y1:t)

βt = p(yt+1:T |xt, zt)

From which one can compute the tensors γt =
〈
xtz

T
t

〉
and ξt = (〈xt,ixt−1,jzt,kzt−1,l〉) as

〈
xt,iz

T
t,k

〉
= γt,ik =

αt,ikβt,ik∑n
i=1

∑r
k=1 αt,ikβt,ik

(5.22)

〈xt,ixt−1,jzt,kzt−1,l〉 = (ξt)ijkl =
αt−1,jlAijkCklP (yt|xt,i, zt,k)βt,ik∑n

i,j=1

∑r
k,l=1 αt−1,jlAijkCklP (yt|xt,i, zt,k)βt,ik

Then the expectations required in (5.20) and (5.21) can be expressed in terms of γt, ξt, σt as

〈
ztx

T
t

〉
= γt (5.23)

〈
xt−1z

T
t

〉
=

∑

xt,zt

ξt

(〈xt,ixt−1,jzt,k〉) =
∑

zt−1

ξt

〈
zt−1z

T
t

〉
=

∑

xt,xt−1

ξt

〈zt〉 =
∑

xt

γt

〈xt〉 =
∑

zt

γt

145



Chapter 5: Decomposable Markov Chains: Theory & Applications

The variables αt, βt are computed using the recursion relations (Forward-Backward Al-

gorithm for CHMM) in component form:

αt,ik = P (yt|xt,i, zt,k)
n∑

j=1

r∑

l=1

AijkCklαt−1,lj (5.24)

βt,ik =
n∑

j=1

r∑

l=1

βt+1,jlP (yt+1|zt+1,l, xt+1,j)ClkAjil

The forward-backward algorithms for the two-level cascade described above are of

O(Tn2r2)and if the cascade has M levels, each with state space of size K then O(TK2M )

and thus it quickly becomes very inefficient for larger cascades. Careful book-keeping has

been shown to reduce this complexity to O(Tn2r) ([98]) but that’s still pretty ineffcient.

3. State Estimation

If we want to estimate both zt, xt then most likely state (MAP estimate) at time t

given the observations y1:T is simply given by

(z∗t , x
∗
t ) = argmax

xt,zt
p(zt, xt|y1:T )

where p(zt, xt|y1:T ) was computed using γt as above. If we are only intereseted in estimate

of the state zt then the MAP estimate of each state at time t is given by

z∗t = argmax
zt

p(zt|y1:T )

where p(zt,k|y1:T ) can be computed as p(zt,k|y1:T ) =
∑

i γt,ik.However, just like the non-

cascade case if we are interested, instead, in the most likely sequence, which is given by

(z∗1:T , x
∗
1:T ) = arg max

x1:T ,z1:T
p(z1:T , x1:T |y1:T )

then a cascade analog of the Viterbi Algorithm based upon DPP can be used. The

recursion formula is similar to that of αt with summation replaced by maximization. That

is, if we define

δt = max
x1:t−1,z1:t−1

p(x1:t, z1:t, y1:t)

then from the DPP we have

δt,ik =

[
max
j,l

(δt−1,jlAijkCkl)

]
P (yt|xt,i, zt,k)

so that the problem can then be solved by backtracking the maximizers above for the optimal

state sequence.
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5.5.3 Partially Observable Cascade HMM (PO-CHMM)

As mentioned in the last section, the forward-backward algorithm can not be de-

coupled even if the underlying Markov model was fully decoupled, due to the coupling via

the output. Approximations are used, such as variational methods and mean-field ([98, 117]).

However, for our two-level cascade model these are not applicable. We instead, consider a

slight variation of the original CHMM model which will be used in our application demon-

strated in Part II of this chapter. In this case, during the inference phase, we are able to

observe the zt process. This can be thought of as a supervised learning model, where we are

able to learn model parameters given partial observations in training sequences. The task is

then to estimate state zt on test sequences. The model parameters are still C, ω,A, π,W as

defined in the CHMM case. The problems we consider are:

1. Estimate parameters C, ω,A, π,W given observations y1:T and state z1:T

2. Estimate the likelihood of a particular output sequence y1:T i.e. p(y1:T )

3. Estimate the most likely state zt given a particular output sequence, i.e.

argmax
(zt)

p(zt|y1:T )

1. Parameter Estimation

We can still use E-M except that now the hidden variables are only x1:T and y1:T , z1:T

are observed variables. Denoting by 〈·〉 the expectation E

(
·|y1:T , z1:T , θ

(k)
)
given y1:T , z1:T

and existing model θ(k), the M-step thus becomes, using (5.20) and (5.21), using the fact
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that 〈zt〉 = zt and 〈ztX〉 = zt 〈X〉 for any random variable X.

ω ←− zT1 (5.25)

πij ←− 〈x1,i〉 for j s.t. z1 = ej

Cij ←−

T∑
t=2

zt,izt−1,j

T∑
t=2

zt−1,j

Aijk ←−

T∑
t=2

〈xt,ixt−1,j〉 zt,k

T∑
t=2

〈xt−1,j〉 zt,k

W ←−

(
T∑

t=1

yt (zt ⊗ 〈xt〉)
T

)(
T∑

t=1

(
ztz

T
t ⊗

〈
xtx

T
t

〉)
)+

(5.26)

Σ ←−
1

T

T∑

t=1

yty
T
t −

1

T

T∑

t=1

W (zt ⊗ 〈xt〉) y
T
t (5.27)

The only expectations that need to be computed to evaluate the above are 〈xt〉 and
〈
xtx

T
t−1

〉
.

Note that as before
〈
xtx

T
t

〉
= diag(〈xt〉).

2. Inference of Forward/Backward Variables

The values of the forward and backward variables αt, βt and other variables γt, ξt

used to compute the expecations 〈xt〉 and
〈
xtx

T
t−1

〉
above are defined as:

αt = p(xt, y1:t|z1:t)

βt = p(yt+1:T |xt, zt+1:T )

The variables αt, βt are computed using the recursion relations (Forward-Backward Al-

gorithm for PO-CHMM) in component form:

αt,i =
r∑

k=1

zt,k


p(yt|xt,i, zt,k)

n∑

j=1

Aijkαt−1,j


 (5.28)

βt,i =
r∑

k=1

zt+1,k




n∑

j=1

βt+1,jp(yt+1|zt+1,k, xt+1,j)Ajik




The outer summation over index k in the above formulae with a premulitplication by zt,k or

zt+1,k implies that the only k for which the summand is non-zero is the k such that zt = ek.
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To avoid confusion, we will introduce a new notation, where we write
∑r

k=1 zt,kAijk

as Aij(zt) and
∑r

k=1 zt,kp(yt|zt,k, xt,i) = p(yt|zt, xt,i) which simply means that the transition

matrices Aij and emission probabilities p(yt|xt) depend on zt. Using this simplified notation,

we have the forward-backward recursion formulae

αt,i = p(yt|xt,i, zt)
n∑

j=1

Aij(zt)αt−1,j (5.29)

βt,i =
n∑

j=1

βt+1,jp(yt+1|zt+1, xt+1,j)Aji(zt+1)

Then γt = 〈xt〉 and ξt =
〈
xtx

T
t−1

〉
are computed as

γt,i = 〈xt,i〉 =
αt,iβt,i∑n
i=1 αt,iβt,i

(5.30)

ξt,ij = 〈xt,ixt−1,j〉 =
αt−1,jAij(zt)P (yt|xt,i, zt)βt,i∑n
i=1 αt−1,jAij(zt)P (yt|xt,i, zt)βt,i

which is all that is required for the expectations 〈xt〉 ,
〈
xtx

T
t−1

〉
in (5.25). Note that the

complexity of the forward backward algorithm for this PO-CHMM is the same as that of a

non-cascade HMM ie. O(Tn2).

3. State Estimation

In this problem, once the parameters have been estimated using test sequences as

above, one is interested in estimating the best zt given observations y1:T . That is,

z∗t = argmax
zt

p(zt|y1:T ) (5.31)

To do so, we can’t use the γt evaluated from (5.30) since those were estimated assuming z1:T

were known. Hence we use the forward-backward equations for the fully hidden CHMM, i.e.

equations 5.24) and (5.22) using the parameters estimated from the PO-CHMM, and then use

p(zt,k|y1:T ) =
∑

i γt,ik to evaluate the MAP state (5.31).

5.5.4 Special Case of PO-CHMM With Quasi-Stationary zt

The equations for estimation and inference as derived above for a PO-CHMM are

still not decoupled: while each individual iteration in the M step, equation (5.25) and each

pass of each iteration of the E-step, equation (5.29), computes the parameters and expec-

tations for a single value of zt (i.e. a single k value in those equations), these values are
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dependent on previous iterations which may use different values of k. Hence across iterations,

the computations are not completely decoupled. We found it useful to make the following

approximation, especially in our application described in Part II. If we assume that the zt is

quasi-stationary, in that the value of zt does not change from t = 1 to t = T. This is equiva-

lent to having its transition matrix C as the identity, or representing zt by a single random

variable Z ∈ {ek}
r
k=1 rather than a stochastic process (Fig 5.3). The model parameters are

of the parameters: (1) the conditional transition matrices of xt represented by the tensor

(Aijk) where Aijk = Pr(xt = ei|xt−1 = ej , Z = ek) (3) The initial probability matrix π of x1

i.e. πik = Pr(x1 = ei|Z = ek). In addition, we assume a Gaussian output model, where the

effect of xt and Z on yt is coupled:

Pr(yt|xt, Z) = (2π)−
d
2 |Σ|−

1
2 exp

{
−
1

2
(yt −W (Z ⊗ xt))

T Σ−1 (yt −W (Z ⊗ xt))

}

where W ∈ R
d×nr and Σ ∈ R

d×d > 0. In addition, we will also assume that there are multiple

training sequences available, each of length T. We are interested in the following problems :

1. Estimate parameters A, π,W given P sequences of independent training observations

y1:P1:T , and Z1:P (where notation ypt refers to the value of y at time t for sequence p, and

the notation y1:P is the set {y1, y2, ...yP } and y1:T the set {y1, y2, ...yT }.

2. Estimate the likelihood of a particular output sequence y1:T i.e. p(y1:T )

3. Estimate the most likely state Z given a particular output testing sequence, i.e.

argmax
Z

p(Z|y1:T ).

1. Parameter Estimation

This is a special case of a PO-HMM with zt = Z but with the addition of sequences

1...P. For the E-step, we take expectations E

(
·|y1:P1:T , Z

1:P , θ(k)
)
given y1:P1:T , Z

1:P and existing

model θ(k) denoted by the operator 〈·〉 . Similar to the PO-HMM case, M-step update rules
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are

ωk ←−
1

P

P∑

p=1

Zp
j (5.32)

πik ←−

P∑
p=1

〈
xp1,i

〉
Zp
k

P∑
p=1

Zp
k

(5.33)

Aijk ←−

P∑
p=1

T∑
t=2

〈
xpt,ix

p
t−1,j

〉
Zp
k

P∑
p=1

T∑
t=2

〈
xpt−1,j

〉
Zp
k

W ←−




P∑

p=1

T∑

t=1

ypt (Z
p ⊗ 〈xpt 〉)

T







P∑

p=1

T∑

t=1

(
ZpZpT ⊗

〈
xptx

pT
t

〉)



+

(5.34)

Σ ←−
1

PT

P∑

p=1

T∑

t=1

ypt y
pT
t −

1

PT

P∑

p=1

T∑

t=1

W
(
ZP ⊗ 〈xpt 〉

)
ypTt (5.35)

To perform the above iteration, we only need the values of 〈xpt 〉 and
〈
xptx

pT
t−1

〉
for sequence

p from the E-step.

2. Inference of Forward/Backward Variables

The values of the forward and backward variables αt, βt and other variables γt, ξt

used to compute the expecations 〈xpt 〉 and
〈
xptx

pT
t−1

〉
for each sequence p above are defined

as:

αp
t = p(xpt , y

p
1:t|Z

p)

βp
t = p(ypt+1:T |x

p
t , Z

p)

The variables αp
t , β

p
t are computed using the Forward-Backward Algorithm for PO-CHMM

except this is done on a per sequence basis:

αp
t,i = p(ypt |xt,i, Z

p)

n∑

j=1

Aij(Z
p)αp

t−1,j (5.36)

βp
t,i =

n∑

j=1

βp
t+1,jp(y

p
t+1|Z

p, xt+1,j)Aji(Z
p)
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Then the variables γpt = 〈xpt 〉 and ξpt =
〈
xptx

pT
t−1

〉
are computed as

γpt,i =
〈
xpt,i

〉
=

αp
t,iβ

p
t,i∑n

i=1 α
p
t,iβ

p
t,i

(5.37)

ξpt,ij =
〈
xpt,ix

p
t−1,j

〉
=

αp
t−1,jAij(Z

p)P (ypt |xt,i, Z
p)βp

t,i∑n
i=1 α

p
t−1,jAij(Zp)P (ypt |xt,i, Z

p)βp
t,i

3. Decoupled Estimation & Inference Algorithm

The E-M iteration steps as written above still do not decoupled. However, if we

make a slight change in the output model, i.e. assume Σ also depends on Z, which we

explicitly write as follows:

Pr(yt|xt, Z) = (2π)−
d
2 |ΣZ|−

1
2 exp

{
−
1

2
(yt −W (Z ⊗ xt))

T Σ−1 (yt −W (Z ⊗ xt))

}

where now Σ is a block matrix of the form [Σ1 Σ2 ... Σr] with each Σi a d × d covariance

matrix corresponding to Z = er. Since each sequence is independent of each other, we can

collect sequences with the same value of Z and decouple each update step in (5.32) to ob-

tain an efficient fully Decoupled PO-CHMM Estimation & Inference Algorithm to

estimate the parameters θ = (ω, π,A,W,Σ) given training sequences y1:P1:T , Z
1:P which can be

summarized as: For each k = 1...r

1. Collect all sequences p with Zp = ek. Re-index all sequences so that sequences 1...Pk

are sequences from this subset.

2. Set ωk = Pk

P

3. Iterate till convergence: (here we have written Wk,Σk as the kth block of W,Σ respec-

tively. Recall that each of W,Σ are concatenated matrices of the form [W1 W2 ... Wr]

. Similarly, Wik is the ith column of the kth block of W. )
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(a) M-step:

πik ←−
1

P

Pk∑

p=1

〈
xp1,i

〉
(5.38)

Aijk ←−

Pk∑
p=1

T∑
t=2

〈
xpt,ix

p
t−1,j

〉

Pk∑
p=1

T∑
t=2

〈
xpt−1,j

〉

Wk ←−




Pk∑

p=1

T∑

t=1

ypt 〈x
p
t 〉

T







Pk∑

p=1

T∑

t=1

〈
xptx

pT
t

〉



+

(5.39)

Σk ←−
1

PkT

Pk∑

p=1

T∑

t=1

ypt y
pT
t −

1

PkT

Pk∑

p=1

T∑

t=1

Wky
pT
t (5.40)

(b) E-step:

〈
xpt,i

〉
=

αp
t,iβ

p
t,i∑n

i=1 α
p
t,iβ

p
t,i

(5.41)

〈
xpt,ix

p
t−1,j

〉
=

αp
t−1,jAijkN(ypt ;Wik,Σk)β

p
t,i∑n

i=1 α
p
t−1,jAijkN(ypt ;Wik,Σk)β

p
t,i

where α, β defined as

αp
t = p(xpt , y

p
1:t|Z = ek)

βp
t = p(ypt+1:T |x

p
t , Z = ek)

are evaluated using the forward/backward recursion equations

αp
t,i = N(ypt ;Wik,Σk)

n∑

j=1

Aijkα
p
t−1,j (5.42)

βp
t,i =

n∑

j=1

βp
t+1,jN(ypt+1;Wjk,Σk)Ajik

The above algorithm computes parameters separately for each k and hence fully

decouples x and z.

4. State Estimation

To solve the problem of estimation of state Z given a testing sequence y1:T of obser-

vations, we need to find argmaxZ p(Z|y1:T ). The algorithm, using the decoupled equations

above, is as follows.

153



Chapter 5: Decomposable Markov Chains: Theory & Applications

1. For each k = 1...r

(a) With p = 1, using the estimated values of (π,A,W,Σ) compute α1
T using the

forward-backward recursions (5.42) with y11:T = y1:T .

(b) Compute the likelihood

Lk = l(y1:T |Z = ek) =

n∑

i=1

α1
T,i (5.43)

2. Compute the MAP estimate of Z as Z∗ = ek∗ where

k∗ = argmax
k

Lkωk (5.44)

5.6 Algorithms for Optimal Control On CMDPs

In this section, we solve an expected utility maximization problem, i.e. where the

performance measure is the expectation of a functional, for a fully observable CMDP on finite

time-horizon case is solved using the framework of Section 5.3.2.

Problem Definition

Fix a finite time horizon T on the cascade MDP (zt, xt) defined in Section 5.3.2.

and define the cost function η,

η(u) = E

∫ T

0
(zT (σ)LT (σ)x(σ) + ψ(u(σ))dσ + zT (T )ΦT (T )x(T ) (5.45)

where c, φ are real-valued functions on the space R+×{ei}
r
i=1×{ei}

n
i=1, that are represented

by the real matrices L(t) and Φ(t) as c(t, z, x) = zTL(t)x and φ(t, z, x) = zTΦ(t)x; and ψ a

(Borel) measurable function R
p → R. If c is bounded the problem of finding the solution to

η∗ = min
u∈U

η(u) (5.46)

is well-defined and will be subsequently referred to as Problem (OCP-I). The corresponding

optimal control is given by

u∗ = argmin
u∈U

η(u) (5.47)
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Solution Using Dynamic Programming Principle

Theorem 1 Let (zt, xt) be a cascade MDP as defined in Section 5.3.2 with C,A0, A and Bi

as defined thereof. Let T > 0, and U , ψ,Φand η be as defined in section 5.6. Then there exists

a unique solution to the equation (on the space of n× r matrices)

K̇ = −KC − L−AT
0 K −AT (z)K − min

u(z,x)∈U
(

p∑

i=1

uiz
TKTBi(z)x+ ψ(u)) (5.48)

K(T ) = Φ(T ) (5.49)

on the interval [0, T ], where AT (z)K denotes the matrix whose j′th column is A(ej)K
T eTj

(which can be more explicitly written as
∑

z A
T (z)KzzT , that is, the matrix representation

of the functional xTAT (z)Kz). Furthermore, if K(t) is the solution to 5.48 then the optimal

control problem OCP-I defined in (5.46) has the solution

η∗ = EzT (0)KT (0)x(0) (5.50)

u∗ = arg min
u(z,x)∈U

(

p∑

i=1

zTKTuiBi(z)x+ ψ(ui)) (5.51)

Proof. With z,x, η as defined above let the minimum return function be k(t, z, x) =

zTKT (t)x,whereK(t) is an n×r matrix, so that k(0, z(0), x(0) = η∗. Using Ito rule for zTKTx

d(zTKTx) =
s∑

i=1

zTHT
i K

TxdMi + zT K̇Tx+
n∑

i=1

zTKTGixdNi

Since the process dNi − (λ0
i0 + λi0(z) +

∑p
j=1 µij(z)uj)dt is a martingale equating the expec-

tation to zero gives

E(

n∑

i=1

zTKTGixdNi) = E(g(t, x, z, u)dt)

E(

s∑

i=1

zTHT
i K

TxdMi) = E(zTCTKTx)

with g(t, x, z, u) = zTKTA0x+ zTKTA(z)+
∑p

i=1 z
TKTuiBi(z)x. Writing c(t, z, x)+ψ(u) =

f(t, z, x, u) and zTCTKTx+ g(t, x, z, u) = ξ(t, x, z, u), a simple application of the stochastic

dynamic programming principle shows that

z(t)T K̇(t)Tx(t) + min
u

(ξ(t, x, z, u) + f(t, z, x, u)) ≥ 0
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The minimum value of 0 is actually achieved by u∗so that the inequality above must be

an equality. Introducing notation AT (z)K, we get precisely (5.48). Proof of uniqueness is

identical to that in [31] Theorem 1.

Note that the Bellman equation (5.48) is very similar to that of a single (non cascade)

MDP with the additional term −KC representing the backward (adjoint) equation for the

process z(t) and the appearance of z in the term for minimization which permits feedback

of the optimal control u∗ on z in addition to x. The matrix K above is also known as the

Minimum Return Function. The above solution is a single point boundary value problem

instead of two-point. For small KC, the above decouples one column at a time. This form is

readily generalizable to multifactor MDPs as well.

Corollary 2 (Quadratic Cost of Control) Under the hypothesis of the above theorem, if

ψ(ui) = u2i then if ui(t, z, x) =
−1
2 zT (t)KT (t)Bi(z)x(t) lies in the interior of U then it is the

optimal control. Otherwise the optimal control is on the boundary of U . If the former is the

case at every t ∈ [0, T ], then equation (5.48) defining the optimal solution becomes (where the

notation M .2 for a matrix is element-wise squared matrix):

K̇ = −KC − L−AT
0 K −AT (z)K +

1

4

p∑

i=1

(BT
i (z)K).2

Corollary 3 (No Cost of Control) Under the hypothesis of the above theorem, if ψ(ui) = 0

then the optimal control is at the boundary of U . If U is defined as the set { −ai ≤ |ui| ≤

ai} the optimal control is the bang-bang control ui(t, z, x) = −ai sgn(z
TKT (t)Bi(z)x) and

equation (5.48) defining the optimal solution becomes

K̇ = −KC − L−AT
0 K −AT (z)K +

p∑

i=1

ai
∣∣BT

i (z)K
∣∣ ;

Note that the stochastic control problem OCP-I can be formulated as a deter-

ministic optimization problem (and hence also an open-loop optimization problem) using

probability densities permitting the application of variational techniques. Derivation of the

solution in Theorem 1 using the maximum principle is available in the Online Supplemental

Material.

Summary of Notations and Symbols

A stochastic basis (Ω,F ,F,P) is assumed where (Ω,F ,P) is a probability space and

F a filtration (Ft)t∈T on this space for a totally ordered index set T (⊆ R
+in our case). All

156

http://scholar.harvard.edu/mgupta/dissertation-supplemental-material-0
http://scholar.harvard.edu/mgupta/dissertation-supplemental-material-0


Chapter 5: Decomposable Markov Chains: Theory & Applications

stochastic processes are assumed to be right continuous and adapted to F.

F A filtration (Ft)t∈T on (Ω,F ,P) where T is a totally ordered index

set

G
n The space of square matrices of dimension n of the form Fkl − Fll

where Fij is the matrix of all zeros except for one in the i′th row and

j′th column

E
n The space of diagonal n× n matrices with only 1’s or 0’s

In n× n identity matrix, In ∈ E
n

P
n The space of all stochastic matrices of dimension n

{ei}
n
i=1 The set of n standard basis vectors in R

n

φ(t) A real-valued function φ on R
+×{ei}

n
i=1 will be written as the vector

φ(t) ∈ R
n as φ(t, x) = φT (t)x where x ∈ {ei}

n
i=1

Φ(t) A real-valued function φ on R
+ × {ei}

r
i=1 ×{ei}

n
i=1 is written as the

r × n real matrix Φ(t) as φ(t, z, x) = zTΦ(t)x where z ∈ {ei}
r
i=1 and

x ∈ {ei}
n
i=1

AT (z)K Denotes the matrix whose j′th column is A(ej)K
T eTj which can be

more explicitly written as
∑

z A
T (z)KzzT

|M | For a matrix M represents the element-by-element absolute value of

a matrix

M .2 For a matrix M represents the element-by-element squared

er The r−vector [1 1...1]T
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Chapter 6

Estimation & Control On

Decomposable Markov Chains:

Application to Gait & Fall

Detection

Abstract

Real-time gait analysis using minimally invasive technology is a valuable addition

to a tele-health platform. Our prototype Smart Slipper uses inexpensive and generically

designed ready-to-wear shoe insoles and continuously streams pressure and accelerometer

data via a lightweight RF/Zigbee protocol to a real-time analytic engine. Data-driven al-

gorithms that exploit the Karhunen-Loève (KL) transform, Hidden Markov Models (HMM)

and Bayesian analysis are able to detect arbitrary activity modes using relevant feature sets

from gait data. We demonstrated accuracy up to 99% for real-time detection of sitting, walk-

ing, jumping and running. The online algorithm can also perform clinically important event

detection such as a falling with up to 97% accuracy.

6.1 Introduction

Among elderly adults over the age of 65, fall-related injuries are the leading cause of

emergency room visits ( 10% of all visits in 2006 [173]) and the primary cause of accidental
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deaths in persons over the age of 65 (56% of all unintentional injury deaths in 2013 [86]).

According to the Center for Disease Control and Prevention (CDC), an older adult dies

from a fall in the United States every 20 minutes, resulting in about $34 billion in medical

costs annually [86]. The World Health Organization [172] estimates that 28-35% of people

aged 65 or over fall each year, this number increasing substantially with age. 51% of these

falls result in severe fracture, only 50% of these are able to resume an ambulatory lifestyle,

and 25% of them die within one year [53]. Some of the adverse consequences of a fall

can be mitigated by automatic fall detection systems which can provision rapid assistance

[212, 191, 155] and lower fear of fall which in turn improves safety [91]. Wireless streaming

body sensor networks promise to revolutionize health care by allowing inexpensive remote

health monitoring in realtime [162]; with detection of gait anomalies they have the potential

to considerably improve the quality of the life of elderly living at home or in assisted living

facilities and drastically reduce medical costs.

Most current fall detection systems [111] require the use of special devices that are

not part of usual dailywear, such as cameras providing video signals, magnetic motion capture

systems providing joint angle data [166], body wearable sensor networks [182] or ear-worn

sensors [152]. Some systems use customized shoes [17] or those requiring require gyroscopes

[44], magnetometers [26], several body-worn biaxial accelerometers [156] or goniometric joint

measurements [45] - all of which are too cumbersome to be worn continuously. We have

developed and tested a prototype “SmartSlipper”, a generic, ready-to-wear, “one size fits all”,

lightweight and completely unobstrusive footwear system that permits continuous streaming

of plantar pressure and accelerometer data for realtime fall and gait detection. By quantifying

gait metrics in addition to detecting falling events, this device can be used to monitor disease

progression, dementia onset [167, 227], exercise decline and routine abnormality in the elderly

as well as for those in sports or other physical rehabilitation and gait anomaly in soldiers

from “march fractures” [233]. Gait can even be used for identification of individuals [207].

We implement two probabilistic methods: (i) a frame-based method that uses in-

ference from a Gaussian mixture model (GMM), and a (ii) sequential method that uses

inference using coupled Hidden Markov Models (HMM). Both methods use feature reduction

via Karhunen-Loève (KL) transform. Our methods achieve accuracy exceeding or comparable

with state-of-the-art activity and posture detection systems reported in [156] with small ini-

tial training data. Existing sequential ([26], [210, 156]), linear ([17]) and non-linear [126, 29]

methods require use of high dimensional feature sets or introduce significant detection latency
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making their use limited where falls must be detected in real-time. Some geometric classifi-

cation techniques([44, 207]) (e.g. SVM, k-NN, ANN) require careful construction of feature

boundaries in training phase; and thresholding or template-matching techniques require care-

ful setting of thresholds and sensor placement. Our algorithms, on the other hand, probe for

distinguishing features rather than momentary time-frequency characteristics and are able to

detect activity mode accurately with low computational power, permitting fully online and

real-time implementation without requiring subject specific training data sets. Furthermore,

being completely data-driven, our algorithms are easily extendable to incorporate additional

sensor data which would allow distinguishing more complex gait patterns. Flexible segmen-

tation and outlier policies allow for customization of our algorithms to specified latency and

robustness requriements.

Our first GMM based algorithm was based upon a similar methodology that was

previously applied to successful detection of sleep spindles [13]. However, while the algorithm

showed up to 98% accuracy in detection of single activity modes such as walking, jumping, etc.

it showed up to 30% false positive rate (FPR) and 8% false negative rate (FNR) when tested

for falling. Our second HMM based algorithm, dramatically improved upon this accuracy,

with false 8% FPR and 3% FNR though involves estimation of a larger number of parameters

and hence requires a larger training data set size than the first. We demonstrated real-time

implementations of both algorithms on live data.

6.2 Hardware: Sensor/Gateway Design

A generic and cost-effective shoe called the SmartSlipperTM contains an insole with

embedded four sensors measuring presure at the heel, ball, inside arch and outside arch of the

foot respectively (Fig 6.1 ) The analog signal from these sensors is wired to a low-powered unit

placed on the inside strap of the shoe that includes a micro-controller procesor unit, a micro

electro mechanical system (MEMS) based 3-axis accelerometer and a wireless transducer.

The output from the pressure sensors and the accelerometer are sampled with an ADC to

feed data into a 2.4 GHz RF/ZigBee wireless transceiver. The wireless device sends data

reports, each comprising of four pressure sensor readings and three accelerometer readings

(one in each direction), at the rate of about 18 reports per second via the lightweight IEEE

802.15.4 ZigBee protocol. The data are received by a gateway (CC2351, Texas Instruments)

that is able to transmit these packets to the host computer via a serial COM interface. Each

frame comprises of 6 reports (i.e. of data batched over a period of 330 ms) along with
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an identifier encoding sensor location. Heartbeat information is also transmitted periodically

(more details on the protocol are on the Online Supplemental Material. The collector software

on the host computer decodes the reports and annotates approximate timestamps to convert

the data back into time series data. All sensor signals are then normalized: pressure sensor

data are normalized to a scale of 0-1 and acceleration data are normalized to a scale of -0.5

to 0.5.

Figure 6.1: SmartSlipperTM: Shoes, insoles and associated hardware. (Left) The shoe and
location of four pressure sensors on the shoe. (Right) The insole containing the pressure
sensors and a powered unit that goes in the inside strap of the shoe. The powered unit
contains the ZigBee wireless transmitter as well as the accelerometion sensors. (Center)
USB dongle that acts as the gateway for ZigBee data on the receiving end.

6.3 Theoretical Framework

6.3.1 Spectral Decomposition of the Motion Process

Different gait activities including falling can be considered to be generated by a

random motion process suppported on the time interval [0, T ]. Denoting by µ(t) := E{y(t)}

the mean process, and by K(s, t) := E{(y(t)− µ (t)) (y(s)− µ(s))} the covariance kernel for

t, s ∈ [0, T ]) , Mercer’s theorem asserts that the eigenfunctions of the Fredholm operator TK

with kernel K and eigenvalues λk, i.e. solutions to
∫ T

0
K(s, t)ψk(t)ds = λkψk(t), k = 1, 2, · · · (6.1)
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form a complete orthonormal basis of L2[0, T ]. Then according to the Kahrunen-Loeve (K-L)

theorem, y(t) can be respresented in terms of these basis functions {ψk(t)}
∞
k=1, i.e.

y(t) = lim
N→∞

N∑

k=1

zkψk(t), 0 ≤ t ≤ T (6.2)

where convergence is in L2 and is uniform [226], and the coefficients {zk}
∞
k=1 given by

zk =

∫ T

0
y(t)ψk(t)dt, k = 1, 2, · · · (6.3)

are mutually uncorrelated with variance λk. That is,

E{(zi −mi)(zj −mj)} = λiδij , i, j = 1, 2, · · · (6.4)

where mk = E{zk} and δij is the Kronecker delta function. The expansion (6.2) of a

random process y(t) in terms of basis functions ψk(t) satisfying (6.4) is also known as the

Kahrunen-Loeve (K-L) expansion and the corresponding transform (6.3) is known as the K-L

or Hotelling transform.

6.3.2 Discrete-time Adapation: Empirical Motion Transform

Let N := [fsT ] denote the number of samples of a signal digitally recorded at

sampling frequency fs during a fixed duration T . The discrete-time analogue to (6.1) is given

by:

Kψk = λkψk, k = 1, 2, . . . , N (6.5)

where K ∈ R
N×N is the covariance matrix with elements Ki,j := K( i

fs
, j
fs
) for i, j =

1, 2, . . . , N and ψk ∈ R
N for i = 1, 2, . . . , N are the eigenvectors of K.To adapt this to

gait sensory data, suppose we are monitoring a window of incoming sensory data of length

W from a total of L sensory streaming observations {s1[n], · · · , sL[n]}
W
n=1. Then for any

n ∈ [1,W ] we can form an observation vector y of length N = LW defined as

y = (s1[n−W ], s1[n−W + 1], · · · , s1[n], · · · , sL[n−W ], sL[n−W + 1], · · · , sL[n])
T (6.6)

This observation encoding format is used to simultaneously analyze the data of different

sensors while maintaining the correlation information of different sensors. We can estimate

the statistical characteristics of the motion process using a reasonably large sample pool

(say, of size M) of observation vectors (corresponding to different times and experiments)
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y(1),y(2), · · · ,y(M). The empirical mean vector µ̂ (of dimension N) and empirical covariance

matrix K̂ (of dimension N ×N) are the corresponding unbiased estimates

µ̂ =
1

M

M∑

j=1

y(j) (6.7)

K̂ =
1

M − 1

M∑

j=1

(y(j) − µ̂)(y(j) − µ̂)T

Eigenvectors {ψ̂k}
N
k=1 of K̂ then form the empirical motion eigenfunctions. Let Ψ̂ :=

(ψ̂1, ψ̂2, · · · , .ψ̂N ) ∈ R
N×N . The empirical motion transform of an arbitrary observation

vector w of length N (corresponding to W samples of L sensory data) is then

ŵ = Ψ̂Tw (6.8)

which is a discrete-time version of the K-L transform of w, sometimes also known as the

Principal Components Transform, that represents the expansion coefficients of an arbitrary

signal in terms of the special basis Ψ̂ designed to ensure that the transform coefficients ŵ(i)

are uncorrelated. Furthermore, the vectors ψ̂i in this basis are sorted in order of decreasing

variance (eigenvalues), so that the first d principal components give the best d−dimensional

approximation to the N -dimensional observation vector w in the sense that they capture the

most important gait dynamics.

6.3.3 GMM-Based Bayesian Gait Mode Recognition & Fall Detection

The above principal components (PCs) are by themselves not adequate for classifi-

cation based on observed data. Firstly, being completely unsupervised, it does not take into

account class labels of feature vectors. Secondly, being purely data-driven, it is not possible

to have a generative or probabilistic model for the observed data, which is often the case when

there is an underlying structure in the input factors. Instead we use the PCs to generate a

Gaussian mixture model (GMM) and estimate its parameters from data. Then based upon

class labels in training data we use a Bayesian classifier that maximizes the class conditional

probability of observed data. Similar approaches have been used in other domains such as in

[239] and [9] but we are not aware of its application in sensor based gait analysis.

We assume that the observations corresponding to activity mode Ac for c = 1, 2..C,

where C is the number of classes (such as Jumping, Walking, Running, Standing, Falling)

lead to principal coefficients ŵ = (ŵ1, ŵ2, . . . ŵd) distributed according to a joint probability
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density pc(ŵ1, · · · , ŵd) that can be approximated as a Gaussian mixture:

pc(ŵ) =

Mc∑

m=1

πm,cN (ŵ;µm,c,Σm,c) (6.9)

where
∑M

m=1 πm,c = 1 and πm,c > 0 and N (x;µ,Σ) denotes is a multivariate normal dis-

tribution on x with mean vector µ and covariance matrix Σ. Parameters of this model,

πm,c,Σm,c,µm,c for m = 1 . . .M and number of mixtures Mc for c = 1 . . . C are esti-

mated from training data using the Expectation-Maximization (E-M) algorithm ([68]). Once

the distributions above are known, given an unknown signal w with principal components

ŵ = (ŵ1, ŵ2, . . . ŵd) we can use Bayes’ theorem to produce the posterior probability that w

was generated by activity mode Ac:

P(Ac|ŵ1, · · · , ŵd) =
pc(ŵ1, · · · , ŵd)P(Ac)∑C
c=1 pc(ŵ1, · · · , ŵd)P(Ac)

(6.10)

This can then be used to determine the most probable activity mode for an unknown wave-

form. The prior probabilities P(Ac) can be determined based upon the relative sizes of the

per class training sets.

Different flavors of GMM based upon varying constraints (see Table 6.1) are explored

in this study. In addition, we will also use a variant of GMM, what we call a Heterogeneous

GMM (HGMM) model where the components w1, w2, · · · , wd of w are uncorrelated, and for

each k = 1, ..d, wk is a mixture of Mk (univariate) normally distributed random variables.

That is,

p(w) =

d∏

k=1

pk(wk) (6.11)

where each pk(wk) is a Gaussian mixture of Mk components with component m of wk having

a normal distribution of mean µmk and variance σmk. A HGMM allows choosing different

mixtures for different components and may thus reduce the total number of parameters

needed to be estimated.

Table 6.1: Gaussian Mixture Models

Type Abbrev Constraints #Params

Full Covariance FC none m(m− 1)

Diagonal Covariance DC Σm = diag(vm) m

Spherical Covariance SC Σm = σmI 1
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6.3.4 HMM Based Gait Mode Recognition & Fall Detection

In the above formulation, if write the transformed observation vector (ŵ1, · · · , ŵd)

during time segment t as yt then the Bayesian classification rule (6.10) can be thought of

as way of estimating the activity state zt ∈ {A1, A2 · · ·AC} at time t given observations

yt. Since the above rule ignores observations corresponding to any other time segments,

the above classifier is frame-based, and by ignoring any history of yt implicitly assumes that

{zt, t = 1, 2, · · · } are iid. However, it is possible that if the history of yt were taken into

account, as in a sequence-based classifier, we could get a better estimate of zt. Making use

of temporal dependence across activity modes is particularly helpful if yt is very noisy of if

there is high variability across subjects and may also help delineate similar activities (e.g.

an immediate past ”run” mode is indicative that a ”stand” mode is more likely than a ”sit”

mode). We employed the following two Markov sequential models for gait classification.

Xt 

Yt 

(a) Frame-
Based 

Xt 

Yt 

Xt-1 

Yt-1 

X1 

Y1 

(b) Sequence-Based 

Figure 6.2: A frame-based vs. sequence-based activity classifier. Xt is the activity mode at
frame t, which needs to be estimated. Yt are the sensor observations at frame t. Estima-
tion using frame based approach seeks to maximize Pr(Xt|Yt) whereas the sequence-based
approach maximizes Pr(Xt|Yt, Yt−1, ..Y1).

1. Simple Markov Model: We assume that activity mode zt at frame t depends only on

activity at frame t − 1, and thus can be modeled as a discrete-time Markov chain

(DTMC) with transition matrix Q (Fig 6.3). Sensor observations yt for frame t depend

on xt only with a Gaussian mixture output model, i.e.

Pr(yt|zt = Ac) =

M∑

j=1

acjN(µcj ,Σcj) (6.12)

where M is the number of mixtures, and Ac is the activity mode.

2. Cascade Markov Model: The simple Markov model is able to capture temporal de-

pendencies across frames (˜110s in our implementation), i.e. between different modes.
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However each gait cycle can be considered a complex interaction of physiological states

and has dynamics at time scales finer than the gait cycle length. For example, it is

well known that the walk and run gait cycles comprises of the sub-states of: right/left

swing/stance, with how they occur relative to each otherdiffering in each case (Fig

6.3.5). Hence it is more natural to model the gait process as a Cascade Markov Model

(Fig 6.3(b)) as described in Part A, with state zt ∈ {A1, A2 · · ·AC} representing activ-

ity, xt ∈ {S1, S2 · · ·SM} representing intermediate sub-states during the activity and

yt the sensor observations. In this case the time scale t is much shorter than the gait

cycle (we have used about 10s in our implementation). We assume a Gaussian output

model, with outputs yt dependent on internal state xt and activity zt.

Pr(yt|xt = Sm, zt = Ac) = N(µcm,Σcm) (6.13)

6.3.5 Activity Classification using Markov Models

We assume we are given training sequences of observations for each activity as well as

combined activities, and we wish to detect activity for a test observation sequence. For both

of the above Markov models, this can be considered to be the problem of state estimation

in hidden Markov Models (HMM). For the simple Markov model, parameters (π,Q) are

estimated using simple maximum likelihood estimation, where π is the initial probability

of zt and Q is the transition matrix of zt. Since the state zt is fully observable on training

sequences, the MLE can be done in closed form without having to use E-M. The parameters

aj , µcj ,Σcj of (6.12) are estimated using E-M for Gaussian mixtures similar ot that in teh

non-sequential case. During testing the state zt is considered hidden, and the most likely

hidden state sequence is estimated as

z∗0:t = argmax
z1:t

Pr(z1:t|y1:t)

which can be done using the Viterbi algorithm.

For the cascade Markov model, since activity modes zt are observable during the

training phase, the problem of estimation of paramters can be considered one of partially

observable cascade HMM (PO-CHMM). The E-M based algorithm for PO-CHMM (5.25) is

used to estimate the parameters (ω, π,Q,A, µ,Σ) where ω is the initial probability of zt, π is

the initial conditional probability xt|zt, Q is the transition matrix of zt, A is the conditional

transition matrix of xt, and µ,Σ are the parameters in (6.13). During testing, the most likely
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state sequence zt

z∗0:t = argmax
z1:t

Pr(z1:t|y1:t)

is estimated using the Viterbi algorithm for PO-CHMM (5.5.3). Since the time scale for

change in the process zt is much larger than that of xt we used the stationary approximation

for PO-CHMM in our implementation (see Section 5.5.4).

Jumping 
Standing 

Sitting 

Walking 

Y Y Y 

(a)

x1 

x2 

x3 

x1 

x3 x3 

Jumping Standing 
Sitting 

x2 

x1 

x2 

y1 y2 yT y1 y2 yT y1 y2 yT 

(b)

Figure 6.3: (a) Simple Markov and (b) Cascade Markov models for the gait process. Each
activity corresponds to a state of zt. In (a) sensor observations yt at frame t are directly
dependent on zt. In (b) sensor observations yt are dependent on an intermediate process xt
representing physiological states during a gait cycle, whose transitions in turn are influenced
by zt. The joint process (zt, xt) forms a cascade Markov process.

6.4 Methods

6.4.1 Experiment Design

We created an offline database of sensory data for different modes of motion as

performed by 20 volunteers varying in gender, age, height and gait stability. About 60s

of per mode (Sitting, Standing, Jumping, Walking, Running) and combination activity

data were collected per subject. Subjects were also asked to fall in four different ways

(front/back/left/right); approximately 10-15s worth of data starting just prior to the sub-

ject’s fall to after the fall was recorded. The type of activity was labelled based upon directions

to and observations of the subject. Calibration data of about 60s was recorded prior to each

experiment. Recorded data was visualized as it was recorded and experiments were repeated

if necessary to ensure data quality using a custom graphical user interface written in Java
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(a) Walking (b) Running

Figure 6.4: The various sub-cycles in (a) walking and (b) running gait cycles. The correspond-
ing state transitions allowed are shown at the bottom. These gait cycles can be considered
as transitions between three states, ”1” : Right Stance/Left Stance (also known as double
limb), ”2”: Right Stance/Left Swing, ”3”: Right Swing/Left Stance, ”4”: Right Swing/Left
Swing (also known as double float). In Walking, there is no transition to double float, and
in Running there is no transition to double limb.

(more details in Online Supplemental Material. Collected data samples from right and left

shoe sources were reconciled and segmented into contiguous and consistent sets by analyzing

timestamp gaps and packet sequence inconsistencies.

Collected data segments of 60s each were thus either single-mode (containing a sin-

gle activity) or multi-mode (containing multiple activities or events). Segments containing

falling data were always multi-mode, from which single-mode fall data segments were visually

extracted. A random selection of approximately 42% of the single-mode data segments (cor-

responding to about 45000 data points per mode) were designated as the training data set.

The remaining single-mode and all multi-mode data segments (corresponding to 47000-60000

data points per mode) were assigned to the testing data set. In addition, varying lengths of

single-mode data were randomly ordered and concatenated to synthesize multi-mode data in

order to be able to test for mode transition latency. A subset of training data (approximately

5% of total single-mode data segments, or roughly a total of 22000 data points across all

modes), visually inspected to ensure data quality, were assigned to an exemplary data set

used for eigen function generation during the training phase (see below). Each data point in

all segments was labelled with the mode type. All data were preprocessed using calibration
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data collected prior to each experiment (data collection cycle per subject). Calibration data

is smoothed and filtered using a standard deviation based outlier filter and then subtracted

from incoming sensor data.

6.4.2 Algorithm I: Using GMM/Bayesian Model

A schematic of an analytic engine based upon methods discussed in section 6.3 is

shown in Fig. 6.5. The engine comprises of an offline training phase, and an online detection

algorithm.. The training phase produces basis functions and estimated statistical parameters

from segments of testing and exemplary data, which are applied by the detection algorithm

to consecutive segments of streaming input data to determine instantaneous gait activity or

occurence of a fall. The latter is used for both continuous classification of incoming sensory

data as well as algorithm accuracy evaluation against recorded test data. Details on the

testing and training phases follow.

Data Encoding and Segmentation. The input data comprises of continuous streaming

data at sampling rate fs from four pressure sensors and three accelerometers from each of

left and righ t insoles. Thus data at each time point is L = 14-dimensional. We segment the

data using a fixed window size W and overlap O. We thus get a sequence of WL dimensional

input vectors, thereby reducing the sampling frequency from fs to
⌊

Ns

W−O

⌋
where ⌊·⌋ is the

floor operator. To generate training samples we do not use any overlap, i.e. we set O = 0

and retain class labels on observation vectors. The impact of O on the accuracy and latency

of classification of test data is discussed in the Results section.

Offline Training Phase. Given the training data set S and exemplary data set O ⊂ S,

the offline training phase outputs the d eigenfunctions Ψ̂d = {ψ̂k}
d
k=1 and the estimated

HMM parameters (GMM parameters Θ∗
c = {Mc, πm,c,Σm,c,µm,c,m = 1 . . .M} for c =

1 . . . C.The encoded WL-dimensional observation vectors from the exemplary data set O

used to compute the empirical eigenfunctions Ψ̂d using 6.7. To avoid singularities in the

covariance matrix we do not subtract the mean and thus ignore the largest eigenvalue (the

corresponding eigenvector is the sample mean). For each class c, the reduced feature vectors

ŵ (using 6.8) are derived for all encoded WL-dimensional observation vectors w ∈ S with

class label c, and all such reduced vectors for class c form the training pool Yc. For each

class c, an initial estimate Θ
(0)
c of the GMM parameters is obtained by using k−means on

the pool Yc. These are then used to determine the maximum likelihood estimate (MLE) Θ∗
c
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Figure 6.5: Schematic of GMM-based Bayesian analytic engine for activity classification.
Each block represents a processing step of the training (unshaded) or detection (shaded)
phase of the algorithm with signal length of inputs and outputs specified next to arrows
in and out of the block. Sampling frequency for a signal where relevant appears in square
brackets. L is the number of sensors, fs is the sampling rate, W is the window size in samples,
d is the dimensionality of the reduced feature space, O is the overlap size, C is the number
of classes, M is the sample pool size and N = WL.

via the E-M algorithm with termination condition based upon threshold of log likelihood on

successive iterations.

Online Detection Algorithm. A realtime algorithm is used for online activity detection,

presented in Algorithm 7 and depicted schematically in Fig 6.5. The input to the online

detection algorithm at time ti is a length T segment of sensory data centered at ti, encoded

using a window length W = fsT and overlap size O to form the input vector wti . The output

of the online detection algorithm is the classified mode c∗ti at time ti. Adaptation for testing

samples is done by simply augmenting inputs with class label information and using that to

compute performance metrics, as described the Section 6.4.5. Outlier detection described in

step (2) of the algorithm is done using a variance based threshold on a moving window per
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dimension. A moving average filter MovAvg using window SO is used in step (6).

Our choice of the following parameters is discussed in section 6.5: segmentation

frame window size W , overlap O, number of principal components d, GMM model type,

outlier thresholds αk, smoothing window size S0, that appear in the algorithm above.

Algorithm 7: Real-time Gait Detection Using PCA

Input: wti

Given: Ψ̂d, Θ
∗
c , P(Ac) for c = 1 . . . C

Parameters: W , O, d, SO, αk, k = 1 . . . d

Output: c∗ti

1 Compute ŵti = Ψ̂T
dw ;

2 Replace if ŵti is an outlier using thresholds αk ;

3 Compute pc(ti) using Θ∗
c for c = 1 . . . C using (6.9) ;

4 Compute P(Ac|ŵti) using pc(ti),P(A⌋) and (6.10) ;

5 Compute class likelihood sequence p̃c(n) where p̃c(nfs +W/2) := P(Ac|ŵti) ;

6 Compute smoothed likelihood π̃ := MovAvg(SO, p̃c) ;

7 Set c∗ti = argmaxc π̃c(tn)

8 return c∗ti ;

6.4.3 Algorithm II: Using Simple Markov Model

A schematic of an analytic engine based upon methods discussed in section 6.3 is

shown in Fig. 6.6. Similar to the PCA based engine, there is an offline training phase, and

an online detection algorithm. Data encoding and segmentation is identical to that for the

PCA based algorithm.

Offline Training Phase. Given the training data set S the exemplary data set O ⊂ S

is used to produce the d eigenfunctions Ψ̂d = {ψ̂k}
d
k=1 identical to that in the PCA based

case. Multi-mode training sequences of reduced feature vectors ŵ obtained from encoded

WL-dimensional observation vectors w ∈ S are first used to estimate the transition matrix

Q and initial probabilties π. Then subsequences of single mode training sets are concatenated

in accordance with the above Q, π to synthesize a much larger training data set from which

the parameters Θ∗ = {Q, πc, ack, µck,Σck,m = 1 . . .M, c = 1 . . . C}are estimated using MLE

and E-M. See equations (6.12) and 5.16.
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Online Detection Algorithm. Similar to the Bayesian algorithm, the algorithm for real-

time activity detection based upon the simple Markov model (8) takes as input at time ti a

length T segment of sensory data centered at ti, encoded using a window length W = fsT and

overlap size O to form the input vector wti which is then feature reduced to ŵti and checked

for outliers. In addition the algorithm keeps history ofHa inputs i.e. ŵtj for j = i−1 · · · i−Ha.

In addition, the algorithm can use future inputs of length Hb i.e. ŵtj for j = i+1, · · · , i+Hb.

The parameters Ha, or pre-observation window and Hb, post-observation window are tunable.

Then Viterbi algorithm ( 5.14) is applied to the sequence
{
c∗tj

}i+Hb

j=i−Ha

using trained Θ∗ val-

ues, and the value c∗ti is used as the classified mode c∗ti at time ti.
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Figure 6.6: Schematic of simple Markov model based analytic engine for activity classification.
Description as in Fig 6.5. H = Ha+Hb is the observation window length used for the Viterbi
algorithm.

6.4.4 Algorithm III: Using Cascade Markov Model

The CHMM discussed in Chapter 5, Part A used for this model with zt being

the acivity mode and xt being the hidden sub-states. Since the timescale of dynamics of

zt is larger than that of xt we use the quasi-stationary approximation to PO-CHMM model
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Algorithm 8: Real-time Gait Detection Using Simple Markov Model

Input: wti

Given: Ψ̂d, Θ
∗ = {Q, πc, ack, µck,Σck}c=1..C,k=1..M

Parameters: Ha, Hb, αk, k = 1 . . . d

Require: wtj for j ∈ [i−Ha : i+Hb]

Output: c∗ti

1 Compute ŵtj = Ψ̂T
dwtj for j ∈ [i−Ha : i+Hb] ;

2 Replace if ŵtj is an outlier using thresholds αk. ;

3 Compute
{
c∗tj

}i+Hb

j=i−Ha

from
{
ŵtj

}i+Hb

j=i−Ha
, Θ∗ using Viterbi (5.14);

4 return c∗ti

(section 5.5.4). A schematic of an analytic engine based upon this model is shown in Fig. 6.7.

Similar to the PCA based engine, there is an offline training phase, and an online detection

algorithm. Data encoding and segmentation is identical to that for the PCA based algorithm,

except that the window length W and overlap size O are much smaller to capture the much

faster dynamics of the sub-states xt.

Offline Training Phase. Given the training data set S the exemplary data set O ⊂ S is

used to produce the d eigenfunctions Ψ̂d = {ψ̂k}
d
k=1 identical to that in the PCA based case.

Training sequences of reduced feature vectors ŵ obtained from encoded WL-dimensional ob-

servation vectors w ∈ S per class c are then used, as described in the “Decoupled PO-CHMM

Estimation & Inference Algorithm” of section 5.5.4 are used to estimate the parameters

Θ∗ = {ωc, πc, Ac, µc,Σc, c = 1 . . . C} (see equations (6.13)).

Online Detection Algorithm. Similar to the case based upon the simple Markov model,

the algorithm for realtime activity detection based upon the the cascade Markov model ( 9)

takes as input the vector wti which is then feature reduced to ŵti and checked for outliers,

requires inputs from the pre-and post-observation windows i.e
{
ŵtj

}i+Hb

j=i−Ha
, computes the

likelihood of the observation sequence is computed for each class c (5.43) and uses the class

with maximum likelihood ( 5.44) is used as the output classified mode c∗ti at time ti.

All three algorithms described above were implemented in MATLAB for offline train-

ing and testing. Versions for each were adapted to MATLAB/Simulink for online detection

permitting generation of embedded code for realtime computing environment.
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Figure 6.7: Schematic of cascade Markov model based analytic engine for activity classifi-
cation. Description as in Fig 6.5. H = Ha + Hb is the observation window length used for
likelihood estimation (5.43). The block labeled “Decoupled Baum Welsch Estimator” refers
to the steps in the algorithm described in 5.5.4.

Algorithm 9: Real-time Gait Detection Using Cascade Markov Model

Input: wti

Given: Ψ̂d, Θ
∗
c = (ωc, πc, Ac, µc,Σc) for c = 1 . . . C, k = 1 · · ·M

Parameters: Ha, Hb, αk, k = 1 . . . d

Require: wtj for j ∈ [i−Ha : i+Hb]

Output: c∗ti

1 Compute ŵtj = Ψ̂T
dwtj for j ∈ [i−Ha : i+Hb] ;

2 Replace if ŵtj is an outlier using thresholds αk ;

3 Compute Lc from
{
ŵtj

}i+Hb

j=i−Ha
and Θ∗

c using (5.43) ;

4 Set c∗ti = argmaxc Lcωc ;

5 return c∗ti
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6.4.5 Performance Metrics

We used the following performance metrics to quantify the accuracy of the detection

algorithms against labelled single-mode and multi-mode test data as described in section 6.4.1.

Misclassification rate (MR) is the percentage of data points where the classification does not

match its class label. For single-mode test data, this is an indicator of false negative (FN)

rate and for multi-mode data is it indicative of both FPR and FNR. FP and FN rates are

evaluated separately for multi-mode data containing falls only. Boundary Latency (BL) is

the aggregate delay in detection of mode transitions (in a multi-mode data set), expressed

as a percentage of the total test runtime. We are able to accurately assess it for synthesized

multi-mode data only.

6.5 Results

6.5.1 Empirical Eigenfunctions

The eigenvectors {ψ̂j}
N
j=1 of the empirical covariance matrix K̂ estimated using

the exemplary training samples form the empirical motion basis functions, as in (6.5) and

(6.7) . Preprocessed gait sensor waveforms can be then projected onto these eigenfunctions.

The first ten eigenfunctions in decreasing order of eigenvalues (Fig 6.8) capture distinctive

characteristics of various gait activities. Most of the energy of gait patterns is captured in the

first seven coefficients (Fig 6.9), and accordingly we set d = 7, dimensionality of the reduced

feature set.

6.5.2 Transform Coefficient Distributions & Gaussian Mixtures

Examination of the empirical marginal and scatter distributions of the first seven

principal components w1..w7 of the training samples in each activity class allows us to de-

termine what mixture model to use per activity class for the PCA based algorithm (Figs

6.10 and 6.11). For example, if using the heterogeneous Gaussian mixture model (HGMM),

the empirical marginal distributions would suggest using three component Gaussian mixtures

each for w2,w3 and single Gaussian for the rest in the WLK class, but using three component

Gaussian mixtures for w4, w6, two-component Gaussian mixture for w1 and single Gaussians

for the rest in the RUN class. It is this differentiation amongst modes that allows us to detect

them using our algorithm. Based upon this empirical analysis, four different Gaussian mix-

ture models were explored for our implementation: MIX-1 and MIX-2 are heterogeneous
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Figure 6.9: 15 largest eigenvalues of the empirical covariance matrix of the samples in the
exemplary pool.

GMMs (6.11) with varying number of mixtures per component shown in Tables 6.2(a) and

6.2(b) respectively. MIX-3 and MIX-4 are homogeneous GMMs (6.9) with M = 4 mixtures

and spherical or diagonal covariance matrix respectively..
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Table 6.2: Number of Mixtures Mk Per Component k For the (a) MIX-1 (b) MIX-2 model

(a) (b)
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Figure 6.10: Empirical marginal distributions of the first seven principal components wi, i =
1..7 of training samples corresponding to walking (WLK), running (RUN), jumping (JMP)
and standing (STD). The estimated densities when using the MIX-1 model are shown in
red.

6.5.3 Activity Classification

Application of the PCA-based algorithm and CHMM-based algorithm on individual

test data sets showed close to perfect classification accuracy when single mode segments are

used for testing (example in Fig. 6.12, Fig. 6.13), and when tested on multi-mode data

that were concatenated using random single mode subsegments, the PCA-based algorithm

showed more lag in classification especially around boundaries whereas CHMM-based algo-

rithm had almost no latency. An interesting observation (Fig 6.13, bottom right panel) is

that transitions amongst the hidden substates xt during running is similar to that expected

amongst swing/stance related sub-phases of the gait cycle (Fig 6.3.5). A comparison of the

classification accuracy across all test data for both multi-mode data and single mode data

for the PCA-based, simple Markov model based and CHMM based algorithms, when each

used their determined set of optimal parameters as discussed in the section 6.5.5, shows that
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Figure 6.11: Some empirical pairwise joint distribution of the first sevel principal components
w1, i = 1..7 of training samples corresponding to walking (WLK), running (RUN), jumping
(JMP) and standing (STD). Only four pairs are shown. Contour plots (solid color lines) are
the estimated joint densities with the MIX-1 model.

the CHMM based classifier has the least error rate when detecting multi-mode data, and

higher error rate when classifying single activity JMP and RUN data. All algorithms are

nearly perfect when classifying STD and WLK modes, and the performance of PCA-based

and simple Markov model-based algorithms is comparable across all activities (Fig 6.15).

6.5.4 Fall Detection

For detecting falls, empirical eigenfunctions were recomputed with including fall

exemplary data sets using the procedure described in section 6.4.2. Both PCA based and

CHMM based algorithms were applied to test data segments, and the PCA based approach

shows higher latency in fall detection than the CHMM-based method (Figs 6.16, 6.17). The

Markov model based methods also exhibit lower FPR and FNR than the GMM based method

(Fig 6.18).

A demonstration video of the real-time implementation of the CHMM based algo-

rithm, in particular, detection of falling is available on Online Supplemental Material.
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Figure 6.12: Principal values w1..w7, posterior class probabilities and classification result
for a RUN segment of about 5s using the PCA-based algorithm with window W = 75 and
overlap O = 75. The x-axis on each of the plots is the sample number.

6.5.5 Impact of Algorithm Parameters

Impact of Parameters on Algorithm I (GMM-based). Variation of algorithm param-

eters such as W,O, SO and α impact the performance of the PCA-based algorithm differently

in single activity and multi-activity detection (Fig 6.5.5 (a),(b) and (c)). No single seg-

mentation policy gave optimal results for single-mode, multi-mode as well as falling data.

Multi-mode or fast varying data is detected with higher accuracy using smaller window sizes

whereas slowly varying single-mode data performs better with larger window sizes. A choice

of W = 110, O = 105 yields overall 98% accuracy for single activity classification and 94%

in multi-activity classification. For falls, this choice of W gives 90% fall detection rate but a

30% FPR. Decreasing the frame size improves fall detection accuracy, but decreases activity

mode detection accuracy. A small choice for the probability filtering window S0 = 10 suffices

and longer window sizes increase boundary latency. The ideal choice for outlier detection

threshold α = 3 (the same value is used for all components). The impact of various mixture

GMM models on performance (Fig 6.20) indicates that MIX3 is overall the best model.
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Figure 6.13: Principal values w1..w7, posterior class probabilities and classification result for
a RUN segment of about 7s using the HMM-based algorithm with window W = 10 and
overlap O = 8. The x-axis on each of the plots is the sample number. The bottom right
panel also shows the Viterbi path for the observed sequence, i.e. the most likely sequence of
hidden substates xt. The relatively stable pattern of transitions suggests that these hidden
states could be interpreted as stance/swing related sub-states within a gait cycle.

Impact of Parameters on Algorithm-II (simple Markov model based). Impact

of W,O,α are similar on the simple Markov based algorithm to that of the PCA-based

algorithm and are not shown. The impact of observation window H and its components

Ha, Hb (Fig 6.21(a)) on multi-mode and single-mode data imply that smaller values of both

Ha, Hb are better. Three different initial transition matrices Q were evaluated, as follows:

(i) Q1, with each inter-class transition probability being 0.1, (ii) Q2, with each inter-class

transition probability being 0.01, and (iii) Q3 with all transitions equally likely. We observed

that the choice of Q1 or Q2 does not make a difference in the performance, and Q3 gives

poorer detection accuracy (specifics omitted).

Impact of Parameters on Algorithm-III (CHMM-based). Impact of W,O,α are

similar on the CHMM-based algorithm is similar to that on PCA-based algorithm and are
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Figure 6.14: Classification results for testing on a ˜30s segment of multi-mode data that was
generated using random subsequences of single mode data from the same subject using PCA-
based algorithm (top) and CHMM-based algorithm (bottom). The x-axis indicates sample
number.
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Figure 6.15: Comparison of misclassification rate across all test data for single activity test
segments - jumping (JMP), walking (WLK), running (RUN) and standing (STD) - as well
as multi-mode data (multi), for PCA-based algorithm (pca), simple Markov model based
algorithm (hmm-1) and cascade Markov model based algorithm (hmm-2).

not shown. A study of the lag/lead observation windows parameters Ha, Hb parameters

(Fig 6.21(b)) the observation window H and its components Ha, Hb indicates that a large

observation window improves single-mode detection accuracy but a small window improves

latency and hence multi-mode detection accuracy. We used the values Hb = 5, Ha = 20

that provide a reasonable tradeoff between accuracy and latency for the classification results

presented previously.
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Figure 6.16: First seven principal values w1 · · ·w7 and detected mode for a FALL test segment
(˜3.5s) using the PCA based algorithm. The x-axis denotes scaled sample numbers (actual
values are three times the values indicated). The actual data was only labeled as ”no fall”
vs ”falling” whereas the detection is for all modes and falls.

Figure 6.17: First seven principal values w1 · · ·w7 and detected mode for a FALL test segment
(˜3.5s) using the CHMM based algorithm. The actual data was only labeled as ”no fall” vs
”falling” whereas the detection is for all modes and falls.
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Figure 6.18: Comparison of FNR (falseNeg), FNR (falsePos) and boundary lag (lag) rate,
expressed as percentage, across all test data for segments with fall activity for PCA-based
algorithm (pca), simple Markov model based algorithm (hmm-1) and cascade Markov model
based algorithm (hmm-2).
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Figure 6.19: Impact of (a) data segmentation (W,O) (b) filter window size (SO) and (c)
outlier detection threshold (α) on the performance metrics misclassification rate (MR, single)
for single activity detection , boundary detection lag (BL) and misclassification rate (MR,
multi) for multi-activity detection on the GMM-based algorithm. All metrics are expressed
as percentage. In (a) the choice of O is chosen to be the one that corresponds to maximum
accuracy for the given W . Increasing O beyond a certain fraction of W increases complexity
but not accuracy, hence W,O are not varied independently.
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misclassification rate (MR, multi) for multi-activity detection on the PCA-based algorithm.

30/10 10/5 10/1

2

4

6

8

10

H
a
/H

b

P
e
rc

e
n
ta

g
e

 

 

MR (single)

BL

MR (multi)

(a)

5 10 20 30 40
H

a

H
b
 = 10

5 10 20 30 40
2

3

4

5

6

7

8

H
a

P
e

rc
e

n
ta

g
e

H
b
 = 5

 

 
MR (single)

BL

MR (multi)

(b)

Figure 6.21: Impact of the values of the lead and lag observation windows Ha, Hb on mis-
classification rate for single activity detection (MR, single), boundary detection lag (BL) and
misclassification rate (MR, multi) for multi-activity detection. (a) For the simple Markov
model, Ha, Hb impact Viterbi state sequence estimation. (b) For CHMM based algorithm,
Ha, Hb impact output sequence likelihood computation.
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6.6 Conclusions & Discussion

We have presented a prototype SmartSlipper and data-driven algorithms that are

able to distinguish activity modes such as standing, running, jumping and walking with up

to 98% accuracy based upon plantar pressure data, and detect falls with up to 97% accuracy

by incorporating additional acceleration data. Our method achieves accuracy exceeding or

comparable with current state-of-the-art activity and posture detection systems reported

in [156] even with a rather small set of initial training data. Our technology has several

distinctive advantages. Sensory data collection is via minimally invasive, generic, ready-to-

wear, ’one size fits all’ devices. Being completely data-driven, our algorithm is easily able to

detect arbitrary activity modes using relevant feature sets from gait data, and does not depend

on subject specific training data. Flexible segmentation and outlier detection policies allow for

customization of the algorithm to specified application latency and robustness requirements.

Our Markov model based implementation is able to capture dynamics within a gait cycle,

which can be exploited to capture gait metrics such as cadence, stride length, step length,

etc. Furthermore, the relatively low computational complexity of the algorithm makes is

suitable for online implementation, and we have implemented and successfully tested this for

real-time gait and fall detection.

Our first algorithm, that uses a PCA based feature reduction method to generate

a GMM based Bayesian classifier, is a simple frame-based classifier and performs amazingly

well for slow changing activities and requires minimal training data. Using this we were

able to achieve 98% accuracy in single activity test data, 94% accuracy in real-time and

multi-activity test data and 90% fall detection accuracy though with a relatively high (30%)

false positive rate. We implemented two sequential models, one based on a simple Markov

model, that is able to better detect similar looking activities by making use of prior activity

history, and achieves slightly improved accuracy. The second model, based upon a decoupled

algorithm for cascade hidden Markov models that was developed in Chapter 5, Part A, is

able to capture correlations in data much smaller than the gait cycle and is able to detect

falls with up to 97% accuracy with less than 7% false positive rate and also able to delineate

transitions between activities with smaller latency by modeling dynamics within each gait

cycle. However, compared to the PCA based algorithm, it requires more training data with

more parameters that need estimation. We have implemented embedded real-time verison

of both algorithms and demonstrated real-time activity classification and fall detection on

arbitrary subjects.
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Several enhancements are possible to our algorithm. Spurious data rejection, such

as one based upon relative class conditional likelihoods, could yield better robustness. Ad-

ditional preprocessing such as AR on the time-domain signal prior to segmentation can also

help alleviate noise (such approaches has been used for EEG or speech data, see [10, 63]). A a

variable window/overlap for data segmentation such as one that maximizes the classification

confidence could be used to provide optimal detection performance of both fast changing

(multi-mode/falling) activities as well as static (single-mode) activity. Other variants such as

threshold-based clustering or binary-tree based classification (as in [9]) can be concurrently

used to improve classification accuracy. A variant of the algorithm that simultaneously di-

agonalizes the inter-class and intra-class covariance matrices when computing the principal

component transform (the “Webb/Fukunaga” method) has been also known to peform better

than the more traditional PCA method. Future revisions of the algorithm may add features

such as cumulative sums to approximate distance/velocity in addition to the currently used

pressure and acceleration inputs. Extension of our CHMM to multi-factor, factorial or de-

cision tree HMMs would allow one to model complex gait dynamics thus allow us to detect

finer gait modes or even distinguish different kinds of falls.
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Conclusion

This dissertation demonstrated the use of two techniques for near real-time biological

signal processing for the purposes of physiological state estimation and classification in high

dimensional systems: state decomposition and state factorization. Algorithms developed

based upon the above techniques were applied to real problems in health care, medicine and

public safety. In this final chapter, we will review the main research contributions of our

work and its application scope, as well as discuss limitations of the current work and possible

directions for future research.

We started out with the problem of predicting attention lapses and fatigue for an in-

dividual based upon their sleep history, circadian phase and amount of time awake; this is an

unsolved problem in sleep medicine. A naive application of EEG spectral data as augmented

input did not improve predictions any further than is possible with use of physiology-inspired

models of fatigue (such as the Two Process Model). Specifically, additional EEG measure-

ments make no statistical difference in the mean squared error of a linear prediction model

based on an individual’s data set. EEG data that was used for this analysis was previously

cleaned of artifacts manually, where 2s epochs containing artifacts were completely removed.

The variable number of artifacts from trial to trial causes a variable number of epochs when

the above manual cleaning procedure is used; this makes it difficult to compare individual

trials using statistical estimates that use ensemble averaging. Changes in EEG from fatigue

can be rather subtle and easily masked by the effects of a variable number of epochs. This

motivated us to develop new techniques for artifact identification and subtraction that would

not require epochs to be removed since existing artifact elimination methods that preserve

epochs often result in data corruption. Based upon the observation that artifact extraction
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can be considered a problem of state space decomposition, we developed a structured sparse

recovery method called Correlated Sparse Signal Recovery (CSSR) that outperforms existing

structured sparse recovery methods in its ability to denoise EEG data with minimal corrup-

tion. We demonstrated and applied this to real EEG data to identify and eliminate blink

artifacts, which comprise about 70-90% of all artifacts in our wake EEG recordings. To fur-

ther eliminate remaining artifacts, we developed an ensemble learning technique that makes

use of a new active learning algorithm called Output-based Active Selection (OAS). We were

able to boost the artifact detection accuracy from approximately 91% to 97.5% using this

algorithm.

A second set of problems where the state space can be factored rather than decom-

posed was addressed in the second half of the thesis. A framework for studying the class of

problems where the dynamics of a finite state Markov chain are dependent on an external

stochastic process was developed. We then derived lower dimensional (decoupled) solutions

to the problems of hidden state estimation and optimal control on these so called Cascade

Markov processes. Using one of these algorithms, we were able to detect gait activity with

99% accuracy and falls in real-time with up to 97% accuracy.

Some research contributions of this dissertation include the following:

1. A new structured sparse recovery algorithm, Correlated Sparse Signal Recovery (CSSR),

that can model statistical rather than fixed structure, without the assumption of a

common sparsity profile, was developed and tested (Chapter 2). The algorithm uses

a Bayesian framework in which structure is modeled using a prior correlation matrix

that represents statistical structure amongst coefficients. The algorithm was shown to

successfully identify and remove eye blink artifacts in actual EEG recordings in near

real-time. The approach of sparse recovery for artifact identification and removal (i)

allows preservation of the EEG instead of discarding data, (ii) permits fully on-line

implementation, (iii) works with few (4-6) channels and (iv) requires no manual inter-

vention. Our approach is thus superior to several popular artifact removal techniques

used currently.

2. Output based active selection (OAS) is a new active learning paradigm that addresses

several pitfalls of traditional methods (Chapter 4). In particular, OAS does not suffer

from selection bias inherent in traditional uncertainty based sampling, and yet does

not compromise computational simplicity. In OAS, selection is based upon predicted

output of unlabeled samples in addition to the uncertainty in their classification. OAS
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based Active Learning (AL) when applied to some examples of non-separable data

demonstrated that OAS achieves the same level of classification accuracy as other state-

of-the-art algorithms with fewer active labels. Furthermore, since OAS internally uses

an ensemble learner, AL implementation based upon OAS is trivially adaptable to the

task of ensemble clustering.

3. We developed a novel skew Gaussian dictionary that is able to model a myriad of eye

blink artifact shapes using just 1-3 elements from the dictionary (Chapter 3). When

used with the CSSR algorithm, this dictionary successfully matches eye blink artifacts

in several EEG recordings that results in denoising of EEG with minimal distortion.

4. An iterative and adaptive AL algorithm that is able to automatically switch to passive

selection when active selection is no longer beneficial was developed (Chapter 4). The

algorithm achieves this by keeping track of the improvement in number of confident

examples across iterations. This algorithm was implemented and tested using OAS

based active selection but is applicable to any active selection scheme.

5. Efficient non-linear time series prediction algorithms (Chapter 1) that use an underly-

ing model such as the Two-Process Model were developed. They were shown to predict

attention lapses using very few baseline measurements on an individual level with ac-

curacy that is better than existing prediction models for the same problem ([224, 184]).

Our predictor was shown to be optimal in a minimum variance sense by comparing it

to a non-linear Kalman filter.

6. A decoupled version of Baum-Welch algorithm for coupled Hidden Markov Models for

the special case when the state is partially observable and quasi-stationary was imple-

mented (Chapter 5). This algorithm, which has much lower computational complexity

compared to the fully coupled version, was successfully applied to detection of gait

activities and falls in real-time (Chapter 6).

7. Decoupled matrix differential equations as solutions to a variety of fully observable

optimal control problems on a particular class of coupled Markov decision processes

were developed (Chapter 5). This class of problems involves optimization of the ex-

pectation of the utility of a functional on two coupled processes where the transition

rates are stochastic and depend on the other. Our solution requires solving a one-point

instead of two-point boundary value problem. The fully coupled counterpart is more

189



Chapter 7: Conclusion

computationally complex by a factor proportional to state space size.

Our exposition has been mainly algorithmic with demonstration on real life exam-

ples. Future work can develop theoretical and rigorous analysis of these algorithms. While our

algorithms were developed with low computational complexity in mind, our implementations

can be further refined for run-time optimization especially in mobile environments.

The prediction algorithms for attention lapses based upon baseline measurements

on an individual level can be easily extended to use more sophisticated models such as the

Three-Process Model ([112]). These algorithms can be also be implemented using particle

filtering, scented or extended Kalman filtering and those based upon alternate prior parameter

distributions such as lognormal. The algorithm outlined in Chapter 1 that incorporates

augmented EEG spectral information in making predictions can be extended to use alternate

measures such as EEG bispectrum or entropy.

Our CSSR algorithm (Chapters 2,3) is based upon expectation-maximization (E-

M). While convergence to a local minimum is guaranteed from E-M, the convergence can

be slow and one can be stuck in a local minimum. Alternate methods such as stochastic

E-M or stochastic gradient based optimization can possibly be an alternate implementation.

Our current approach requires the correlation matrix R to be provided a priori based upon

heuristic physiological information. However, this choice can be difficult, and as shown

in Section 2.5, counter-intuitive. However, since the CSSR algorithm is typically applied

on streaming data such as real-time continuous EEG, the structure of R can be learned

over multiple samples of data by, for example, modeling it as a sum of parameterized rank

one matrices and then estimating these parameters using E-M over multiple epochs. An

alternative would be to use a Markov model to better represent the relationships amongst

coefficients. The Bayesian method we use facilitates incorporation of such dynamics into the

prior model. Another possible extension would be use hierarchical priors on the parameters

that are estimated in our algorithm, which can perhaps lead to a more efficient algorithm by

requiring estimation of a fewer number of parameters. We demonstrated the algorithm using

a skew Gaussian dictionary on eye blink artifacts, but extension to other structured artifacts

such as ECG is straightforward. CSSR provides a generic way for recovering structural

information from EEG which can to predict sleepiness, for example. A decomposition of the

form x = xα⊕xβ ⊕xγ ... where xα, xβ , xγ represent the alpha, beta and gamma EEG activity

respectively, using structural correlations provides an alternative to standard spectral analysis

based decomposition. Standard spectral analysis discards phase information and also relies
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upon assumptions of stationarity which can often result in loss of pertinent information.

CSSR can be applied to structured sparse recovery in many other domains. Some

examples include (i) Recognition of color images where there is correlation amongst color

channels, (ii) fluorescence diffuse optimal tomography where anatomy dictates prior correla-

tion (iii) MRI imaging, where prior anatomical knowledge can be used to determine a partic-

ular relationship structure amongst voxels (iv) network construction, where biological/social

interactions motivate modeling of cliques via correlations, and (v) modeling of earthquakes.

OAS based AL was demonstrated on E-M based base learners, but OAS is a generic

active selection paradigm, and hence applicable to a wider class of base learners such as

margin-based (support vector machines) or decision trees. Our selection method can be

combined with other selection methods such as density weighting and importance weighting

to produce even better active selection. In our current implementation of the adaptive al-

gorithms, we have fixed the values of the parameters such as α, β used by the algorithm at

optimal values for a particular label fraction. A possible extension of the algorithm is to learn

these parameters adaptively, which will presumably yield better label complexity and noise

sensitivity characteristics. We applied our approach of using AL for ensemble clustering (for

non-retrainable ensemble members) to the particular case of classification of epochs into ar-

tifactual or not, but this approach has more general applicability in medical decision making

where several classifiers are available which not be re-trained. Determination of sleep stages

is such an example, where one needs to learn a classification rule from several criteria, such

as automated EEG and actigraphy data, and where having an expert to manually annotate

records is expensive. Use of our algorithm can drastically reduce the cost of research projects

where sleep scoring is an essential but expensive step. Our approach can be also applied to

real-time automated medical diagnosis that needs to be made from various diagnostic sources

and even for automatic processing of health insurance claims.

Decoupled learning methods for factored HMMs (Chapter 5) have applicability in

medicine beyond gait and fall detection. For example (i) a coupled HMM for multi-channel

EEG data can be used to decipher sleep stages, or (ii) a coupled model of respiration and

EEG data can be used to detect sleep apnea. The methods implemented pertained to a single

cascade level i.e. the process z⊗x where x depends on z but not vice-versa, but can be easily

extended to multiple levels ,i.e. for a process of the form z1⊗ z2⊗ ... ⊗ zK where zk depends

only on zj for j < k.

Our particular implementation of the algorithm on cascade HMMs for gait and fall
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detection (Chapter 6) can also be enhanced in several ways: (i) spurious data rejection,

such as one based upon relative class conditional likelihoods, can yield better robustness, (ii)

additional pre-processing such as AR on the time-domain signal prior to segmentation can

help alleviate noise, and (iii) concurrent use of clustering or binary-tree based classification

can improve classification accuracy.

Our solution for the problem of optimal control on coupled Markov chains obviates

the “curse of dimensionality” inherent in HJB equations thereby facilitating real-time solu-

tion. The algorithm may have application to medicine, such as finding optimal schedules

of light exposure for correction of circadian misalignment and optimal schedules for drug

intervention in patients.

The thesis demonstrates new computationally simple methods in biological signal

processing with applications to medicine and public safety.
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