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ESSAYS ON PUBLIC HEALTH INSURANCE

ABSTRACT

Over the last ten years there have been dramatic changes in the health insurance environment in the United States, spurred on by broad reforms in the public health insurance sector. In 2006 the Medicare Prescription Drug, Improvement and Modernization Act went into effect, providing broad access to prescription drug insurance for millions of elderly Americans. In 2014 the main provisions of the Patient Protection and Affordable Care Act began to be felt, dramatically changing health insurance markets, particularly for those seeking non-group coverage. These legislative changes both raise questions regarding how well the policy changes meet their goals, as well as offering new variation with the potential to answer questions of fundamental economic significance.

This dissertation addresses such important questions surrounding the effectiveness of public health insurance in meeting policymakers’ goals, and the implications of public health insurance for private markets. In the three chapters of this dissertation I utilize the policy changes of Medicare Part D and the Affordable Care Act to provide quasi-experimental estimates of retirement lock, of the correlation of risk aversion and crowd-out of private insurance, and of the effectiveness of the individual health insurance mandate in expanding coverage.

The first part studies the implications of public drug insurance for labor markets. This part examines whether the lack of an individual market for prescription drug insurance causes individuals to delay retirement. I exploit the quasi-experiment of the introduction of Medicare Part D, which provided subsidized prescription drug insurance to all Americans over age 65 beginning
in 2006. Using a differences-in-differences design, I compare the labor outcomes of individuals turning 65 just after 2006 to those turning 65 just before 2006 in order to estimate the causal effect of eligibility for Part D on labor supply. I find that individuals at age 65 who would have otherwise lost their employer-sponsored drug insurance upon retirement decreased their rate of full-time work by 8.4 percentage points due to Part D, in contrast to individuals with retiree drug insurance even after age 65 for whom no significant change was observed. This reduction was composed of an increase of 5.9 percentage points in part-time work and 2.5 percentage points in complete retirement. I use these estimates to quantify the extent of the distortion due to drug insurance being tied to employment, and the welfare gains from the subsidy correcting that distortion. The results suggest that individuals value $1 of drug insurance subsidy as much as $3 of Social Security wealth.

The second part of this dissertation considers the effect of public drug insurance on private drug coverage, with a focus on the correlation of crowd-out and risk aversion. I utilize Health and Retirement Survey data around the time of introduction of the Medicare Part D prescription drug insurance for the elderly in order to estimate crowd-out of private prescription drug insurance. I use individuals between the ages of 55 and 64, who are not eligible for the program, as a control group relative to individuals aged 65 to 75, who are eligible. I take a differences-in-differences approach to estimation by comparing outcomes before and after 2006, when Medicare Part D went into effect. I construct measures of risk aversion by exploiting unique questions eliciting risk preferences in the Health and Retirement Survey, as well as information on whether individuals have other kinds of insurance, or engage in risky behaviors. I find substantial differential crowd-out by risk aversion: every standard deviation increase in risk aversion was associated with about 5 percentage points less crowd-out, over a base crowd-out rate of 50%-60%. More risk averse individuals also saw greater reductions in out-of-pocket spending on prescription drugs due to Part D, particularly at high levels of spending: at the 85th percentile of spending an individual one
standard deviation more risk averse than the average experienced a decline of $110/year due to Part D eligibility, above and beyond the gains for an averagely risk averse individual of $382/year.

The third part of the dissertation estimates the effectiveness of the individual mandate in the Patient Protection and Affordable Care Act in expanding health insurance coverage. This paper studies the impact of the individual health insurance mandate in the Patient Protection and Affordable Care Act (PPACA) on health insurance coverage. This mandate went into effect in 2014, alongside various other elements of the PPACA. I focus on individuals ages 26-64 who are ineligible for the subsidies or Medicaid expansions included in the PPACA to isolate the effect of the mandate from these other components. To account for changes unrelated to the PPACA that occur over time and affect insurance coverage I utilize a control group of residents of Massachusetts who were already subject to mandated insurance following the 2006 health care reform in their state. Employing a differences-in-differences design applied to data from the American Community Survey, I find that the mandate caused an increase of 0.85 percentage points in health insurance coverage, or a 17% decline in the uninsurance rate. This increase was concentrated in coverage purchased directly by individuals, rather than acquired through an employer, and predominantly affected younger individuals. Both these observations are consistent with the mandate ameliorating adverse selection in the individual health insurance market.
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Part I

Retirement Lock and Prescription Drug Insurance: Evidence from Medicare Part D

1 Introduction

Do Americans work in order to maintain health benefits? In this paper I address this question by focusing on retiree prescription drug insurance and utilizing the 2006 introduction of Medicare Part D as a quasi-experiment. Stand-alone prescription drug insurance is almost non-existent on the individual market for those below age 65, and before Part D’s introduction Medigap policies covering drugs for those over 65 offered limited coverage and were rarely taken up (Pauly and Zeng, 2004).\(^1\) Thus the majority of Americans acquire their health insurance through an employer, and virtually all employer plans cover prescription drugs.\(^2\) Therefore, individuals dependent on their employers for insurance may be “retirement locked”: prevented from optimally retiring due to this extraneous consideration. The extent of retirement lock is important for many reasons, not least its role in the design of policies, such as the Affordable Care Act (ACA), which weaken the link between employment and insurance, impacting both the benefits of such policies and their costs.

\(^1\) In 2005 only 3.2% of Medigap policyholders in federally standardized plans chose plans offering any drug coverage at all (America’s Health Insurance Plans, 2006).

\(^2\) In 2014 about 70% of Americans were eligible for health insurance from their employer, and 99% of employer plans also covered prescription drugs (Kaiser Family Foundation, 2014).
This paper addresses the question of retirement lock by exploiting the quasi-experiment induced by the 2006 introduction of Medicare Part D. Part D expanded traditional Medicare in 2006 to give everyone over age 65 access to subsidized prescription drug insurance, indirectly inducing a sharp change in the incentives of individuals regarding whether to retire. Whereas before 2006 prescription drug insurance was available almost exclusively through employer-sponsored insurance (ESI) irrespective of age, after 2006 it became available to everyone over age 65 regardless of availability of ESI. I examine the effect of Part D using a differences-in-differences design: I estimate the causal effect of Part D by comparing labor outcomes of individuals reaching age 65 before 2006 to those reaching age 65 after 2006. I find that eligibility for Part D substantially decreased the labor supply of those who would have previously been dependent on their employers for drug insurance.

In order to focus on individuals who were potentially retirement locked to begin with, I consider those who had retiree health insurance until age 65 – such individuals continue to benefit from their employer coverage even if they retire. I divide this population into two groups: those who would be covered by their employer plan only until age 65 if they retired, and those who had retiree coverage after age 65 as well. The former constitute the “treatment group” – for them retiring implies a loss of drug coverage at age 65 before 2006, but no such constraint exists after 2006. Those with retiree coverage after age 65 were not retirement locked before or after 2006 – Medicare Part D should not change their retirement decisions through retirement lock. They are therefore a “control group” in a triple-differences design. If relaxation of retirement lock is the sole mechanism by which the labor supply of the treatment group is affected by Part D, it should exhibit a reduction in labor supply at age 65 in 2006, while there should be no change for the control group.

I find results consistent with these predictions. Those in the group with retiree coverage only to age 65 reduced their rate of full-time work by 8.4 percentage points more at age 65 after 2006 than they did at age 65 before 2006; for the group with retiree coverage over age 65 I observe a statistically insignificant 2 percentage point increase in full-time work. On a
baseline of 35 percentage points of full-time work, this amounts to a 24% reduction in the rate of full-time work upon eligibility for Medicare Part D among the treated. This drop in full-time work was largely composed of an intensive margin response of a shift to part-time work – an increase of 5.9 percentage points – with a smaller but substantial share accounted for by the extensive response of full retirement – an increase of 2.5 percentage points.

To interpret this effect I compare the reduction in labor supply due to Part D to that predicted to result from an increase in Social Security benefits. I find that a $1 subsidy to drug insurance leads to a labor response equivalent to $3 of Social Security. These substantial estimated behavioral responses to the relaxation of retirement lock suggest potential inefficiency in the existing individual drug insurance market in the absence of Part D. Using a simple model of labor responses to Medicare Part D’s introduction I map the observed changes in labor supply due to the subsidy to individuals’ willingness to pay for the subsidy out of retirement income. This implies a willingness to pay of $3 for every dollar of the subsidy among retirees.

The large estimated willingness to pay suggests the potential for large welfare gains from a subsidy to drug insurance for retirees. However, because the provision of insurance allows individuals to retire, this increases the government costs of Part D because of foregone tax revenue from those who would otherwise be working (i.e. a fiscal externality). To assess this cost I estimate the fiscal externality due to Part D using the labor supply responses of the treated. I find a large fiscal externality of 68 cents on the dollar for every dollar of subsidy. However, the valuation of the subsidy is larger than the cost, leading to a marginal value of public funds of Part D of $1.80 per dollar of subsidy, or a net social gain of 80 cents on the dollar.

The differences-in-differences approach I take allows me to non-parametrically account for the myriad changes which might otherwise affect the labor supply of 65 year-olds, such as

---

3This 35 percentage point baseline is the rate of full-time work for individuals aged 65-68 in the years 2006-2010, net of the estimated effect of Part D.
health status and age dependent factors (e.g., pensions and full social security eligibility). It requires me to assume only that there was no sharp change in these factors in 2006. The fact that the magnitude of retirement lock can thus be cleanly estimated in a reduced form way, independent of strong modeling assumptions, is an advantage of this approach. It therefore complements past efforts to structurally estimate the effect of health insurance availability on retirement behavior.

My reduced form approach to estimation of retirement lock is most closely related to a number of previous papers which look at quasi-experiments estimating conceptually similar effects. The predominant source of exogenous variation in this literature has been based on continuation of coverage laws (COBRA). This literature tends to find significant effects of relatively small magnitude (Madrian et al., 1994, Gruber and Madrian, 1995). However, the variation induced by COBRA can by necessity only identify the effect of a year or two of continued coverage; and the law still requires individuals to pay for coverage with after-tax dollars, making it less generous than employer sponsored insurance. Thus, both within the structural and reduced form attempts to estimate the extent of retirement lock there have been inconclusive results, along with a limited set of policy variations allowing clean identification, as outlined in Gruber and Madrian [2004].

4 There exists a rich literature attempting to structurally estimate the effect of health insurance availability on retirement. The conclusions of these papers are diverse, with some finding little effect of employer-insurance on retirement (e.g., Gustman and Steinmeier, 1994, Lumsdaine et al., 1994), while others find significant effects (for example, Rust and Phelan, 1997, Blau and Gilleskie, 2006, French and Jones, 2011).

5 A number of reduced form analyses not relying on quasi-experiments are also relevant here. These include Karoly and Rogowski [1994], Rogowski and Karoly [2000], Blau and Gilleskie [2001], Nyce et al. [2013], and Shoven and Slavov [2014]. These studies tend to find large effects of availability of retiree health insurance on retirement. The current paper’s identification strategy circumvents some of the concerns raised by the lack of exogenous variation in insurance coverage in these studies, such as potential unobserved correlation of employer coverage with employer pension plans, or selection of individuals with particular preferences into matches with employers who provide health insurance (Gruber and Madrian, 2004).

6 Two recent papers estimate the effect of health insurance on employment using variation other than the introduction of COBRA: Baicker et al. [2014] and Garthwaite et al. [2014] use exogenous enrollment changes in Medicaid. However, these papers do not focus on typical individuals near retirement, but rather on prime working age individuals who are in addition quite poor (on the margin of Medicaid eligibility). Furthermore, the two papers come to different estimates, with the latter finding substantial employment lock and the
My approach to welfare is similar to that of Gruber and Madrian [1995]. There the authors provide a sense of the scale of retirement lock by comparing its impact to retirement wealth. They find that one year of continuation of coverage has the same effect on retirement as $13,600 of pension wealth, substantially higher than the $3,600 they estimate to be the cost of such coverage.\(^7\) I formalize this comparison in a way which allows identification of both the distortion in labor supply induced by the inefficiency of the individual insurance market, and the willingness to pay of individuals for correcting this inefficiency. Such inference of welfare from labor market responses is related to Shimer and Werning [2007], Chetty [2008], Hendren [2013a], and Fadlon and Nielsen [2015].

This paper also contributes to the literature on Medicare Part D itself, particularly regarding welfare analysis of the program. An overview of early results on the structure and the effects of Part D is available in Duggan et al. [2008]. A great deal of research quantifies the effect of Medicare Part D on health expenditures and outcomes: for example, Engelhardt and Gruber [2011] find that Medicare Part D increased prescription drug coverage and utilization among the elderly, while reducing their out-of-pocket spending substantially.\(^8\) They estimate the welfare benefits of Medicare Part D by focusing on the gains due to increased insurance. These same authors also estimate large crowd-out of private insurance by the new program, cases in which there was no net gain in insurance per se. This paper complements such calculations by considering gains in welfare precisely among those whose private (employer) former finding only small and insignificant effects. I find that this divergence may be partially reconciled by the fact that most individuals who reduce their labor supply due to availability of subsidized individual insurance do so on an intensive margin. Baicker et al. [2014] observe only employment, without the ability to differentiate full- and part-time work.

\(^7\)The authors speculate that this may be because policies available on the individual market generally exclude preexisting conditions from coverage, or because a number of early retirees are refused coverage at any price.

\(^8\)Other papers in this literature include Lichtenberg and Sun [2007], Kaestner et al. [2014], Abaluck et al. [2015], and Ayyagari and Shane [2015].
prescription drug insurance is potentially crowded out by Part D.\textsuperscript{9} Rather than the null effect on welfare implied by the idea of crowd out I show substantial welfare gains from Medicare Part D; however, these gains accrue mostly along the margin of avoided labor disutility, rather than of a less risky distribution of health expenditures.

The structure of the paper is as follows: section 2 presents a simple conceptual model of retirement lock. Section 3 provides the institutional details of Medicare Part D. Section 4 describes the data and the identification strategy. Section 5 contains the main empirical results. Section 6 contains some robustness checks for these results. Section 7 discusses the implications of these results for welfare. Section 8 concludes.

\section*{2 Conceptual Framework of Retirement Lock}

In this section I develop an extensive margin model of labor supply, which serves two purposes. First, it formally states what is meant by “retirement lock”. I define this concept as the distortion arising in labor supply due to inefficiency in the individual insurance market. Second, I develop a framework for thinking about the subsidized prescription drug insurance offered through Medicare Part D and its effect on labor supply. I show that a negative labor supply effect of the policy does not in itself provide evidence of retirement lock; and provide a test that can provide such evidence by comparing the effect on labor of a subsidy to individual market insurance to that of increasing retirement income.

\textbf{Individual preferences}

I assume individuals derive utility from consumption, $c_i$, and separable disutility from labor, $v_i$, such that:

\begin{equation}
U_i(c_i, l_i) = u_i(c_i) - v_i \cdot l_i,
\end{equation}

\textsuperscript{9}97\% of the treatment group had some form of prescription drug coverage before becoming eligible for Medicare Part D; see table 1.
where $l_i = 1$ indicates full-time work and $l_i = 0$ otherwise. $v_i$ is distributed according to a cumulative density function $G(v_i)$, with a probability density function $g(v_i)$. The realization of $v_i$ is known to individuals at the time they make their labor and insurance choices. $u_i$ is individual $i$'s utility of consumption; $u'(c) > 0, u''(c) < 0$.

### Individual budget

Individuals’ gross income is a function of their labor, $I(l_i)$ such that $I(0) < I(1)$. Individuals also face stochastic drug costs, $Y_i$. They can purchase insurance against these costs at the quantity of $x_i$, leading to out-of-pocket costs of $y_i(Y_i, x_i)$ so that for all $i$ and for each realization of $Y_i$, $\frac{du_i}{dx_i} \equiv y'_i < 0$, $\frac{d^2u_i}{dx^2_i} \equiv y''_i > 0$.

$x_i(p)$ is $i$'s demand for insurance as a function of the price of a unit of insurance. To capture the intuition of insurance being more expensive or of poorer quality on the individual market relative to the group market, the price of a given quantity of insurance will be permitted to differ based on whether the individual works full-time or not. In particular, the price of insurance will be $p(l_i)$ so that $p \equiv p(1) < p(0) \equiv P$.\(^\text{10}\) In addition, I consider a stylized policy like Medicare Part D, of subsidizing the price of insurance only on the individual market by $s$ - i.e., $s(1) = 0, s(0) = s$. Thus the consumer price on the individual market for a unit of insurance will be $P - s$, while the price for individuals getting their insurance on the group market is $p$.\(^\text{11}\)

In sum, for each realization of $Y_i$ and choice of $(l_i, x_i)$, consumption for individual $i$ is

\(^{10}\)There are a number of reasons why the price of insurance on the individual market might be higher than on the group market. First, health insurance markets in general suffer from adverse selection (Hackmann et al., 2012, Hendren, 2013b). This is particularly true of prescription drug insurance, due to the persistence of drug expenditures over time (Pauly and Zeng, 2004). Second, there are fixed costs in contracting with an insurer. This is the result of administrative costs as well as the complexity of the choice problem which is particularly difficult for the elderly in the context of drug insurance (Abaluck and Gruber, 2011). Third, the exemption of employer sponsored insurance from the income tax leaves it cheaper in after-tax dollars than individual market alternatives. Fourth, the difficulty of forming long-term insurance contracts which do not result in premium increases following a negative health event makes risk pooling an integral part of insurance (Cutler, 1994).

\(^{11}\)Medicare Part D also subsidized the group market at a lower rate. For simplicity I assume this subsidy was 0. What matters for this analysis is the change in the differential subsidy.
given by:

\[ c_i = I(l_i) - y_i(Y_i, x_i) - (p(l_i) - s(l_i)) * x_i(p(l_i) - s(l_i)). \] (2)

**Optimal labor choice**

Individuals maximize their expected utility with respect to \( Y_i \) (noted by \( E_Y \)) over their choice of labor and the quantity of insurance they buy. An individual will work full-time if her expected utility of consumption from working minus her disutility of labor is greater than her expected utility of consumption when not working. Equivalently, there will be a cutoff level of labor disutility below which individuals choose to work full-time and above which they choose not to. That is, \( i \) works full-time if and only if:

\[ E_Y[u_i(c_{1i}) - u_i(c_{0i})] \equiv \overline{v}(s) > v_i, \] (3)

where \( c_{1i}, c_{0i} \) are the values of consumption after having optimally chosen the level of insurance conditional on labor choice. \( \overline{v}(s) \) is the cutoff value of labor disutility above which individuals choose to stop working full-time. An individual with labor disutility \( v_i = \overline{v}(s) \) is precisely indifferent between the expected value of full-time work, with its higher income and lower price of insurance, and the expected value of retirement, with its lower income and higher price of insurance.\(^{12}\)

**Benchmark optimal insurance choice**

Individuals choose the amount of insurance to purchase conditional on their choice of labor. For a given \( l_i \) the first order condition for the optimal choice of \( x \) is:

---

\(^{12}\)In principle, all individuals could be made indifferent between working and retiring if employers could offer worker-specific \( I(1) \). Two frictions preventing this are noted by Gruber and Madrian [2004]: the first is the administrative cost of designing worker-specific contracts. The second is preference revelation constraints, where employers do not know the individual valuations of insurance and of leisure. In this model this latter point can be supported by assuming employers do not know each individual’s \( v_i \) and, potentially, heterogeneity in the distribution of \( Y_i \) and preference parameters such as risk aversion. There is some evidence that while employers can offset the value of benefits by reducing compensation for groups of workers (e.g., Gruber, 1994), they cannot do so at an individual level (for example, Chetty et al., 2011).
\[
\frac{dE_Y[u_i(c_i)]}{dx} = E_Y[u' \cdot \frac{dc}{dx}] = -E_Y[u' \cdot (y_i' + p(l_i))] = 0. \tag{4}
\]

A market in which this condition holds can be thought of as “constrained efficient”: given the possible insurance contracts in the market individuals will choose \( x \) so that in expectation the utility lost due to the dollars spent on an additional increment of \( x \) will equal the utility from the dollars saved on drug expenditures from that additional insurance.

There are numerous reasons to think that this first order condition does not hold in this form in practice. I will show below that inefficiency in the labor market will only occur if the insurance market is indeed inefficient; i.e., if this first order condition does not hold. Trivially, if the insurance market does not exist, or does not exist for some individuals (such as those with preexisting conditions, see Hendren, 2013b), then the first order condition for insurance will not hold for every \( i \). This is a close approximation to the prevailing drug insurance market for those under age 65, for example, or to the market for those over 65 before Medicare Part D, due to adverse selection (Pauly and Zeng, 2004).

**Analysis of changes in the level of \( s \)**

Define the marginal utility of consumption of the \( i'th \) individual as a retiree, given a subsidy of \( s: u_{0i}^1(s) \equiv u'_i(c^*_0). \) The change in the cutoff disutility of labor when the subsidy is increased is given by differentiating equation (3): \( \frac{d\tau(s)}{ds} = -E_Y[u'_{0i}(s) \cdot \frac{dc_i}{ds}] \). Therefore the change in the actual share of individuals working full-time will be:

\[
\frac{dG(\tau(s))}{ds} = -g(\tau(s)) \cdot E_Y[u'_{0i}(s) \cdot \frac{dc_i}{ds}] < 0. \tag{5}
\]

\( E_Y[u'_{0i}(s) \cdot \frac{dc_i}{ds}] \) must be weakly positive by revealed preference: individual welfare cannot decrease when an (unfunded) subsidy is increased. Therefore, labor supply would decline with increases in the subsidy regardless of whether or not there were any inefficiency in the insurance market. Both a substitution effect of giving another dollar conditional on retirement, and an income effect of making individuals richer work in the same direction in
this case. To find evidence of inefficient labor supply due to retirement lock the bar is higher — there must be a decline in labor supply beyond what would result from a mere increase in retirement income due to the subsidy.

We can decompose retirement income, \( I(0) \), into Social Security benefits, \( b \), and other income. If instead of increasing \( s \) we increase \( b \), the cutoff labor disutility change will be (suppressing the arguments of \( \tau \)): \( \frac{d\tau}{db} = -E_Y[u'_{0i}(s)] \). Such a change leads to a corresponding change in the share of full-time workers of:

\[
dG(\tau) \frac{db}{dG(\tau)} = -g(\tau)E_Y[u'_{0i}(s)]. \tag{6}
\]

Note further that an increase of 1 in \( s \) corresponds to an increase of \( x_i \) dollars to individual \( i \), or one dollar per unit of insurance. What I look for to provide evidence of retirement lock is a large ratio of the effect on labor supply of an increase of one dollar of subsidy to retiree insurance versus the effect of an increase of one dollar in retirement income:

\[
\frac{dG(\tau(s))/x_i}{dG(\tau)/db} = \frac{E_Y[u'_{0i}(s) * \frac{dc_i}{ds}]/x_i}{E_Y[u'_{0i}(s)]}. \tag{7}
\]

It is helpful here to illustrate the benchmark expected magnitude of this ratio if indeed individuals faced an efficient individual market for insurance.

Claim.

In the presence of efficient insurance markets the effect of a dollar’s worth of subsidy on labor supply is equal to the effect of a dollar of retirement income.

Proof.

Plugging in the first order condition from equation (4) into equation (7) gives:

\[
\frac{dG(\tau(s))/x_i}{dG(\tau)/db} = 1 - \frac{dx_i(P - s)}{ds} * \frac{E_Y[u'_{0i}(s) * ((P - s) + y')]}{x_iE_Y[u'_{0i}(s)]} = 1 \tag{8}
\]

which gives the result.
This result is intuitive: if individuals can optimize their choice of insurance in an efficient market then they value a dollar of subsidy to insurance as exactly one dollar. If markets are efficient then compensation provided in the form of some good, in this case insurance, is equivalent to compensation in dollars, because the good can be exchanged for other consumption on a dollar-to-dollar basis.

Furthermore, note that \( \frac{dG(v(s))}{ds} \cdot x_i = \frac{Cov(u_0'(s), \frac{dc_i}{db}) + E_Y[u_0'(s)] + E_Y[\frac{dc_i}{db}]}{x_i E_Y[u_0'(s)]} \). All else equal, the larger the covariance of marginal utility of consumption and the gain in consumption from increasing the subsidy, the greater the effect of the subsidy. This is precisely the insurance value of the subsidy: individuals value it more the more it tends to increase consumption when marginal utility is otherwise high. When the insurance market is efficient this gain in consumption from one dollar of subsidy to insurance is precisely one dollar of consumption, leaving the covariance 0 and changing labor supply in exactly the same way as a change in income would.

**Retirement Lock**

I define the distortion due to retirement lock, \( R \), to be the extent to which labor responds to the insurance subsidy above and beyond its response to equivalent retirement income, or the excess of the ratio \( \frac{dG(v(s))}{ds} \cdot x_i \) above 1:

\[
R \equiv \frac{\frac{dG(v(s))}{ds} \cdot x_i}{\frac{dG(v(s))}{ds}} - 1 \quad (9)
\]

The numerator is the change in labor due to a $1 increase in subsidy to insurance; the denominator is the change in labor from a $1 increase in Social Security. \( R \) measures the extent to which individuals work in order to avoid having to acquire their insurance on a dysfunctional individual market, above and beyond how much they are willing to work for income. A positive value indicates individuals work more for a dollar’s worth of insurance than for a dollar of income, a situation which cannot arise if markets are efficient. In Section 7 I quantify this distortion in monetary terms using a calibration based on my empirical
estimates of $\frac{dG(\pi(s))}{ds}$.

To tie this model to the empirical estimates in Section 5 note that from equation (7) it follows that the following relation of labor market responses to a ratio of expected marginal utilities holds:

$$\frac{s \frac{dG(\pi(s))}{ds}}{b \frac{dG(\tau)}{db}} = \frac{s E_Y[u'_{\tau} \cdot \frac{ds}{ds}]}{b E_Y[u'_{\tau} \cdot \frac{ds}{ds}]}$$

(10)

For a small $s$ the key quantity $s \frac{dG(\pi(s))}{ds} \approx \frac{\Delta G(\pi(s))}{\Delta s}$, which is precisely what I will estimate in the empirical section.13 To do so, I now turn to the institutional details of Medicare Part D which will be relevant to the empirical design.

3 The Medicare Part D Program

This section provides some institutional details regarding the Medicare Part D program: a change to traditional Medicare which took place in 2006 which provided a subsidy for prescription drug insurance plans for individuals over age 65. These details inform the identification strategy detailed in the next section.

Medicare provides universal health insurance coverage to Americans over age 65. When the program was started in 1966 it did not cover prescription drugs. However, the past 30 years have seen the share of health expenditures going towards prescription drugs increase substantially. In 1982 prescription drugs accounted for about 4.5% of health expenditures, while by 2005 that share had more than doubled, to about 10.1% (Duggan et al., 2008).

To address the lack of insurance for such large health expenditures among the elderly the administration and Congress passed a bill which, beginning January 1st, 2006, provided subsidized prescription drug insurance to everyone eligible for Medicare. This essentially

---

13 The key intuition that a labor response to a subsidy which is larger than a response to equivalent income implies a high valuation of the policy change can be derived from a simpler model with even less structure. Without specifying either that the policy change is small or imposing any structure on how insurance works an analysis of labor responses based on the equivalent variation of Medicare Part D can quantify the welfare value of the program. For such an analysis see Appendix D.
meant that every American over age 65 would have access to prescription drug insurance. 
By 2014 the annual cost of this program had reached $79 billion (Medicare Board of Trustees, 
2014). This made Medicare Part D the largest expansion of a public health insurance program 
since the start of Medicare itself, a position it retained until the ACA’s passage in 2010.

Medicare Part D works by allowing anyone eligible for Medicare to choose between three 
subsidized insurance options: a stand-alone prescription drug plan, offering only prescription 
drug benefits; a Medicare Advantage plan, offering the full range of Medicare benefits includ-
ing prescription drugs; and the option of remaining on an employer/union health insurance 
plan provided that plan’s prescription drug coverage was at least as generous as the standard 
Part D plan. All basic Part D plans are actuarially equivalent.

Those choosing the option of staying on an employer plan would still receive a subsidy 
from the government, which covers 28% of employer costs between the deductible of $310 and 
an upper limit of $6,350 in 2014, for a maximum subsidy of $1,691. This subsidy is intended 
to discourage employers from dropping their coverage for elderly employees, knowing the 
government would replace it. It is noteworthy in order to interpret the results estimated 
below. It implies that virtually all the change in the insurance environment for individuals 
with employer sponsored insurance stems from introducing and subsidizing an individual 
market alternative to employer insurance, not from the loss of employer insurance due to a 
change in the worker’s compensation package as a result of the change in policy.14

In sum, whereas before 2006 access to prescription drug insurance had been almost ex-
clusively restricted to those with employer sponsored insurance, from 2006 onward everyone 
over age 65 had the option of purchasing subsidized prescription drug insurance. This sharp 
change forms the basis of my identification strategy, to which I turn in the next section.

14There has been a long-term trend of employers offering less retiree coverage since at least the 1980’s; the 
share of employers who offer retiree coverage out of employers who offer health benefits to active workers 
has fallen from 66% in 1988 to 25% in 2014 (Kaiser Family Foundation, 2014). However, there was no sharp 
change in this trend around 2006, nor has there been any change in the share of employer plans which cover 
prescription drugs.
4 The Health and Retirement Study Data and Empirical Strategy

This section describes the data used to estimate the effect of Medicare Part D eligibility on labor supply and how I go about estimating that effect. The rich data available in the Health and Retirement Study (HRS) provide detailed information on employment status, permitting differentiation of full-time and part-time work. This is crucial for my analysis. They also allow identification of the insurance status of individuals, enabling me to construct treatment and control groups to be used in a differences-in-differences and a triple differences design. This design recovers the causal effect of Part D on labor supply and reveals the extent to which individuals work solely in order to retain their group drug insurance. The triple differences with a control group demonstrates that it is Part D’s relaxation of retirement lock that drives the effect on the treated.

The data I use are primarily from the RAND version of the HRS (RAND HRS Data, 2014).\(^{15}\) The HRS is a longitudinal survey of roughly 20,000 Americans over the age of 50 and their spouses conducted every two years since 1992. As Medicare Part D began January 1st, 2006, I restrict the sample to years 2000-2010. Because eligibility for Part D, as for Medicare in general, begins at age 65, I further restrict the sample to individuals aged 55-68.\(^{16}\)

Retirement lock is not expected to operate on all individuals. In particular, for those individuals provided with retiree health insurance from their employer without an age limit the retirement decision is completely divorced from considerations of health or prescription drug insurance. These individuals will have such insurance irrespective of whether they work

---

\(^{15}\) For information on prescription drug coverage and out-of-pocket spending I refer to the raw HRS data (Health and Retirement Study, 2013).

\(^{16}\) The HRS asks questions about potential retiree insurance over age 65 only of respondents below age 65 at the time of the survey, and these questions were first asked in the 1996 wave of the survey. Those older than 68 in 2000 would have been too old to be asked these questions in any wave in which they were observed in the data. For details see the Data Appendix.
or not. Similarly, individuals who have no employer sponsored insurance whatsoever should not be expected to have any labor supply response, as they will not have prescription drug insurance regardless of whether or not they work.

To estimate the effect of Part D on those affected by the new policy with respect to their labor supply decisions I define a “treatment” group of individuals who would have retiree health insurance from their employer should they retire, but only until age 65. For the precise method of defining this group based on HRS data see the Data Appendix. Before 2006 such individuals could generally retire at any age before 65 and keep their health and prescription drug insurance. However, upon reaching age 65 they would have lost the latter. Non-prescription drug health insurance was guaranteed to them at that age by Medicare, but Medicare did not cover prescription drugs. Therefore, if maintaining prescription drug coverage were sufficiently important for them, members of the treatment group would have had to keep working, most likely at full time, or else lose drug coverage at age 65.

In contrast, from 2006 onward Medicare began to cover prescription drugs as well. As a result, members of the treatment group were now released from the potential retirement lock imposed by their employer sponsored prescription drug coverage in the past, and could choose when to retire without having to take into account possible loss of drug insurance. They could now retire at any age and maintain continuous coverage of both health and prescription drug insurance until age 65 (from their retiree health insurance) and from age 65 on (when Medicare would cover both health and prescription drug insurance).

This sharp change in the chaining of the labor supply decision to availability of prescription drug insurance at age 65, in year 2006, motivates a differences-in-differences design for the treatment group. The average change in outcomes for individuals just over age 65 (ages 65-68) relative to individuals just under age 65 (aged 55-64) reveals the life-cycle-driven changes in the outcome at age 65. Comparing this mean change at age 65 just after 2006 (years 2006-2010) to the mean change that prevailed just before Medicare Part D (years 2000-2004) identifies the effect of Part D’s introduction on individuals aging into eligibility.
for the program. Assuming no other sharp and systematic changes to the environment of individuals with respect to labor outcomes occurred in 2006, this effect can be attributed to Medicare Part D itself.

This latter assumption is equivalent to assuming that in the absence of Part D, the change in outcome at age 65 before 2006 would have been similar to the change in that outcome after 2006. A test of this assumption is that the outcome changes before age 65 are parallel before and after 2006. I show this to be the case below.

One other assumption in this identification strategy is that Medicare Part D had no effect on the incentives to retire of individuals under age 65. If a substantial share of people under age 65 continued working for the option value of having a job after age 65 which would provide prescription drug coverage then the differences-in-differences estimator would understate the true effect of Medicare Part D. In such a case both those over 65, and those under 65, would reduce their labor supply in 2006 due to Part D. This potential bias does not seem to be quantitatively important: in practice the full-time work rates of the treatment group before age 65 rise in 2006, rather than fall, in continuation of long-term trends in labor supply since the mid 1980's. For further details see section 5.2, and figure 8.

Confining the treatment group to those who had retiree health insurance if and only if they were younger than age 65 has another advantage in that it suggests a natural control group: individuals who have retiree health insurance up to any age. Including this latter group in the analysis leads to a triple-differences design (as in, e.g., Gruber, 1994), whereby the control group serves two purposes. The first is to absorb any residual labor market shocks post 2006 which might differentially affect individuals aged 65-68 differently than individuals aged 55-64. It will be apparent in the next section that this is not a major concern. The second and more useful role the control group will play is to demonstrate that Medicare Part D did not have any significant effect on the labor supply decisions of individuals who were not subject to retirement lock to begin with. This serves to establish the mechanism of the effect on the treated: any reduction in their labor supply can be more confidently attributed
to Medicare Part D, and specifically to its relaxation of their retirement lock.

**Estimation Equation**

The following equation will form the basic specification for the analysis in the next section:

\[
y_{i,t,a} = \beta_1 \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} \times \text{Treat}_{i,t} + \beta_2 \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} + \\
\beta_3 \times \text{Post2006}_{i,t} + \beta_4 \times \text{Over65}_{i,t,a} + \beta_5 \times \text{Treat}_{i,t} + \\
\beta_6 \times \text{Treat}_{i,t} \times \text{Post2006}_{i,t} + \beta_7 \times \text{Treat}_{i,t} \times \text{Over65}_{i,t,a} + \\
\alpha_t + \gamma_t + \delta_a \times \text{Treat}_{i,t} + \zeta_t \times \text{Treat}_{i,t} + \mu_i + \sum_{j=1}^{k} \theta_j X_{j,i,t,a} + \varepsilon_{i,t,a},
\]  

(11)

where \( i \) indexes individuals, \( t \) indexes years and \( a \) indexes age. \( y_{i,t,a} \) is an outcome variable such as an indicator of full-time work; \( \text{Post2006}_{i,t} \) and \( \text{Over65}_{i,t,a} \) are dummies equal to 1 if and only if the observation is observed at year 2006 or later, and at age 65 or over, respectively; and \( \text{Treat}_{i,t} \) is a dummy equal to 1 if and only if the individual would be eligible for retiree health insurance should she retire, and this insurance is limited to those younger than age 65. All specifications further include a full set of age and year fixed effects, as well as their interactions with \( \text{Treat}_{i,t} \).\(^{17}\) \( \mu_i \) is an individual fixed effect which is included in all specifications unless otherwise noted. Thus, \( \beta_1 \) gives the causal effect of meeting the eligibility criteria for Medicare Part D on \( y \) for those in the treatment group, while \( \beta_2 \) gives the causal effect for those in the control group.\(^{18}\)

\( X_{j,i,t,a} \) is a vector of additional controls. They generally include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing

\(^{17}\)A dummy for age 68, for year 2010 and for their interactions with being in the treatment group are omitted to avoid perfect multicollinearity and provide the baseline.

\(^{18}\)The HRS does not survey a random sample of the US population, but rather oversamples minorities and some states. Because individuals are sampled at different years and weighted to match different populations (based on the CPS) the results presented below are not weighted. However, all results are virtually identical when weighted by the HRS sampling weights at the wave when they were first sampled.
household wealth. Additional health controls are also included except where stated otherwise, including a set of dummies for self-reported health on a scale of 1-5 from poor to excellent; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. All monetary variables are inflated to 2010 prices by the consumer price index. All standard errors are clustered at the individual level.\textsuperscript{19}

In specifications without individual fixed effects some other demographic controls are included instead: gender, a full set of dummies for years of education, veteran status, and dummies for race (white, African American, or other) and religion (Protestant, Catholic, Jewish, None, or other).

The main outcome variables of interest are a full-time work indicator and an indicator of part-time work. Individuals are considered full-time workers if they report working more than 35 hours a week for more than 36 weeks a year. If they work less than that they are considered part-time workers. Hours from both main and secondary jobs are counted. In addition, some specifications have as their outcome variable an indicator of job switching: it is 1 if tenure with the current employer declines from more than two years to less than two years between two consecutive survey waves, and 0 otherwise. This indicates a change of a relatively long-term employer at the finest resolution available in the bi-annual HRS survey.

Furthermore, self-reported annual labor earnings are also analyzed. To construct these I use the RAND variable on earnings which sums up individual responses to questions in the HRS regarding wages and salaries, bonuses, overtime pay, commissions, tips, second job and military reserve earnings and professional practice or trade income. As with all monetary variables, earnings are inflated to 2010 dollars using the consumer price index. Furthermore, I top-code earnings at $100,000. This is the 95th percentile of earnings in the sample for individuals working full-time.

Descriptive statistics are presented in table 1 for the pre-treatment sample: individuals

\textsuperscript{19}Where possible, results are also robust to clustering at the household level.
aged 55-64, in the years 2000-2004. Column 1 provides statistics for demographic variables, prescription drug insurance and utilization, and the main outcome variables of full- and part-time work and labor earnings for the treatment group, as well as the number of individuals included in the group; column 2 does the same for the control group. There are about 4000 unique individuals in each group, and the two groups are very similar in their demographic characteristics: about 50% women, have a mean age of 62 and between 13 and 14 years of education on average. Likewise, the groups are similar in their coverage for prescription drugs, which is almost universal (both groups before age 64 have employer-sponsored health insurance which almost invariably also includes drug coverage), and in their part-time work rates. They differ in their full-time work rates; however as discussed above it is parallel trends, rather than identical levels, which are the identifying assumption of the triple-differences estimation strategy.

20Except for statistics on age and number of unique individuals, which are not limited to observations of less than 64 years of age, before 2006 but rather encompass the entire sample.
Table 1: Descriptive Statistics by Experimental Group at Ages 55-64, Years 2000-2004

<table>
<thead>
<tr>
<th></th>
<th>Treatment</th>
<th>Main Control</th>
<th>Alternative Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share women</td>
<td>0.513</td>
<td>0.495</td>
<td>0.639</td>
</tr>
<tr>
<td></td>
<td>(0.5)</td>
<td>(0.5)</td>
<td>(0.48)</td>
</tr>
<tr>
<td>Age</td>
<td>62.4</td>
<td>62.28</td>
<td>62.8</td>
</tr>
<tr>
<td></td>
<td>(3.86)</td>
<td>(3.85)</td>
<td>(3.79)</td>
</tr>
<tr>
<td>Years of Education</td>
<td>13.07</td>
<td>13.51</td>
<td>11.11</td>
</tr>
<tr>
<td></td>
<td>(2.67)</td>
<td>(2.63)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>Non-Housing Household Assets</td>
<td>350,119</td>
<td>405,274</td>
<td>214,341</td>
</tr>
<tr>
<td></td>
<td>(1,293,232)</td>
<td>(2,039,182)</td>
<td>(874,601)</td>
</tr>
<tr>
<td>Share with Prescription Drug Insurance</td>
<td>0.969</td>
<td>0.985</td>
<td>0.591</td>
</tr>
<tr>
<td></td>
<td>(0.173)</td>
<td>(0.122)</td>
<td>(0.492)</td>
</tr>
<tr>
<td>Share with Public Prescription Drug Insurance</td>
<td>0.003</td>
<td>0.005</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(0.071)</td>
<td>(0.403)</td>
</tr>
<tr>
<td>Out-of-Pocket Spending on Drugs/Month</td>
<td>71.79</td>
<td>55.48</td>
<td>94.79</td>
</tr>
<tr>
<td></td>
<td>(258)</td>
<td>(200)</td>
<td>(1049)</td>
</tr>
<tr>
<td>Share Working Full-Time</td>
<td>0.554</td>
<td>0.4</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td>(0.5)</td>
<td>(0.49)</td>
<td>(0.389)</td>
</tr>
<tr>
<td>Share Working Part-Time</td>
<td>0.143</td>
<td>0.158</td>
<td>0.161</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(0.364)</td>
<td>(0.368)</td>
</tr>
<tr>
<td>Annual Labor Earnings</td>
<td>32,930</td>
<td>28,104</td>
<td>6,374</td>
</tr>
<tr>
<td></td>
<td>(31,404)</td>
<td>(32,931)</td>
<td>(14,945)</td>
</tr>
<tr>
<td>Number of Individuals</td>
<td>3,717</td>
<td>4,048</td>
<td>5,773</td>
</tr>
</tbody>
</table>

Notes: This table presents descriptive statistics for the three experimental groups in the analysis: column 1 shows the treatment group of individuals with retiree health insurance until age 65; column 2 shows the main control group of individuals with retiree insurance past age 65; column 3 shows the alternative control group of individuals with no employer sponsored insurance. The sample is restricted to ages 55-64 (except for the statistics on age and number of individuals) and years 2000-2004; before meeting the age criteria of Medicare Part D eligibility and only in the years before introduction of Medicare Part D in 2006. For the row of age the sample is ages 55-68, years 2000-2004. All monetary values are inflated to 2010 prices using the consumer price index. Annual labor earnings are top-coded at $100,000. The number of individuals is the number of unique individuals included in the baseline specification of Equation (6) in the complete sample, within each experimental group, i.e., all individuals aged 55-68, in the years 2000-2010 in each of the experimental groups. Note that there are individuals who may appear in more than one group at different survey waves (e.g., if they move from a job which does not offer any employer-sponsored insurance to one which offers retiree insurance). Each row besides the last presents the mean of the variable listed in that row for the three experimental groups, with standard deviations in parentheses.

The distribution of the treatment and control groups’ occupations and industries (among those still working) are also very similar, and there is no substantial change in these respective distributions from before Medicare Part D’s introduction to after it. These distributions for each experimental group, in years 2004 and 2006, are presented in figure 1 (occupations) and figure 2 (industries). Both treatment and control groups are predominantly in managerial, clerical and professional occupations (together accounting for over half of each group), with sales accounting for an additional 10% of each group. The remaining 30-40%
are roughly uniformly distributed across a variety of occupations. With respect to industry, both treatment and control groups are most likely to work in professional services (between 30% and 40%), with public administration (between 5% and 12%), manufacturing (around 15%) and retail (about 15%) making up the bulk of the remainder.

5 Estimation of Prescription Drug Insurance Retirement

Lock

5.1 Take-up of Medicare Part D

Before estimating the effect of Medicare Part D on labor supply, it is helpful to see that the program was, in fact, taken up by the treated individuals. Figure 3 shows the rates of public insurance for prescription drugs by age, before and after 2006, in the sample of individuals who have retiree health insurance at least till age 65. Before 2006 public prescription drug insurance was limited to those on Medicaid, on Disability Insurance or veterans receiving health insurance through the Civilian Health and Medical Program of the Uniformed Services or the Department of Veterans Affairs. As is clear in the figure, a very small share of the sample had such insurance, thus very few benefited from public prescription drug insurance before 2006. In stark contrast, with the beginning of Medicare Part D in 2006 individuals aged 65 or older became eligible for public prescription drug insurance through Medicare, explaining the large increase in the share of the sample having public insurance at age 65 post 2006. This figure therefore demonstrates the conceptual “first stage” of the Part D quasi-experiment, showing that individuals effectively assigned to the “treatment” of eligibility for Medicare Part D did in fact take up the treatment.
Figure 1: Distribution of Occupations for Treatment and Control Groups, before and after 2006

Notes: This figure represents the share of the relevant population in each of the occupations listed along the x-axis. The relevant population in each panel is: treatment group in 2004, treatment group in 2006, control group in 2004 and control group in 2006 for the upper left, upper right, lower left and lower right panels, respectively. Individuals who are no longer working are excluded.
Figure 2: Distribution of Industries for Treatment and Control Groups, before and after 2006

Notes: This figure represents the share of the relevant population in each of the industries listed along the x-axis. The relevant population in each panel is: treatment group in 2004, treatment group in 2006, control group in 2004 and control group in 2006 for the upper left, upper right, lower left and lower right panels, respectively. Individuals who are no longer working are excluded.
Figure 3: Rate of Public Prescription Drug Insurance

Notes: This figure shows rates of public prescription drug coverage. The sample is individuals aged 55-75, in the years 2000 until 2010, who have retiree health insurance through their employer only until age 65. The blue squares indicate coverage rates by age in the years 2000-2004, while the red circles indicate coverage rates by age for years 2006-2010. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period).
5.2 Differences-in-Differences Estimates of Retirement Lock

The left-side panel of figure 4 depicts the full-time work rate of individuals in the treatment group at different ages. In the blue squares are the full-time work rates of individuals at the age along the x-axis before 2006. In the red circles are the corresponding values after 2006. Note the drop in the full-time work rate both before and after 2006 at age 65, and, to a lesser extent, at age 62. These drops correspond to eligibility for Social Security full and early retirement ages, respectively.

Of particular interest, however, is the noticeably larger decline in the full-time work rate at age 65 after 2006, relative to before 2006. This is a visual representation of the differences-in-differences estimation of the effects of Medicare Part D eligibility on full-time work. Also of note is the parallel movement of the curves in blue squares and red circles before 2006. The identifying assumption of differences-in-differences is that absent the treatment, treatment and control groups will move in parallel. These parallel pre-trends are a test of this identifying assumption.\footnote{22} Both of these qualities are easier to observe in the right-side panel of figure 4, where the means of the post-2006 period are adjusted to match the means of the pre-2006 period for ages 55-64. This is a graphical representation of the first difference of the differences-in-differences. The trends for ages 55-64 line up very closely for the pre-2006 and post-2006 periods, and the differences-in-differences estimator is the difference in means between the post-2006 and pre-2006 periods for ages 65-68.

Table 2 estimates equation (11) solely for the treatment group, the regression equivalent

\footnote{21}Very similar figures result from restricting the sample to only the treatment group, or only the control group, with take-up rates of Part D substantially higher for the former.

\footnote{22}It is apparent in figure 4 that post 2006 the level of full-time work is higher in ages 55-64 than it was in the years 2000-2004. While identification requires only parallel trends, not identical levels of the outcome, one might be concerned as to what drives that difference in levels. In this case, there has been a long-term trend of increasing labor supply among the elderly since the mid 1980’s, long predating Medicare Part D. To see this please refer to figure 5, which shows the labor force participation rate of individuals aged 55-64 from the Current Population Survey. As a result of this secular trend the levels of full-time work are higher in the years 2006-2010 than they were in the years 2000-2004. This is therefore not directly related to Medicare Part D, nor is it an artifact of the HRS data.
Figure 4: Full-Time Work Rates for the Treatment Group

Notes: This figure shows the differences-in-differences of full-time work for the treatment group. On the left panel are the raw means of full-time work. The sample is individuals aged 55-75, in the years 2000 until 2010, who have retiree health insurance through their employer only until age 65. The blue squares indicate rates of full-time work by age in the years 2000-2004, while the red circles indicate full-time work rates by age for years 2006-2010. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left [in the post-2006 period]. On the right panel is the same data, for ages 55-68, with the means of the post-2006 observations adjusted to match the pre-2006 observations at ages 55-64; i.e., after the first difference of the differences-in-differences.
Figure 5: Labor Force Participation Rate for Individuals Aged 55-64, Years 1985-2010

Notes: This figure represents the labor force participation rate from the Current Population Survey for individuals aged 55-64, from 1985 until 2010 at a quarterly frequency.
of this differences-in-differences analysis with additional controls. This estimation shows a reduction of 7 percentage points in full-time work as a consequence of eligibility for Medicare Part D among individuals who have prescription drug insurance through retiree plans only until age 65. At a baseline mean rate of full-time work of 0.40, this represents a decline of 18% in the share of full-time workers upon eligibility for Part D.

Table 2: Differences-in-Differences Estimates of the Effect of Medicare Part D Eligibility on Full-Time Work

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Full-Time Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post65*Post2006</td>
<td>-0.0703**</td>
</tr>
<tr>
<td>(0.0305)</td>
<td></td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>6,850</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>3,717</td>
</tr>
</tbody>
</table>

Notes: This table presents the differences-in-differences estimates of the effect of Medicare Part D eligibility on full-time work. The sample is restricted to individuals in the "treatment group"—those having employer-sponsored retiree health insurance only until age 65. The dependent variable is an indicator of full-time work. The first row provides the differences-in-differences estimate of Medicare Part D eligibility on full-time work. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. All monetary variables are inflated to 2010 prices by the consumer price index. Robust standard errors clustered at the level of the individual are in parentheses. [***] indicates significance at the 1% level; [**] indicates significance at the 5% level; [*] indicates significance at the 10% level.

5.3 Triple-Differences Estimates of Retirement Lock: Full-Time Work

As an additional control I estimate a similar specification using a control group of individuals whose labor decisions are not tied to their prescription drug insurance: those with retiree health insurance till any age. Figure 6 shows there is no substantial differential change in the full-time work of this group at age 65, before and after implementation of Medicare Part D in 2006. This validates the differences-in-differences estimation above. It is also reassuring for the interpretation of Medicare Part D’s labor supply effect as one driven by relaxation of retirement lock: where there is no retirement lock there is also no effect on full-time work rates.

A different way of looking at this placebo test is in the form of a triple differences
Figure 6: Full-Time Work Rates for the Control Group

Notes: This figure shows the differences-in-differences of full-time work for the control group. The sample is individuals aged 55-75, in the years 2000 until 2010, who have retiree health insurance through their employer unlimited by age. The blue squares indicate rates of full-time work by age in the years 2000-2004, while the red circles indicate full-time work rates by age for years 2006-2010. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period).
estimation. Figure 7 is a graphic representation of the triple differences. The red circles now represent the treatment group, while the blue squares depict the control group’s full-time work rates at every age. The left panel shows these for the years 2000-2004, while the right panel does the same for the years 2006-2010. In this figure one can see that while the control group has no sharp drop in full-time work rates at age 65 either before or after Medicare Part D, the treatment group has a substantially larger drop post-2006 relative to pre-2006. Furthermore, one can also see the parallel movements of full-time work rates between the treatment and control groups, complementing the parallel movement within each group in the pre- and post-2006 periods noted in figures 4 and 6. It is of particular interest to note that in the post-2006 period the treatment and control groups behave remarkably similarly after age 65, consistent with both groups at this point facing a similar detachment of the labor supply decision and their insurance environment.

Instead of pooling all three pre-Part D survey years and all three post-Part D survey years as figure 7 does, figure 8 shows the same information on full-time work rates by age and by treatment group at a yearly level. In the interest of clarity and reduction in sampling noise I have pooled every two consecutive ages in this figure. Figure 8 serves to illustrate two main points: the first is that the treatment and control groups have parallel pre-trends every year, not just averaged out over the pre- and post-Part D years. Second, it allows us to ascertain that the pivotal year in which the full-time work rates of the treatment group begin to decline much more sharply at age 65 is in fact 2006. Whereas the decline in the years 2000-2004 is around 23 percentage points (averaged over the three years), the fall at age 65 in 2006 is around 28 percentage points, a relative increase in magnitude of 22%. This gap only increases further in 2008 and 2010, consistent with some labor market frictions and delayed responses. A more complete discussion of this last point is deferred to the robustness checks in the next section. This difference in the decline of the full-time work rate at age 65 in the pre- and post-Part D periods for the treatment group will prove statistically significant.
Figure 7: Triple Differences—Full-Time Work Rates in the Treatment and Control Groups by Age, before and after 2006

Notes: This figure shows the triple differences of full-time work. The sample is individuals aged 55-68, in the years 2000 until 2010. The blue squares depict the rates of full-time work by age for the control group of individuals who have retiree health insurance through their employer unlimited by age. The red circles depict full-time work rates by age for the treatment group of individuals who have retiree health insurance through their employer only until age 65. The panel on the left consists of observations in the years 2000-2004, before Medicare Part D. The panel on the right consists of observations from the years 2006-2010, after the introduction of Medicare Part D. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period).
Figure 8: Triple Differences—Full-Time Work Rates in the Treatment and Control Groups by Age and by Year

Notes: This figure shows the triple differences of full-time work, on a year-by-year level. The sample is individuals aged 55-68, in the years 2000 until 2010. The blue squares depict the rates of full-time work by every two consecutive ages for the control group of individuals who have retiree health insurance through their employer unlimited by age. The red circles depict full-time work rates by every two consecutive ages for the treatment group of individuals who have retiree health insurance through their employer only until age 65. Each panel in the top row represents observations from the years 2000-2004, before Medicare Part D; each panel on the bottom row consists of observations from the years 2006-2010, after the introduction of Medicare Part D. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period). The brackets indicate the difference in full-time work rates for the treated group between ages 63-64 and 65-66 in every survey wave.
and robust to various controls. To show this I turn now to regression results.

Results of the triple differences estimation can be seen in table 3. Column 1 shows the results without demographic and health controls, and column 2 shows the baseline specification of equation (11). The estimate of the effect on full-time work is quite robust, and in the baseline specification indicates a reduction of 8.36 percentage points in the rate of full time work for the treated group. This reduction is large relative to the baseline rate of full-time work, 0.349 (evaluated at the means of all controls); thus a reduction of 8.36 percentage points corresponds to a drop of 24% in treated individuals working full time.\footnote{This reduction is also very large relative to the effect of wealth in the regression. Mean non-housing household wealth in the sample is about $380,000. At this mean, and using the fifth-order polynomial of wealth controlled for in the regression, an increase of $10,000 of wealth is predicted to reduce the rate of full-time work by 0.00 percentage points, almost two orders of magnitude smaller than the effect of Part D. The effect of wealth estimated here is likely biased due to measurement error, reverse causality, and omitted variables. For a more careful comparison of the effect of Part D to Social Security wealth see Section 7.}

Reassuringly, the effect of eligibility for Part D on the control group is not statistically significant in any specification. For example, there is an insignificant point estimate of a 2 percentage point increase in full-time work for the control group in the baseline specification. This formalizes the visual impression from figure 6 that Part D eligibility has no effect on labor outcomes for individuals who were not retirement locked to begin with. Furthermore, it can isolate potential labor market shocks which might affect individuals at age 65 differentially post- and pre-2006, threatening the validity of the differences-in-differences design. The fact that no significant effect is seen for the control group helps allay concerns that the results in the treatment group are influenced by other unobserved changes rather than the relaxation of retirement lock due to Part D.

Table 4 contains some variations on this specification with the estimated effect on the treated remaining extremely robust and uniformly insignificant effects persisting on the control group. Column 1 excludes individual fixed effects, and instead includes richer demographic controls; column 2 includes interactions of the age and year fixed effects with demographic characteristics; column 3 excludes from estimation individuals younger than age 62,
Table 3: Triple Differences Estimates of the Effect of Medicare Part D Eligibility on Labor

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Full-Time Work</th>
<th>Part-Time Work</th>
<th>Any Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>No Demographic, Health Controls</td>
<td>Baseline</td>
<td>Baseline</td>
</tr>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.0845*** (0.0311)</td>
<td>-0.0836*** (0.0313)</td>
<td>0.0589* (0.0308)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>0.0234 (0.0216)</td>
<td>0.0199 (0.0217)</td>
<td>0.00157 (0.0218)</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>15,828</td>
<td>15,382</td>
<td>15,382</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>6,819</td>
<td>6,516</td>
<td>6,516</td>
</tr>
</tbody>
</table>

Notes: This table presents the triple differences estimates of the effect of Medicare Part D eligibility on full-time work, part-time work and any work. The dependent variable in the first two columns is an indicator for full-time work. In column 3 the dependent variable is part-time work; in column 4 it is any work. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on full-time work for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on full-time work for individuals with employer-sponsored retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (*** indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.)
to verify that results are not driven by younger workers who may be less comparable to the treated group of over 65-year-olds; and column 4 excludes individuals who are on Medicaid or Veteran Affairs insurance, as these individuals would have had prescription drug insurance before Medicare Part D.

5.4 Triple Differences Estimates of Retirement Lock: Part-Time Work

Having established this effect on full-time work I now turn to consider what kind of work or retirement these individuals are replacing their full-time work with. Individuals may wish to slowly phase from full-time work to complete retirement; this is both optimal in various models of life-cycle behavior (e.g., Rust, 1990), and there is evidence that individuals also choose to act in this manner in practice (Ruhm, 1990, Peracchi and Welch, 1994). However, just as the prospect of losing employer health insurance may prevent individuals from completely retiring, it may also prevent them from reducing their labor supply gradually, as the vast majority of employers do not offer health insurance to part-time workers.\(^{24}\) It is therefore of interest to explore how much of the reduction in full-time work estimated above is due to individuals shifting to part-time work, and how much of it is due to individuals shifting into complete retirement.

Figure 9 shows the differences-in-differences plot of part-time work for the treated group, with every two consecutive ages pooled in order to reduce noise. It is readily apparent that before age 65 the changes in part-time work rates over ages in the 2006-2010 period move in parallel to those in the 2000-2004 period. It is also clear that at age 65 there was a large increase in part-time work rates after 2006 (of roughly 6 percentage points), while there was no sharp change before 2006.

Column 3 of table 3 mirrors this graphical evidence, showing the results of the baseline

\(^{24}\)In 2014 only 24% of employers who provided health insurance to some workers extended that offer to part-time workers (Kaiser Family Foundation, 2014).
Table 4: Triple Differences Estimates of the Effect of Medicare Part D Eligibility on Full-Time Work—Robustness Checks

<table>
<thead>
<tr>
<th>Specification/Sub-Sample</th>
<th>Full Sample</th>
<th>Only Ages 62-68</th>
<th>Excluding Medicaid and VA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.0912***</td>
<td>-0.0852***</td>
<td>-0.0802*</td>
</tr>
<tr>
<td></td>
<td>(0.0290)</td>
<td>(0.0318)</td>
<td>(0.0452)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>-0.0263</td>
<td>0.0168</td>
<td>0.00405</td>
</tr>
<tr>
<td></td>
<td>(0.0199)</td>
<td>(0.0220)</td>
<td>(0.0286)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Demographics</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>N</td>
<td>15,303</td>
<td>15,371</td>
<td>9,790</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>6,479</td>
<td>6,509</td>
<td>4,785</td>
</tr>
</tbody>
</table>

Notes: This table presents robustness checks for the triple differences estimates of the effect of Medicare Part D eligibility on full-time work. The dependent variable is an indicator for part-time work. The controls included in each specification are indicated in the table. The first two columns are estimated on the full sample. Column 3 is estimated only on a sample of 62-68 year olds. Column 4 is estimated on a sample excluding individuals on Medicaid or veteran’s insurance. The first row provides the triple-differences estimates of Medicare Part D eligibility on full-time work for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5 body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. The first column includes additional demographic controls: gender, a full set of dummies for years of education, veteran status, and dummies for race (white, African American or other) and religion (Protestant, Catholic, Jewish, None or other). The demographic variables interacted with age and year are gender, a full set of dummies for years of education and a quadratic in non-housing household wealth. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
Figure 9: Part-Time Work Rates for the Treatment Group

Notes: This figure shows the differences-in-differences of part-time work for the treatment group. The sample is individuals aged 55-68, in the years 2000 until 2010, who have retiree health insurance through their employer only until age 65. The blue squares indicate rates of full-time work for every two consecutive ages in the years 2000-2004, while the red circles indicate full-time work rates for every two consecutive ages for years 2006-2010. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period).
specification with the dependent variable now being the rate of part-time work.\textsuperscript{25} As expected, there is an increase in part-time work among the treated group, with an increase of 5.9 percentage points in part-time work with the relaxation of prescription drug insurance retirement lock. Over a baseline rate of part-time work of 16.2 percentage points, this represents an increase of 36%. As with full-time work, the control group shows no significant or systematic change in part-time work.

Column 4 of table 3 shows the effect of Part D eligibility on any work; this is the residual of the effect on full-time work after accounting for the increase in part-time work. It indicates that participation declined by 2.5 percentage points with Part D. According to these estimates 70% of those leaving full-time work do so in order to go into part-time work. Only 30% of people leaving full-time work as a result of the relaxation of retirement lock do so in order to fully retire.

5.5 Job Lock and the Transition from Full-Time to Part-Time Work

There are two ways in which one might go from full-time to part-time work. The first is to simply reduce hours while staying in essentially the same job. The second is to switch jobs, to one that involves fewer hours of work. Previous literature has found this latter to be a common choice (Ruhm, 1990). Table 5 shows to what extent these two mechanisms operate.

Column 1 again reproduces the basic specification of part-time work from column 3 of table 3. Column 2 of table 5 shows the increase in job-switching for the treated upon Part D eligibility. This is essentially an estimation of job lock in the more traditional sense of job mobility: eschewing movement between jobs due to concerns about employer-sponsored insurance coverage, as defined, for example, in Gruber and Madrian [2004]. This estimate indicates that individuals increase the rate at which they move between employers by 4.4

\textsuperscript{25}Results are robust to other specifications such as a differences-in-differences estimation (with no control group of individuals with retiree insurance past age 65), omitting individual fixed effects and omitting demographic and health controls.
Table 5: Job Switches

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Part-Time Work</th>
<th>Job-Switching</th>
<th>Part-Time Work * Job-Switching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>0.0589*</td>
<td>0.0439**</td>
<td>0.0408**</td>
</tr>
<tr>
<td></td>
<td>(0.0308)</td>
<td>(0.0209)</td>
<td>(0.0162)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>0.00157</td>
<td>-0.00126</td>
<td>-0.00481</td>
</tr>
<tr>
<td></td>
<td>(0.0218)</td>
<td>(0.0144)</td>
<td>(0.0112)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>15,382</td>
<td>15,382</td>
<td>15,382</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>6,516</td>
<td>6,516</td>
<td>6,516</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effect of Medicare Part D eligibility on job switching, and decomposition of the shift from full-time to part-time work into movements involving a change in employer and those reflecting only a reduction of work intensity with the same employer. The dependent variable for each column appears in the column's heading. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The second row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***)) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
percentage points when no longer faced with prescription drug-induced job lock. The baseline rate of job switching in any two-year wave of the HRS is 3.5 percentage points; thus this estimate represents a very large semi-elasticity of job switching with respect to Part D eligibility of 1.25.

This job lock estimate includes job switches between two full-time jobs and between two part-time jobs, as well as the movements between full and part-time jobs which are the focus here. To decompose the full- to part-time movements into those entailing job switches and those only involving a reduction of hours, column 3 of table 5 takes as its outcome variable the interaction of part-time work and job switching. Thus the dependent variable here equals 1 if the individual works part-time and has switched employers since the previous survey wave, and equals 0 otherwise.

The resulting estimate shows that Part D eligibility increases part-time work associated with job switching among the treated by 4.1 percentage points. In other words, almost all (93%) of the job switches are a result of scaling back work from full to part-time. More to the point, this estimate also indicates that about 69% of the increase in part-time work among the treated is due to a change in jobs, while only 31% is due to a reduction of hours on the same job.

The 125% estimated increase in job turnover upon introduction of Medicare Part D is much larger than common estimates in previous literature. For example, Madrian et al. [1994] find an increase of 25% in job turnover due to introduction of COBRA. This difference can be attributed to two main differences between my setting and that in previous work. First, the nature and scale of the policy reform are substantially different. Medicare Part D provides prescription drug insurance in perpetuity, whereas COBRA provides health insurance, and only lasts for 18 months.

Second, the quality of the job turnover in my setting is very different. A large bulk of the changes in jobs here is accounted for by a reduction in work intensity, moving from full-time to part-time work. For my treated group of over 65-year-olds this is evidently an attractive
option, but it may be much less attractive for the prime working-age males which have been the focus of most previous work in this area.

5.6 Effect on Earnings and Wages

Earnings

There is a statistic which captures both the decline in full-time work and the increase in part-time work, and that is individual annual labor earnings. The advantages that labor earnings has as a summary statistic of the two main and partially offsetting effects of Medicare Part D on labor supply are paired with the two notorious problems of survey measures of earnings. Reported earnings are often inaccurately reported, and they tend to be very right-skewed. To ameliorate this issue I top-code earnings at the 95th percentile among full-time workers, which is $100,000 in my sample. The results are reported in table 6. Column 1 provides a parsimonious specification excluding individual fixed effects; column 2 shows the baseline specification; and column 3 shows an enhanced baseline specification allowing for differential time-trends and age-trends by demographics (gender, years of education and a quadratic in household non-housing wealth), as well as excluding individuals on Medicaid and those covered by veteran’s insurance.

All three specifications indicate substantial declines in annual labor earnings, although the estimates are very noisy and not always statistically significant. The baseline specification indicates a (statistically insignificant) reduction of $1,477, albeit with a large standard error of about 1,900. The other specifications yield larger estimates which are significant, but not statistically different from the baseline result.

Wages

In equilibrium labor outcomes are determined not only by labor supply but also by labor demand.\footnote{In the model in Section 2 a decline in demand for labor would map into a decline in $J(1)$. It is straightforward to see that this would reduce $\tau$, and thus also reduce labor supply.} It would be helpful to rule out that the shift from full-time work to part-time work
Table 6: Effect on Annual Labor Earnings

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Annual Labor Earnings in 2010 Dollars</th>
<th>Wages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification:</td>
<td>No Individual Fixed Effects</td>
<td>Baseline</td>
</tr>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-4,138**</td>
<td>-1,477</td>
</tr>
<tr>
<td></td>
<td>(1,900)</td>
<td>(1,915)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>-348.2</td>
<td>1,557</td>
</tr>
<tr>
<td></td>
<td>(1,382)</td>
<td>(1,441)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Demographics</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>15,000</td>
<td>15,076</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>6,428</td>
<td>6,465</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effect of Medicare Part D eligibility on annual labor earnings and wages. This is measured in dollars inflated to 2010 prices by the consumer price index, and top coded at $100,000, the 95th percentile of earnings for full-time workers. The third column excludes individuals who are on Medicaid or have veterans' health insurance. The dependent variable of the column 4 is wages, defined as: \( w_{i,t,a} = \frac{\text{AnnualLaborEarnings}_{i,t,a}}{\text{UsualWeeklyHours}_{i,t,a} \times 52} \). The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on annual labor earnings for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare Part D eligibility on annual labor earnings for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. The first column includes additional demographic controls: gender, a full set of dummies for years of education, veteran status, and dummies for race (white, African American or other) and religion (Protestant, Catholic, Jewish, None or other). The demographic variables interacted with age and year are gender, a full set of dummies for years of education and a quadratic in non-housing household wealth. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
and retirement is driven by a negative labor demand shock, rather than a change in labor supply. The primary evidence on this point comes from the control groups: a general shock to labor demand would be expected to impact the labor outcomes of individuals both above and below the age 65 cutoff for Medicare eligibility. This kind of shock should be absorbed by the differences in differences estimator. Furthermore, the existence of the control group of individuals who were not retirement locked to begin with allows me to test whether any age-specific shock to over 65 year-olds after 2006 remains. In none of the regressions above has there been any systematic or statistically significant effect of Part D eligibility on individuals with retiree health insurance unlimited by age. A negative labor demand shock would have been expected to lower the equilibrium labor of this group, as well as the treated group of individuals with retiree health insurance only till age 65.

Nevertheless, there is still a possibility that a negative labor demand shock for the particular kinds of workers who are over age 65 and have their retiree health insurance limited to pre-age 65 is confounding my estimates of retirement lock. One way to allay this concern is by looking at wages, as in Garthwaite et al. [2014]. Column 4 of table 6 shows the effect of Part D eligibility on wages. Conditional on positive wages there is no significant effect on the wages of the treated group (or on the control group), with a point estimate of a reduction of less than 1 cent per hour for the treatment group. Large standard errors preclude me from saying conclusively that there was no change in wages. However, the small point estimates do not suggest that the fall in full-time work for the treated group at age 65 in 2006 is driven by a fall in demand for their labor.\textsuperscript{27}

5.7 Heterogeneity in the Treatment Effect

Heterogeneity by Health Status

In this section I examine whether there is more retirement lock for workers who use significantly more prescription drugs (for previous work using similar heterogeneity by health

\textsuperscript{27}Similarly insignificant effects are found when the dependent variable is log-wages.
status to identify job lock due to health insurance see Kapur, 1998). Holding risk aversion constant, for individuals who have experienced negative health shocks such insurance is more valuable, both because they are more likely to use this insurance again (Pauly and Zeng, 2004) and because they would have found it more expensive than others to purchase insurance on the private market (if any insurer were willing to cover them). Their demand for insurance is therefore higher and the supply of such insurance on the individual market is slimmer- raising the relative value of employer sponsored insurance.

I first define two groups based on plausibly exogenous, physician-diagnosed health conditions. The first group is the “sick” group, comprised of individuals who had at least one of the following conditions: cancer, heart disease, lung disease, stroke, arthritis or psychiatric conditions. Roughly two-thirds of the sample fall in this group. The second group is the “healthy” group, of individuals who do not have any of those conditions. The first group is more likely than the latter to require a greater quantity of expensive prescription drugs, and to face a larger risk of drug expenses: mean monthly out-of-pocket spending on drugs in the sick group is $80 with a standard deviation of 466, while for the healthy it is $34 with a standard deviation of 125.

The basic full-time and part-time work specifications can be estimated for each of these groups separately (excluding health status controls). Figure 10 shows the differences-in-differences plot for full-time work broken down by health status. While there seems to be no substantial difference in the evolution of full-time work over age before and after Medicare Part D for the healthy, there is a very large decline in full-time work for the sick after 2006.

Table 7 shows the regression results of this estimation. The first two columns give the estimates on full-time work for the sick and healthy groups, respectively. Columns 3 and 4 do the same with part-time work as the outcome. Reflecting the impression from figure 10, for

\[ \text{The HRS contains data on whether individuals use prescription drugs regularly, however this cannot be used in order to examine heterogeneity directly as it is endogenously determined based on insurance. Indeed, previous work has found that Part D eligibility increased prescription drug utilization (Lichtenberg and Sun, 2007, Engelhardt and Gruber, 2011, Ayyagari and Shane, 2015).} \]
Figure 10: Full-Time Work Rates for the Treatment Group, by Health Status

Notes: These figures show the differences-in-differences of full-time work for the treatment group, broken down by individual health status. The sample is individuals aged 55-75, in the years 2000 until 2010, who have retiree health insurance through their employer only until age 65. The blue squares indicate rates of full-time work by age in the years 2000-2004, while the red circles indicate full-time work rates by age for years 2006-2010. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period). The sample is divided into “sick” and “healthy” groups, with the sick group including any individual who, at the time of the survey, had one of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Individuals were classified as healthy otherwise. The left panel includes only healthy individuals, while the right panel includes those who were sick.
both outcomes the entire retirement lock effect is concentrated in the sick group. This group experiences a 12.2 percentage point drop in the full-time work rate, while they experience a 9.9 percentage point increase in part-time work. For the healthy group there are no statistically or economically significant changes in any direction (likewise for the control group in all these regressions). This pattern is consistent with Medicare Part D being the driving force behind the observed effects, reassuring that we really are estimating the relaxation of retirement lock due to the publicly provided insurance.

**Heterogeneity by Spousal Health Status**

Availability of spousal health insurance has also been used in the past to estimate job-lock (for example, Madrian and Beaulieu, 1998). With respect to spouses the most obvious difference between employer plans and Medicare Part D is that the latter does not provide coverage to spouses. In sharp contrast, the vast majority of employer plans do cover spouses.\(^{29}\) Therefore, while Part D relaxed the retirement lock of unmarried individuals, or those whose spouses were unlikely to need expensive drugs, those who work predominantly in order to ensure their spouses are covered might remain locked, unable to retire without shouldering the cost of their spouses’ drug coverage.

That is indeed what is observed in the data. Table 8 does the same as table 7, but instead of breaking the sample down by whether the observed individual is sick or not, now the sample is divided into those who have sick spouses or not. Single individuals are placed in the group without sick spouses. Columns 1 and 2 show the effect of Part D eligibility on full-time work for individuals who do not have a sick spouse, or do, respectively. Columns 3 and 4 do the same for part-time work. All these specifications control for the respondent’s own health status. As expected, responses are larger in magnitude for those without a sick spouse. The full-time work rate of individuals without sick spouses declines by 17 percentage points, versus (a statistically insignificant) 1.4 percentage points for those with sick spouses.

\(^{29}\)In 2014 96% of employers who offered health plans also covered employees’ spouses (Kaiser Family Foundation, 2014).
<table>
<thead>
<tr>
<th>Sub-Sample:</th>
<th>Full-Time Work</th>
<th>Part-Time Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sick</td>
<td>-0.122***</td>
<td>0.00536</td>
</tr>
<tr>
<td>Healthy</td>
<td>0.0990***</td>
<td>-0.0113</td>
</tr>
<tr>
<td>(0.0374)</td>
<td>(0.0652)</td>
<td>(0.0380)</td>
</tr>
<tr>
<td>(0.0380)</td>
<td>(0.0586)</td>
<td></td>
</tr>
<tr>
<td>Sick</td>
<td>0.0416</td>
<td>-0.0269</td>
</tr>
<tr>
<td>Healthy</td>
<td>-0.0221</td>
<td>0.0353</td>
</tr>
<tr>
<td>(0.0256)</td>
<td>(0.0466)</td>
<td>(0.0266)</td>
</tr>
<tr>
<td>(0.0266)</td>
<td>(0.0428)</td>
<td></td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>10,733</td>
<td>4,649</td>
</tr>
<tr>
<td></td>
<td>10,733</td>
<td>4,649</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>4,856</td>
<td>2,320</td>
</tr>
</tbody>
</table>

Notes: This table presents heterogeneity of the effect of Medicare Part D eligibility on full-time and part-time work by health status. The dependent variable of the first two columns is full-time work, and for the latter two columns part-time work. The sub-sample of each column is detailed in the column’s heading, where “sick” and “healthy” groups are defined in the text. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5 and body-mass index. Robust standard errors clustered at the level of the individual are in parentheses. (***), (**), and (*) indicates significance at the 1%, 5%, and 10% level, respectively.
Regarding part-time work, individuals without sick spouses have an increase of 8.9 percentage points, 50% larger than the (statistically insignificant) 6 percentage point increase estimated for individuals with sick spouses.30

6 Robustness Checks

This section demonstrates that the results in Section 5 are robust to a number of perturbations of the sample and design.

6.1 Alternative Measurements of Labor Supply

Until now the measures of labor force status have been based on average hours of work per week and number of weeks worked per year (as described in Section 4; for further details on their construction see the Data Appendix). An interesting question in its own right and a natural robustness check for previous results is to consider the effect of Part D eligibility on the average of hours of work per week itself, as a measure of work intensity.

The results of using this variable as the outcome for the basic specification of equation (11) are in columns 1 and 2 of table 9. Column 1 shows the effect unconditional on working, with hours worked for individuals who do not work set to 0. Column 2 does the same, conditional on working. In both there is a large negative effect of Part D eligibility on average hours of work a week, of between 2.7 and 4.9 hours a week less for the treated individuals upon eligibility. Column 3 constructs a new full-time work variable purely from reported average hours a week, with the variable equal to 1 if average hours a week are more than 35, and 0 otherwise. The estimated effect of Part D is remarkably similar to results in the previous
Table 8: Heterogeneity by Spousal Health Status

<table>
<thead>
<tr>
<th>Sub-Sample:</th>
<th>Dependent Variable</th>
<th>Full-Time</th>
<th>Part-Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Sick Spouse</td>
<td>Sick Spouse</td>
<td>No Sick Spouse</td>
<td>Sick Spouse</td>
</tr>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.1704***</td>
<td>-0.0135</td>
<td>.0889*</td>
</tr>
<tr>
<td>(0.0494)</td>
<td>(0.0437)</td>
<td>(0.0483)</td>
<td>(0.0445)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>0.0436</td>
<td>0.0184</td>
<td>0.0086</td>
</tr>
<tr>
<td>(0.0326)</td>
<td>(0.0312)</td>
<td>(0.0326)</td>
<td>(0.0322)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>7,268</td>
<td>8,114</td>
<td>7,268</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>3,613</td>
<td>3,708</td>
<td>3,613</td>
</tr>
</tbody>
</table>

Notes: This table presents heterogeneity of the effect of Medicare Part D eligibility on full-time and part-time work by spousal health status. The dependent variable of the first two columns is full-time work, and for the latter two columns part-time work. The sub-sample of each column is detailed in the column’s heading, where “sick spouse” and “no sick spouse” groups are defined in the text. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare Part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single (omitted in columns 2 and 4), a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5 body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
Table 9: Alternative Definitions of Labor Supply

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Hours/Week</th>
<th>Hours/Week (Conditional on Working)</th>
<th>More Than 35 Hours/Week</th>
</tr>
</thead>
<tbody>
<tr>
<td>post65<em>post2006</em>treated</td>
<td>-2.667**</td>
<td>-4.914***</td>
<td>-0.0770**</td>
</tr>
<tr>
<td></td>
<td>(1.349)</td>
<td>(1.655)</td>
<td>(0.0319)</td>
</tr>
<tr>
<td>post65*post2006</td>
<td>0.553</td>
<td>-0.922</td>
<td>0.0290</td>
</tr>
<tr>
<td></td>
<td>(0.947)</td>
<td>(1.290)</td>
<td>(0.0224)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>15,076</td>
<td>7,511</td>
<td>15,076</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>6,465</td>
<td>4,038</td>
<td>6,465</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effect of Medicare Part D eligibility on various measures of labor supply. The dependent variable of each column appears in its heading. Individuals reporting more than 70 hours of work in a typical week are omitted. In the second column only individuals reporting strictly positive hours are included. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5, body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
section, with a fall of 7.7 percentage points in full-time work for the treated.

6.2 Alternative Control Group: No Employer Sponsored Insurance

Thus far all the triple-differences regressions have used a control group of individuals who have retiree health insurance until any age. They are similar to the treatment group of individuals who have retiree insurance only until age 65, but differ in their prescription drug-induced retirement lock. A group less comparable to the treatment group, but equally unaffected by the relaxation of retirement lock is composed of workers who do not have any employer-sponsored health insurance.

Those without any employer-sponsored insurance are less similar to the treatment group than those with retiree insurance to any age on virtually every observable, from gender distribution to income (see columns 1 and 3 of table 1). This second control group nevertheless allows me to test the robustness of the main results by comparing the treated group to a different, yet still untreated (with respect to retirement lock), control group.

Figure 11 shows the pre-trends of full-time work for the treatment group, who have retiree health insurance until age 65, in the red circles; and for this alternative control group of individuals with no ESI whatsoever, in the green squares. The gap between the two groups’ mean full-time work rates before 2006 is larger than it was when using the original control group (as can be seen in figure 7). Nevertheless, the trends are roughly parallel, which is the relevant test of the identifying assumption of the triple differences estimation.

Table 10 confirms that the qualitative results hold using this alternative control group. While the precise numbers are naturally slightly different, they are of the same sign and order of magnitude. This estimation indicates a 6.7 percentage point decline in full-time work and a (statistically insignificant) 2.5 percentage point increase in part-time work for the treated in the baseline specification. As above, there are no statistically significant effects for the

---

30Qualitatively similar results are obtained when the groups are defined as having a spouse needing drug insurance – being married to a spouse who is sick and also not eligible for Medicare Part D – or not having a spouse needing drug insurance – the complement of the former group.
Notes: This figure shows the triple differences of full-time work using an alternate control group of individuals who had no employer-sponsored insurance (ESI). The sample is individuals aged 55-68, in the years 2000 until 2010. The green squares depict the rates of full-time work by age for the control group of individuals who have no ESI whatsoever. The red circles depict full-time work rates by age for the treatment group of individuals who have retiree health insurance through their employer only until age 65. The panel on the left consists of observations in the years 2000-2004, before Medicare Part D; the panel on the right consists of observations from the years 2006-2010, after the introduction of Medicare Part D. The dashed gray line differentiates between ages eligible for Medicare Part D, on the right, and those ineligible, on the left (in the post-2006 period).
control group.

6.3 Excluding the Great Recession

The Great Recession which began in December 2007 and ended in June 2009 was a huge negative shock to the labor market (Elsby et al., 2010). One might be concerned that such a large macro shock to the labor market may confound estimates of Medicare Part D’s effect on labor supply, as the period of treatment starts in 2006 and persists until 2010.

Recessions in general and the Great Recession in particular had differential effects on different demographic groups (Elsby et al., 2010); in particular men have usually been more strongly hit than women. To the extent that this is true the specifications including differential time and age trends for different demographic groups, including by gender, should have absorbed such specific shocks (see column 2 of table 4). To the extent that having retiree health insurance might have mediated such shocks, use of the control group of those with retiree health insurance to any age should have simultaneously absorbed such an idiosyncratic shock, as well as tested for its existence, insofar as having retiree health insurance till any age is similar to having retiree health insurance only till age 65. As stated above, such tests were never significant at standard significant levels, and so there is no substantial evidence of such residual shocks.

Nevertheless, to guarantee that the Great Recession does not drive the results I can utilize the fact that the treatment period includes observations from before and after the recession. Table 11 shows results excluding some of the later sample years entirely. Columns 1 and 2 show results for full-time and part-time work, respectively, when the only treatment period is 2006 itself (before the recession). While the standard errors are large due to the small sample size, leading to statistical insignificance, the effects are still economically large. In particular, they indicate a 5.6 percentage point reduction in full-time work for the treated.

Two things are worth noting here. The first is that the magnitude of the effects in 2006 seems smaller than for the entire post-2006 period, with a 5.6 percentage point effect that is smaller (albeit by less than one standard deviation) than the 8.4 percentage point effect
Table 10: Triple-Differences Using Alternate Control Group of Individuals with No Employer Sponsored Insurance

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Full-Time Work</th>
<th>Part-Time Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.0668**</td>
<td>0.0245</td>
</tr>
<tr>
<td></td>
<td>(0.0320)</td>
<td>(0.0327)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>-0.00959</td>
<td>0.0189</td>
</tr>
<tr>
<td></td>
<td>(0.0160)</td>
<td>(0.0186)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>19,224</td>
<td>19,224</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>8,913</td>
<td>8,913</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effect of Medicare Part D eligibility on full-time and part-time work relative to a control group of individuals who had no employer-sponsored insurance. The dependent variable of each column appears in its heading. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with no employer-sponsored insurance. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***+) indicates significance at the 1% level; (***) indicates significance at the 5% level; (*) indicates significance at the 10% level.
Table 11: Excluding the Great Recession

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Only 2000-2006</th>
<th>Only 2000-2006 and 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full-Time</td>
<td>Part-Time</td>
</tr>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.0560</td>
<td>0.0164</td>
</tr>
<tr>
<td></td>
<td>(0.0440)</td>
<td>(0.0427)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>0.0109</td>
<td>0.0158</td>
</tr>
<tr>
<td></td>
<td>(0.0289)</td>
<td>(0.0278)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>11,646</td>
<td>11,646</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>5,741</td>
<td>5,741</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effect of Medicare Part D eligibility on full-time and part-time work excluding the years of the Great Recession. The sub-sample of years after 2006 included in the estimation for each column is in the column’s heading, with only 2006 in the post Medicare Part D period being included in the first two columns and 2006 and 2010 comprising the post Part D period in the third and fourth columns. The dependent variable of each column appears in its heading. The controls included in each specification are indicated in the table. The first row provides the triple-differences estimates of Medicare Part D eligibility on the dependent variable for individuals with employer-sponsored retiree health insurance only until age 65. The third row provides the estimates of the effect of Medicare part D eligibility on the dependent variable for the control group of individuals with retiree health insurance unlimited by age. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5, body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***)) indicates significance at the 1% level; (***) indicates significance at the 5% level; (*) indicates significance at the 10% level.
estimated on the basis of the full sample. While this may only be a result of statistical noise and the large standard errors arising from the smaller sample (the standard errors are about 25\% larger when excluding years 2008-2010), it is also consistent with a certain amount of labor market frictions. Medicare Part D went into effect at the beginning of 2006 but it may have taken time for individuals to change their labor supply. In particular, as the HRS is a survey, individuals surveyed during 2006 may have been contacted before they had time to adjust their working arrangements in response to the reduced retirement lock.

The small effect in 2006 relative to 2008-2010 is also consistent with the pattern which can be seen in figure 8. The drop in full-time work for the treatment group (in red circles) at age 65 goes from about 22.6 percentage points in 2004 to about 28.5 in 2006, indicating a difference-in-differences of about 6 percentage points. However, this drop increases further in 2008 to around 41 percentage points, consistent with an 18 percentage point fall in the full-time work rate relative to 2004, perhaps influenced by the recession (the figure does not control for year fixed effects, with every year graphed individually). This declines to around a 38.5 percentage point drop in full-time work in 2010, slightly smaller than the difference in 2008 but still substantially larger than in 2006.

The second observation regarding columns 1 and 2 is that 2006 seems to be the year at which a substantial change in retirement behavior takes place for the treated group, with the large (though insignificant) decline in full-time work in column 1. This provides further support for the visual impression that figure 8 imparts, of 2006 being the pivotal year. This is helpful in ruling out alternative explanations for the results: while the effect size increases in later years, the year Medicare Part D was implemented does seem to break with preexisting trends regarding the drop in full-time work at age 65. In addition to ruling out that the Great Recession is driving the results, this also rules out any other potential mechanism which does not take place in 2006.

Columns 3 and 4 of table 11 show results only excluding observations surveyed during the Great Recession (i.e., observations from 2008). Thus the pre-Part D period consists
of years 2000, 2002 and 2004; and the post-Part D period here consists of observations from before the recession, in 2006, and from after the recession ended in 2010. Here once again there is a large and statistically significant drop in full-time work for the treated of about 9.3 percentage points, and a concurrent rise in the part-time work rate of (statistically insignificant) 4.3 percentage points. These numbers are economically meaningful even where they do not meet statistical significance.

7 Welfare Implications of Medicare Part D

7.1 A Test of Distortion due to Retirement Lock

The estimates in Section 5 show that Medicare Part D had a large effect on the full-time work rate of individuals without retiree health insurance after age 65. However, merely observing a reduction in labor supply in response to the subsidy is not sufficient evidence for concluding that any labor supply distortion existed before the policy change. This is because implicit in this policy are also substantial incentives to retire irrespective of any inefficiency in drug insurance markets. As described in Section 2, the subsidy has both an income and a substitution effect which both lead to lower labor supply. Evidence of retirement lock should therefore meet a higher bar: the effect of the Part D subsidy on labor should be larger than an equivalent increase in retirement income, such as Social Security, which involves the same income and substitution effects, but does not address any potential insurance market distortion. In terms of the model in Section 2, \( R \) as defined in equation (9) must be positive.

To measure the effect of a dollar of Part D subsidy on labor supply it is necessary to establish how many dollars of subsidy are actually given by the program to the average enrollee. In 2006 the benefits per capita from Medicare Part D were $1,708, and these are projected to increase to $3,188 a year by 2023\(^{31}\) (Medicare Board of Trustees, 2014). These benefits include the premiums enrollees pay themselves. I therefore subtract from these

\(^{31}\)Individuals reaching age 65 in 2006 had a mean life expectancy of roughly another 17 years.
benefits the per capita premium paid by the enrollees to get the net subsidy per capita in each year. The sum of these net benefits for those 17 years from 2006 to 2023, discounted at a rate of 3% annually, is $25,000 in net present value in 2006.

In the model in Section 2 Part D was conceptualized as a subsidy per “unit of insurance”. Such a unit of insurance is not observed, but the total net present value of the lifetime subsidy, \( s \times x \), is shown by the above calculation to be \( s \times x = 25,000 \). From the estimates in Section 5 we know that \( s \frac{dG(v(s))}{ds} \approx \frac{\Delta G}{\Delta s} = 0.084 \). It is now possible to calibrate \( R \) by comparing \( s \frac{dG(v(s))}{ds} \) to the effect on labor supply of increasing lifetime discounted Social Security wealth by \( b \) dollars, as in equation (10).

To get the effect of Social Security wealth on labor supply I turn to the literature.\(^3\) Much of that literature finds either relatively small or statistically insignificant effects (e.g., Burtless, 1986, Krueger and Pischke, 1992, Costa, 1998). For a comprehensive overview of this literature see Krueger and Meyer [2002] and Feldstein and Liebman [2002]. Recent analysis of exogenous changes in Social Security due to changes in the calculation of benefits (the Social Security “Notch”) using administrative micro-data provides the most precise estimate available, to my knowledge (Gelber et al., 2015). These authors estimate that a $10,000 increase in lifetime Social Security wealth (discounted at 3% annually) would lead to a decline of labor participation of 1.1 percentage points. In terms of the model, this corresponds to \( b \frac{dG(v)}{db} = 0.011 \), where \( b = 10000 \).

Rewriting \( R \) and plugging in the estimates yields:

\[
R = \frac{s \frac{dG(v(s))}{ds} / sx_i}{b \frac{dG(v)}{db} / b} - 1 = 2.03 > 0.
\]

\( R \) is estimated to be 2.03, substantially larger than 0.\(^3\) In other words, the effect of a dollar

\(^{3}\) The relation of Social Security to retirement has been extensively studied. A very partial list includes Hurd and Boekin [1984], Gustman and Steinmeier [1985], Burtless [1986], Krueger and Pischke [1992], Rust and Phelan [1997], Costa [1998], Sanwick [1998], Coile and Gruber [2007], Van der Klaauw and Wolpin [2008], Gelber et al. [2015], and Gustman and Steinmeier [2015].

\(^{3}\) Assuming there is only sampling error in my own estimate of \( s \frac{dG(v(s))}{ds} \), \( R \) is significantly larger than 0.
of drug insurance subsidy on labor supply is 3 times as large as the effect of a dollar of Social Security.

This calibration, based on Gelber et al. [2015], is a conservative one in that most of the literature on Social Security finds even smaller effects on labor participation. As this parameter enters into the denominator of \( R \), smaller estimates of the effect will increase the estimated retirement lock distortion. For example, based on estimates in Hurd and Boskin [1984] \( R = 2.25 \).\(^{34}\) Similar exercises can be done using simulations of potential policy changes in the structural literature estimating the effects of Social Security on retirement. All that is required is a way of mapping the simulated policy change to a dollar-denoted change in Social Security generosity. For instance, based on simulations in Samwick [1998] I find \( R = 5.7 \);\(^{35}\) and using estimates from Van der Klaauw and Wolpin [2008] I find \( R = 2.07 \).\(^{36}\)

This positive \( R \) is evidence of a lack of an efficient individual drug insurance market: if it were possible to buy a dollar’s worth of insurance in exchange for a dollar, providing a dollar of insurance should have had precisely the same effect as providing a dollar of income, as the two could be exchanged on the market. The constraints on individuals’ ability to freely

\(^{34}\)Hurd and Boskin [1984] find that $10,000 in 1969 would have led to a decrease of 7.8 percentage points in labor participation, using a 6% discount rate. When the Part D benefits are discounted at this rate and the 1969 dollars are inflated to 2010 dollars this implies \( R = 2.25 \).

\(^{35}\)Samwick [1998] estimates that a 20% reduction in Social Security PIA would decrease retirement by 1 percentage point; in that sample this corresponds to a decrease in Social Security wealth of about $20,000 in 2010 dollars.

\(^{36}\)Van der Klaauw and Wolpin [2008] consider a counterfactual policy reducing Social Security benefits by 25%. To get the dollar value of such a counterfactual I average the expected Social Security benefits of married men and women in their sample, inflate them to 2010 dollars, and calculate 25% of the total annual benefits. The result is a policy change which reduces annual benefits by $2,667. The authors estimate such a policy variation would lead to an increase in full-time work of 7.4 percentage points for men and 1.8 percentage points for women, at ages 62-69, which I average to get a 4.6 percentage point increase overall. The policy change considered is a change in an annual flow of benefits so I compare it to the annual net subsidy of Medicare Part D which in 2010 was $1,588 (Medicare Board of Trustees, 2014). Thus from Van der Klaauw and Wolpin [2008] a change of $2,667 of Social Security leads to a change of 4.6 percentage points in full-time work; while I find that a $1,588 subsidy from Medicare Part D results in an 8.4 percentage point change in full-time work. The value of \( R \) is easy to compute from here to be 2.07.
purchase insurance cause a dollar of insurance to have an outsize effect on labor relative to a dollar of retirement income.

7.2 Welfare Implications of Medicare Part D

My approach to analyzing the welfare implications of Medicare Part D is in the spirit of Baily [1978], Chetty [2006], and Chetty [2009]: I show that welfare-relevant statements can be made by calibrating the model in Section 2 with a small number of sufficient statistics.

Some previous work on Medicare Part D has followed a more structural approach and found modest welfare gains from Medicare Part D, concentrated particularly at the high end of prescription drug consumers (Engelhardt and Gruber, 2011). These authors examine the distribution of out-of-pocket spending on prescription drugs with and without Part D coverage and calculate the utility gains from the reduction of risk from the added insurance under a CRRA utility function with various risk-aversion parameters.

This approach does not account for welfare gains among individuals who were insured both before and after Part D. Such individuals may replace their private insurance with public insurance, but there is no added insurance gained by this, merely crowd-out of the private insurance. In the limit, where the added public insurance completely crowds out preexisting private insurance (and is of similar quality), there would be no welfare gain from insurance whatsoever (and potentially a deadweight loss if the public insurance is funded through distortionary taxes).

However, the results in Section 5 suggest that there may be large welfare gains to individuals for whom public insurance crowds out private, employer-sponsored insurance. These gains do not come only from a better distribution of out-of-pocket spending, but rather from the flexibility of labor supply afforded by the public alternative to the employer-sponsored insurance. Thus such welfare gains from relaxation of retirement lock would be completely overlooked by an analysis which focuses on reductions in out-of-pocket spending.

Figure 12 demonstrates the relatively small decreases in out-of-pocket spending on prescription drugs for the treatment group at every percentile of the distribution of out-of-pocket
spending, between the median and the 95th percentile. Similar to the approach of Engelhardt and Gruber [2011], this is done by estimating quantile regressions for each percentile, based on a specification similar to the baseline specification in equation (11).

It is readily apparent that the estimated effect of Medicare Part D eligibility on out-of-pocket spending is quite small for the treatment group. At the median there is no estimated reduction in out-of-pocket spending from Part D eligibility, in sharp contrast to a $180/year reduction in Engelhardt and Gruber [2011]. While by the 90th percentile I estimate a (statistically insignificant) $440/year effect, this is still substantially smaller than the $800/year estimate for the 90th percentile in Engelhardt and Gruber. These relatively small effects in the current setting are consistent with the notion that the treatment group is in fact mostly crowding out their employer insurance with the public insurance from Part D. Large reductions in out-of-pocket spending should not be anticipated here because the individuals in question are not necessarily gaining much in terms of prescription drug insurance. Their gains in welfare arise from increased leisure, not from reduced risk. A similar effect has been noted before in Gruber [1996], Greenberg [1997], Greenberg and Robins [2008], Fadlon and Nielsen [2015].

The intuition for linking reductions in labor supply to utility stems from equation (5) in Section 2. This equation states that the reduction in labor supply resulting from a subsidy to the prescription drug insurance of individuals working less than full time is proportional to the marginal utility of consumption of individuals in that group. Relating the marginal utility of consumption to the change in labor supply is the key which permits me to look at

---

37Below the median the effects are very small, while above the 95th percentile the standard errors become very large.

38The estimation equation here is simplified in order to reduce computational complexity by excluding individual fixed effects and health controls and including only a quadratic in non-housing household wealth.

39In Engelhardt and Gruber [2011] the sample was not constrained to individuals who could have had coverage if they worked; thus it is to be expected that there should be greater crowd-out in my setting, and a correspondingly smaller impact of Part D on out-of-pocket spending.
Figure 12: Reductions in Monthly Drug Out-of-Pocket Spending by Percentile

Notes: This figure shows reductions in monthly out-of-pocket (OOP) expenditures on prescription drugs as a result of eligibility for Medicare Part D at different points in the distribution of OOP spending. OOP spending is measured in 2010 dollars. Results are shown for every percentile between the 50th and the 95th. The points represent the triple differences estimates of the change in OOP spending for the treated group of individuals who have retiree health insurance from their employer until age 65; the control group is individuals who have retiree health insurance from their employer unlimited by age. The solid lines are the 95% confidence intervals for the point estimates.
the change in welfare due to the increase in leisure.

I proceed through the welfare analysis of Medicare Part D in three steps: first I calibrate the willingness to pay of retirees for a subsidy to their insurance. Then I estimate the total fiscal costs of such a subsidy, including the behavioral responses to it. Finally I combine those two quantities to estimate a marginal value of public funds for Part D.

7.2.1 Willingness to Pay for Medicare Part D

This section quantifies the value of Medicare part D to its beneficiaries by estimating an individual’s willingness to pay for the subsidy out of her own income (as outlined in Hendren, 2013a). Consider the thought experiment of asking a retiree how much she would pay for a dollar of subsidy towards prescription drug insurance on the individual market. The value of such a dollar is precisely $E_Y[u'_{0i}(s) * \frac{d\tau}{ds}] / x_i$: the expected marginal utility of consumption times as many dollars of consumption as she expects to receive in consumption from a single dollar of subsidy.

The value of a dollar paid for such an increase is precisely the marginal utility from a dollar of consumption, $E_y[u'_{0i}(s)]$. The ratio of these two quantities is her willingness to pay for a one dollar increase in subsidy, which by equation (7) is also exactly equal to the ratio of labor supply changes due to a dollar of subsidy versus a dollar of retirement income:

$$WTP \equiv \frac{E_Y[u'_{0i}(s) * \frac{d\tau}{ds}] / x_i}{E_Y[u'_{0i}(s)]} = \frac{\frac{dG(\tau)}{d\tau}}{\frac{d\tau}{ds}}.$$  

Recalling equation (8), it follows that if the insurance market is constrained efficient the $WTP = 1$. Thus the extent of retirement lock distortion exactly identifies the willingness to pay more than $1 per dollar of insurance, mirroring the willingness to work for a dollar of insurance above and beyond willingness to work for income.

Calibration of Willingness to Pay

The ratio in equation (12), as in Section 7.1, can also be calculated directly from the observed labor market effects of a subsidy to prescription drug insurance, noting that $WTP =$
This implies that retirees are willing to pay $3 in return for a $1 increase in the subsidy to their prescription drug insurance. Individuals were not able to optimize their choice of insurance, and thus the subsidy is valued at more than one dollar per dollar. This is expressed in the labor market by oversupply of labor: as individuals value a lower cost of insurance more than they value income, they are willing to work even when income does not fully compensate for their labor disutility in return for a lower price of insurance. The excess $WTP$ above 1 quantifies how much individuals who have employer-sponsored drug insurance conditional on working are willing to pay to move to an environment in which they could have drug insurance without working.

### 7.2.2 Marginal Value of Public Funds in Medicare Part D

The willingness to pay above accounts for the private gains from Medicare Part D. Its large magnitude indicates a large scope for welfare gains from the Medicare Part D subsidy. However, the retirement of individuals who would have otherwise continued working full-time imposes a fiscal externality on the government budget due to tax revenue which is lost. This lost revenue is socially costly but is not accounted for in the individual's decision to retire. The following accounts for the cost to the government of increasing the subsidy.

Define the government budget per capita as:

$$ B \equiv A - (1 - G(\tau(s)))sx + \tau_s * I(s), \quad (14) $$

40The 95% confidence interval is [0.8,5.24].

41Kleven and Kreiner [2006] show that in cases where there are multiple margins of response, such as intensive and extensive labor, the elasticity of taxable income is no longer a sufficient statistic for deadweight loss due to a change in government policy, as in Feldstein [1999]. The labor supply response to Medicare Part D is precisely such a case. Hendren [2013a] shows that the impact of a policy change on the government budget, rather than on the tax base, is a sufficient statistic for deadweight loss even in such cases.
where $A$ signifies revenue per capita from sources other than income tax; $(1 - G(\bar{v}(s)))s$ is the average subsidy to the prescription drug insurance of those not working full-time per unit of insurance; $x$ is the average quantity of insurance they purchase; $\tau_a$ is the average income tax rate; and $I(s)$ is average income, so that $I(s) \equiv G(\bar{v}(s)) \cdot I(1) + (1 - G(\bar{v}(s))) \cdot I(0)$. The effect on the budget of offering another dollar of subsidy is therefore given by:

$$1 \frac{dB}{x \ ds} = -(1 - G(\bar{v}(s))) + s \frac{dG(\bar{v}(s))}{ds} - (1 - G(\bar{v}(s))) \frac{s \ dx}{x \ ds} + \frac{\tau_a}{sx} \cdot \frac{sdI(s)}{ds} \quad (15)$$

The first term is the mechanical cost of the subsidy, the additional dollar given to all those who were already retired; the second term states that the entire subsidy must now be given to individuals who choose to retire due to the change in subsidy; the third term indicates that the entire subsidy must be given to additional units of insurance that retirees are induced to purchase due to the lower price of insurance; the final term captures the reduction in income tax revenues due to individuals’ behavioral responses to the subsidy, their lower rate of work. These last three terms together make up the fiscal externality.

**Calibrating the Social Cost of Medicare Part D**

All the terms in equation (15) were estimated in Section 5, with the exception of the elasticity of demand for insurance with respect to the subsidy, $\frac{s \ dx}{x \ ds}$. This latter term is estimated in Appendix C using the same differences-in-differences research design as the main specification of Section 5, with prescription drug insurance coverage as the outcome variable. The result of that estimation is that $\frac{s \ dx}{x \ ds} = 0.15$.

The other quantities used in the calibration are, based on the results from Section 5:

$$(1 - G(\bar{v}(s))) = 0.65$$

$s \frac{dG(\bar{v}(s))}{ds} = 0.084$

$sdI(s) \frac{ds}{ds} = 1,477$

an average income tax rate of $\tau_a = 0.28$ (using 2006 rates for federal and average state income taxes, Tax Policy Center, 2014)
and $sx = 1,588$.\footnote{This is different than the number used in Section 7.1 because it is the subsidy for one year, rather than discounted over the lifetime, to keep it in the same units as the change in annual labor income due to Part D estimated in Section 5. The value $sx = 1588$ is the net subsidy per capita in 2010 (Medicare Board of Trustees [2014]).} Plugging these numbers into equation (15) and normalizing by the share of the population receiving the subsidy gives:

$$\frac{1}{x} \frac{dB}{ds} \big/ \left(1 - G(\bar{v}(s))\right) = 1.68.$$ 

I.e., every dollar spent subsidizing the prescription drug insurance of retirees costs the government an extra 68 cents due to the behavioral responses to the subsidy: increased retirement, increased demand for insurance, and lower income tax revenue.

**Calibrating the Marginal Value of Public Funds**

Following Hendren [2013a] we can get the marginal value of public funds ($MVPF$) spent on the subsidy to prescription drugs of retirees by integrating the $WTP$ for one dollar of subsidy over the entire population, and accounting for the whole cost of providing a dollar of subsidy, the sum of the mechanical cost and the fiscal externality.

The $WTP$ estimated above is the average willingness to pay among retirees. The willingness to pay of full-time workers for a subsidy they do not benefit from is 0.\footnote{In the static model in Section 2 an individual with low disutility of labor is assumed to have a lifelong low disutility of labor. In a richer dynamic model individuals would have a willingness to pay for the subsidy that would vary in each period.} Therefore the average willingness to pay in the population is $WTP \ast (1 - G(\bar{v}(s)))$. Combining this with the social costs estimated above gives:

$$MVPF \equiv \frac{(1 - G(\bar{v}(s))) \ast WTP}{\frac{1}{x} \frac{dB}{ds}} = 1.80.$$ 

Equation 16 gives the ratio of the social benefit from an additional dollar of subsidy to its full social cost, the sum of the mechanical dollar spent and the fiscal externality associated with the additional subsidy. All of these are denoted in terms of the welfare gain from an
additional dollar of income to retirees.

Note that this calculation does not account for the cost of raising funds. The question the MVPF answers is how to spend funds already raised by the government. With such funds in hand, the MVPF of various policies can be compared and the funds allocated where they provide the highest social return. Such alternative policies could include not raising such funds to begin with. 44

8 Conclusions

Medicare Part D was the largest expansion of a public health insurance program in forty years at the time of its implementation. While it was primarily considered a safety net for uninsured elderly faced with high prescription drug costs, it also had the effect of aiding individuals who were already insured through their employers who would have liked to retire but for the loss of their coverage.

This paper provides clear evidence of retirement lock stemming from employer-sponsored prescription drug insurance. It does so by focusing on individuals who had employer-sponsored retiree health insurance but only till Medicare eligibility at age 65. At that age before 2006 such individuals would have had to remain in (typically full-time) work in order to maintain their drug coverage. After 2006 drug coverage was no longer contingent upon work.

Estimates based on this sharp change in 2006 at age 65 show that individuals indeed reduced their labor supply substantially, decreasing their full-time work rate by about 8.4 percentage points, with no significant effect for a control group of individuals with retiree health insurance to any age. 70% of this reduction occurs on the intensive margin, moving from full-time to part-time work. The remaining 30% consist of individuals moving from full-time work directly into full retirement.

---

44 Hendren [2013a] calculates the MVPFs of various policies, among them reducing the top marginal tax rate; the MVPF of that policy has a broad range, from 1.33 to 2.
The large labor response to the Part D subsidy is not in itself evidence of any distortion. To test for such distortion I compare the estimated labor supply effect of a dollar of drug insurance subsidy to the effect from previous literature of an additional dollar of Social Security. I find that the magnitude of labor supply decline in response to a dollar of subsidy is equivalent to the decline which would be expected from three dollars of additional Social Security benefits. This demonstrates that individuals work for employer insurance above and beyond what they are willing to work for income, implying a distortion in labor supply.

In addition to documenting a large retirement lock effect, I suggest a method of quantifying the welfare gains from relaxing retirement lock. Using the labor supply responses to the policy change of Medicare Part D’s introduction I estimate the willingness to pay of retirees for a subsidy to prescription drug insurance. This estimate directly mirrors the extent to which labor responds more to the subsidy than to retirement income, and thus I estimate that individuals are willing to pay $3 per every $1 of subsidy. The valuation of the subsidy at greater than a dollar per dollar can be thought of as the value to these individuals of the existence of an individual prescription drug insurance market.

Accounting for the fiscal externality of the subsidy allows me to estimate the social cost of providing the Part D subsidy. I estimate, again based on the labor responses to Part D, that the fiscal cost of a dollar of subsidy is $1.68. Combining this cost with the estimate of the willingness to pay for the subsidy allows me to calibrate the marginal value of public funds in Medicare Part D to be $1.80 per dollar, or a net social gain of 80 cents per dollar. This welfare improvement through subsidizing the prescription drug insurance of the elderly can be compared to other policies in order to inform policymakers in deciding how to allocate funds across programs.

It is important to note that this welfare analysis includes benefits which have been implicitly assumed to be 0 in previous analyses of Medicare Part D. The estimated welfare gains accrue to individuals who had access to private prescription drug insurance before Medicare Part D so long as they worked. The benefits for these individuals arise largely
from relaxation of retirement lock rather than from additional insurance. These large gains serve to provide a scale of the cost to society implicit in the existence of retirement lock. Such potential gains should also be taken into account when assessing other public programs which allow more flexibility in labor supply.
Heterogeneity by Risk Aversion in Crowd-Out of Private Insurance

1 Introduction

When assessing the benefits of a publicly provided good a crucial question is to what extent the public provision of the good crowds-out consumption of similar goods supplied through private markets. Typically, no social benefits can be gained when individuals merely replace a privately supplied good with a similar publicly supplied one.\textsuperscript{45} Such considerations are central to the optimal design of provision of public goods in general, and of public insurance in particular. However, the average extent of crowd-out is not a sufficient statistic for net welfare gain from a public good when individuals are heterogeneous in their taste for the good, and this heterogeneity is correlated with the rate of crowd-out.

A natural index of individuals’ valuation of insurance is their level of risk aversion. In this paper I estimate heterogeneity in crowd-out of private prescription drug insurance along the dimension of risk aversion. I find that there is less crowd-out for more risk averse individuals. While I leave a careful analysis of the welfare implications of this pattern aside, it suggests that the welfare gains from public drug insurance are larger than they would appear when assessing them using only the average crowd-out rate. This is because those for whom there is more net gain of insurance are those who most highly value that insurance.

In order to estimate crowd-out of private prescription drug insurance I use the 2006 introduction of Medicare Part D, which provides subsidies to prescription drug insurance

\textsuperscript{45} Although this is not always the case; see Gruber [1996], Greenberg [1997], Greenberg and Robins [2008], and Wettstein [2015].
for Americans over age 65. As a result of this change some individuals replaced the drug coverage they had before from a private source (e.g., their employer or a private Medigap policy) with the newly available public insurance. I employ a differences-in-differences design based on this policy change to estimate the change in overall net drug coverage associated with Medicare Part D. To the extent this falls short of a 1-to-1 increase in coverage due to take-up of Medicare Part D, that is my main measure of crowd-out.46

The data I use in this analysis are from the Health and Retirement Study (HRS, Health and Retirement Study [2013]). These data are uniquely suited to estimating heterogeneity by risk aversion, as they include both direct measures of risk aversion (from questions designed to elicit risk preferences) and information about a number of behaviors which are conceptually associated with risk aversion (such as buying other kinds of insurance, or engaging in risky behaviors such as excessive drinking). Using these variables I construct indices of risk aversion, and use them to estimate how crowd-out varies with risk aversion.

My two main measures of risk aversion are a binary measure, which relies only on the risk aversion elicitation questions; and a continuous measure, defined by the principal component of the risk aversion category implied by those questions, as well as whether the individual has long-term care insurance and whether they engage in excessive drinking. Both these measures yield remarkably consistent estimates of the effect of risk aversion on crowd-out: they both imply that an increase of one standard deviation in risk aversion is associated with almost 5 percentage points less crowd-out, over a base crowd-out rate of 50%-60%.

The larger overall increase in coverage following take-up of public coverage among the highly risk averse also translates into greater reductions in out-of-pocket spending on prescription drugs. Public coverage reduces the probability of having out-of-pocket spending in the top 5% for the highly risk averse by 4.5 percentage points above and beyond the decline in this probability for the less risk averse. Furthermore, quantile regressions reveal that the

46I find similar results when my measure of crowd-out is a decline in private coverage. The differences between these two approaches are discussed in detail in Cutler and Gruber [1996a].
more risk averse see larger declines in out-of-pocket spending due to eligibility for Medicare Part D at every part of the spending distribution. At the 85th percentile, for example, the average reduction in out-of-pocket spending due to eligibility for Part D was $32 a month, or $382 a year. However, for an individual one standard deviation more risk averse than the average that Part D-induced decline in spending was more than $9 a month greater, leading to an annual reduction of $492 a year.

Evidence from the number of health insurance plans individuals hold suggests the more risk averse increase their overall number of plans when they take up public coverage more than the less risk averse, perhaps as a means of supplementing the public insurance where it provides little protection (as in the Medicare Part D coverage gap). While public drug coverage leads to an increase of 0.1 in the mean number of health insurance plans held by low-risk aversion individuals, it increases the average number of plans held by the highly risk averse by 0.17. This is consistent with more risk averse individuals keeping more of their preexisting private coverage, or acquiring more new supplemental private coverage, alongside taking up new public coverage.

Furthermore, the highly risk averse had slightly lower levels of drug coverage in the pre-Part D period (about 1.7 percentage points less). This can be explained by higher participation in traditional Medicare at the expense of Medicare Advantage plans which covered drugs but also covered only limited health care provider networks. The evidence suggests that the risk averse want to avoid the risk of needing an out-of-network physician or hospital more than the risk of uninsured drug costs. This, along with the greater propensity of the highly risk averse to hold multiple plans, can explain the lower crowd-out rates among them.

This paper relates to a number of lines of previous research. First, it follows a long line of research dealing with crowd-out of private health insurance by public insurance. This literature tends to find substantial crowd-out of private health insurance by public alternatives. For example, Cutler and Gruber [1996a] find crowd-out of about 50% from
Medicaid expansions. Even more closely related to the current paper, Engelhardt and Gruber [2011] find 75% crowd-out of private prescription drug insurance by Medicare Part D.\footnote{A partial list of other papers in this literature includes Taylor et al. [1988], Bergstrom et al. [1986], Wolfe and Goddeeris [1991], Cutler and Gruber [1996b], Finkelstein [2004], Golosov and Tsyvinski [2007] and Chetty and Saez [2010].}

Second, I rely on a broad literature dealing with risk aversion, its measurement, and its consistency across domains. In particular, constructing a measure of risk aversion utilizing behavior in different domains builds conceptually on Einav et al. [2012], who find evidence that there is a cross-domain general component of risk aversion.\footnote{Barseghyan et al. [2011] find evidence which qualifies the generality of risk preferences across domains, although it does not contradict a general component.} Furthermore, the HRS questions which elicit risk aversion and their properties were examined in great detail in Barsky et al. [1997]. Implications of heterogeneity in risk aversion for health insurance have been studied, for example, in Cutler et al. [2008] and Fang et al. [2008]. While these papers generally find risky behaviors and risk tolerance can be associated with demand for insurance, the direction of that association can be very different across different insurance products.

In addition, the implications of heterogeneity in risk aversion for optimal social insurance are explored in Andrews and Miller [2013]. They modify the standard Baily-Chetty (Baily, 1978, Chetty, 2006) formula to account for heterogeneity in risk aversion and find that this may have important implications for welfare analysis. In the context on unemployment insurance they calibrate a model under different assumption on the distribution of risk preferences, and find that the covariance of drops in consumption at unemployment with risk aversion can change the estimate of the benefit from public unemployment insurance by 50%. The current paper brings together some insights from their work and the work on the impact of preexisting private insurance markets on welfare analysis in Chetty and Saez [2010].

Finally, this paper also contributes to the literature on Medicare Part D itself. An overview of early results on the structure and the effects of Part D is available in Duggan...
et al. [2008]. A great deal of research quantifies the effect of Medicare Part D on health expenditures and other outcomes: for example, Lichtenberg and Sun [2007] study the effect of Part D coverage on the utilization of prescription drugs. This literature finds that Part D substantially increased prescription drug utilization among the elderly, while reducing their out-of-pocket expenses.

The rest of the paper proceeds as follows: section 2 describes the data and the construction of indices of risk aversion; section 3 provides institutional details on Medicare Part D; section 4 describes the empirical design; section 5 contains the results and a brief discussion of the possible mechanism; and section 6 concludes.

2 Data and Risk Aversion Indices

The data I use are primarily from the RAND version of the HRS (RAND HRS Data, 2014), supplemented as necessary from the raw HRS data. These data survey a random sample of non-institutionalized Americans over the age of 50 and their spouses, following up every two years. As the policy change I consider took place in 2006 and covers individuals over age 65, I limit the sample to years 1998-2010 (waves 4-10 of the HRS), and to ages 55-75.

The main dependent variable in the analysis is prescription drug insurance coverage, which takes the value of 1 (some drug insurance) or 0 (no drug insurance). In addition, some of the analysis will focus on out of pocket spending on drugs (in 2010 dollars/month). Another crucial variable is whether or not the individual has taken up public drug coverage. Descriptive statistics for these variables in the pre-2006 period can be found in table 12.

49 Other papers in this literature include Zhang et al. [2009], Blume-Kohout and Sood [2013], Lakdawalla et al. [2013], Kaestner et al. [2014], Abaluck et al. [2015], Ayyagari and Shane [2015], and Wettstein [2015].
Table 12: Descriptive Statistics for Sample Years 1998-2004, Ages 55-64

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any Drug Coverage</td>
<td>0.86</td>
<td>0.35</td>
</tr>
<tr>
<td>Monthly Out-of-Pocket Drug Spending</td>
<td>$76.41</td>
<td>490</td>
</tr>
<tr>
<td>Public Drug Coverage</td>
<td>0.06</td>
<td>0.23</td>
</tr>
<tr>
<td>Women</td>
<td>0.56</td>
<td>0.5</td>
</tr>
<tr>
<td>Age</td>
<td>64.55</td>
<td>5.7</td>
</tr>
<tr>
<td>Household Income</td>
<td>$83,440</td>
<td>170637</td>
</tr>
<tr>
<td>Long-Term Care Coverage</td>
<td>0.09</td>
<td>0.29</td>
</tr>
<tr>
<td>Excessive Drinking</td>
<td>0.04</td>
<td>0.21</td>
</tr>
<tr>
<td>High Risk Aversion</td>
<td>0.65</td>
<td>0.48</td>
</tr>
<tr>
<td>Principal Component Risk Aversion</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: This table presents descriptive statistics for the control sample. The sample is restricted to ages 55-64 and years 1998-2004 (except for the statistics on age, high risk aversion and the principal component measure of risk aversion which are not restricted): before meeting the age criteria of Medicare Part D eligibility and only in the years before introduction of Medicare Part D in 2006. All monetary values are inflated to 2010 prices using the consumer price index. The first column shows the mean of the variable in that row; the second column shows the standard deviation.

Take-up of public drug coverage that is not associated with an increase in net coverage is how I measure crowd-out. To be precise, I will consider the effect of any public drug insurance, through Medicare Part D or otherwise, on net insurance coverage. The consideration of any public coverage rather than only Part D coverage is primarily due to the automatic transfer of individuals who had drug coverage through Medicaid to providers covered by Part D in 2006. Considering public coverage in general, rather than just Part D coverage, avoids the problem of these individuals being classified as newly going onto public coverage when, in fact, they are just switching between two sources of public coverage.

There remains a question of how to treat individuals who had coverage through Medicare Health Management Organizations (HMOs) before 2006. Many, though not all, such individuals received drug coverage through their HMO. It is not straightforward to classify such coverage as either private or public. On the one hand, these individuals were paying for supplemental coverage not included in Medicare, and so this could be considered private coverage. On the other hand, the prices these individuals payed were low due to cross-subsidization of risk, just as in Part D, and so such coverage resembles public coverage. On this question I follow the convention in Engelhardt and Gruber [2011] and classify individuals
covered by government HMOs as publicly covered. The main results are qualitatively robust
to classifying government HMOs as private coverage.

Finally, the HRS allows individuals to claim more than one insurance plan. Employer
plans tend to be more generous than public coverage, particularly with respect to drug cov-
erage; and as a general rule employers with more than 20 employees are the primary insurer
with respect to any additional Medicare coverage. Therefore, in cases where individuals
claim multiple plans, of which one is an employer (private) plan and one is public I assume
they have private coverage. The results are not very sensitive to this choice.

Measuring Risk Aversion

To estimate heterogeneity in crowd-out by risk aversion I construct two indices of risk
aversion. The first relies on questions in the HRS of the following form: “Suppose that you
are the only income earner in the family. Your doctor recommends that you move because of
allergies, and you have to choose between two possible jobs. The first would guarantee your
current total family income for life. The second is possibly better paying, but the income is
also less certain. There is a 50-50 chance the second job would double your total lifetime
income and a 50-50 chance that it would cut it by $x\%$. Which job would you take – the first
job or the second job?” The potential loss of income, $x$, varies from 10% to 75%. Based on
the answers to these question individuals can be divided into four groups by increasing risk
aversion.\(^{50}\)

Some respondents to the survey in waves 1, 4, 5, 6, 7, and 8 were selected to answer
this series of questions. To maximize the potential sample size I assume that risk aversion is
largely stable over time.\(^{51}\) This allows me to impute risk aversion for many individuals when
they are not asked these questions by carrying forward their answers from previous waves. In
the regressions below I will also include a dummy variable for imputed risk aversion status.

\(^{50}\)Six groups are possible in some survey waves, but for consistency across waves I use the four-group
partition.

\(^{51}\)The $R^2$ of a regression of the raw risk aversion score only on its lag is 0.87.
The resulting 4-point “risk aversion score” forms the basis for the rest of the analysis around risk aversion heterogeneity. For an in-depth discussion of this variable and its properties see Barsky et al. [1997]. Briefly, they find that this measure is sensibly related to risky behaviors such as smoking and drinking, to having insurance, and to holding stocks rather than bonds. Nevertheless, they also find that risk aversion measured in this way generally explains only a small part of the variation in these variables.

For ease of interpretation I will rely on a dichotomous variable based on this risk aversion score: it takes a value of 1 for those in the highest category of risk aversion, and 0 otherwise; I will call this variable “high risk aversion”. Assuming constant relative risk aversion over the relevant income range, Barsky et al. [1997] calculate that the lower bound of the relative risk aversion parameter for people in the high risk aversion group is 3.76. Descriptive statistics for this variables are also in table 12. Note that about 65% of the sample falls in the highest risk aversion category group; and that the standard deviation of the high risk aversion variable is roughly 0.5, implying a movement from 0 to 1 is equivalent to an increase of around two standard deviations in risk aversion.

This is an imperfect measure of risk aversion for three main reasons. The first is due to the fact that the risk preference elicitation questions do not provide a perfect measure of risk aversion. The second is as a result of the fact that risk preferences in one domain may not be a perfect reflection of risk preferences in other domains (Barseghyan et al. [2011], Einav et al. [2012]). Finally, the third is because of the need to impute many of the values of risk aversion. As such this crucial explanatory variable is most likely subject to substantial measurement error; the results using this measure of risk aversion are therefore likely to be biased towards zero, and any estimated heterogeneity by risk aversion muted.

**Alternative Risk Aversion Measure**

A variation on this approach is to use additional variables which are conceptually related to risk aversion to augment the risk aversion score. While this does not solve the problem of measurement error in a straightforward way, it can at least provide added variation in
the measure of risk aversion and increase power. Furthermore, this approach provides a robustness check relative to using the risk aversion score alone. To implement this approach I use the first principal component of various sets of these additional variables and the 4-point risk aversion score.

The HRS provides many variables to choose from here. One set of variables which might be related to risk preferences is whether the individual is covered by other forms of insurance, besides health or prescription drug insurance. The HRS asks regarding long-term care insurance and life insurance. Of these long-term care insurance is more cleanly related to risk preferences regarding one’s own consumption, and so I will use that variable.\(^{52}\)

The second set of variables which should be associated with risk preferences are risky behaviors such as smoking or excessive drinking.\(^ {53}\) Of the two, smoking is more likely to reflect experiences much earlier in life, particularly for the sample of those around age 65 in 2006 who likely started smoking before the risks of smoking were widely known. Therefore I use drinking behavior as an additional factor in calculating a risk aversion index. The HRS asks how many drinks the individual drinks in a day on which the individual drinks (set to 0 when the individual reports never drinking). I define heavy drinking as 1 when this variable is 4 or greater, and 0 otherwise.\(^ {54,55}\)

To form the alternative risk aversion index I perform a principal component analysis of the three variables— the 4-point risk aversion score, possession of long-term care insurance,
and excessive drinking— and take as an index the resulting first principal component. I then standardize this index so a 1 unit increase corresponds to an increase of 1 standard deviation in risk aversion. Descriptive statistics for the two additional variables, long-term care insurance and heavy drinking, and the standardized first principal component can be found in table 12. The signs of the weights on the three variables in the first principal component are sensible (0.45, 0.62, and -0.64 for the risk aversion score, long-term care insurance, and excessive drinking, respectively) and consistent with a higher value being associated with greater risk aversion.

3 Institutional Details on Medicare Part D

This section provides some institutional details regarding the Medicare Part D program: a change to traditional Medicare that took place in 2006 which provided a subsidy for prescription drug insurance plans for individuals over age 65. These details inform the identification strategy detailed in the next section.

Medicare provides universal health insurance coverage to Americans over age 65. When the program was started in 1966 it did not cover prescription drugs. However, the past 30 years have seen the share of health expenditures going towards prescription drugs increase substantially. In 1982 prescription drugs accounted for about 4.5% of health expenditures, while by 2005 that share had more than doubled, to about 10.1% (Duggan et al., 2008).

For those over age 65 before 2006 private prescription drug insurance could be acquired through one of three essentially private options: an employer or union plan which covered drugs\(^{56}\), a Medigap policy which supplemented traditional Medicare with drug coverage\(^ {57}\).

\(^{56}\) In 2005 98% of employer plans also covered prescription drugs (Kaiser Family Foundation, 2014).

\(^{57}\) Take-up of such plans was extremely low. In 2005 only 3.2% of Medigap policyholders in federally standardized plans chose plans offering any drug coverage at all (America’s Health Insurance Plans, 2006).
or a stand-alone prescription drug plan.\textsuperscript{58} In addition, public drug insurance was available to some low-income individuals through Medicaid, and to others through limited programs like Veterans Affairs. The largest somewhat public option for drug coverage was a Medicare Advantage managed care plan which covered drugs.\textsuperscript{59} Overall, before 2006 a quarter of Medicare beneficiaries had no drug coverage whatsoever (Safran et al., 2005).

To address the lack of insurance for such large health expenditures among the elderly the administration and Congress passed a bill which, beginning January 1st, 2006, provided subsidized prescription drug insurance to everyone eligible for Medicare. This essentially meant that every American over age 65 could have access to prescription drug insurance. By 2014 the annual cost of this program had reached $79 billion (Medicare Board of Trustees, 2014). This made Medicare Part D the largest expansion of a public health insurance program since the start of Medicare itself, a position it retained until the ACA’s passage in 2010. The program was highly effective in increasing coverage rates for those eligible, and by 2006 less than 10% of them lacked drug coverage (Engelhardt and Gruber, 2011).

Medicare Part D works by allowing anyone eligible for Medicare to choose between three subsidized insurance options: a stand-alone prescription drug plan, offering only prescription drug benefits; a Medicare Advantage plan, offering the full range of Medicare benefits including prescription drugs; and the option of remaining on an employer/union health insurance plan provided that plan’s prescription drug coverage was at least as generous as the standard Part D plan. All basic Part D plans are actuarially equivalent.

Those individuals who were eligible for Medicaid and became eligible for Medicare Part D in 2006 were automatically enrolled in Part D plans. Roughly 7% of Americans over age 65 had drug coverage through Medicaid prior to 2006 (Safran et al., 2005). To avoid counting Medicaid coverage being switched to Medicare Part D coverage as crowd-out of

\textsuperscript{58}In practice such plans were almost completely unavailable (Pauly and Zeng, 2004).

\textsuperscript{59}Penetration of such plans was relatively low, between 9%-13% of Medicare beneficiaries in 2004 (Safran et al. [2005] and Mathematica Policy Research, 2008); and these plans often capped coverage for drugs (Pauly and Zeng, 2004).
private insurance, I take a general view of public insurance under any program crowding-out private coverage.

In sum, whereas before 2006 access to public prescription drug insurance was mostly restricted to those on Medicaid or in limited network Medicare Advantage plans, from 2006 onward everyone over age 65 had the option of purchasing subsidized prescription drug insurance. This new public insurance may have replaced some coverage acquired on the private market, primarily through employers. This sharp change in 2006 for individuals over age 65 forms the basis of my identification strategy, to which I turn in the next section.

4 Differences-in-Differences Estimation of Crowd-Out with Heterogeneity

The empirical strategy I use extends the approach taken in Engelhardt and Gruber [2011]: crowd-out is estimated using a differences-in-differences design where observations aged 55-64 provide a control group, and observations ages 65-75 are the treatment group, which is treated from year 2006 and onward. I then use this differences-in-differences to instrument for public coverage. The first stage of this estimation gives an estimate of the take-up rate of public drug insurance among those eligible for such coverage. In the second stage I regress the outcome of interest, primarily prescription drug insurance coverage, on the first stage estimated take-up of public insurance. In both stages I allow the treatment effect to vary by risk aversion by interacting the differences-in-differences with a measure of risk aversion.

The estimation equations are therefore:
\[ Public_{i,t,a} = \beta_{1,1} \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} \times RA_{i,t} + \beta_{1,2} \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} + \beta_{1,3} \times \text{Post2006}_{i,t} + \beta_{1,4} \times \text{Over65}_{i,t,a} + \beta_{1,5} \times RA_{i,t} + \beta_{1,6} \times RA_{i,t} \times \text{Post2006}_{i,t} + \beta_{1,7} \times RA_{i,t} \times \text{Over65}_{i,t,a} + \alpha_{1,a} + \gamma_{1,t} + \delta_{1,a} \times RA_{i,t} + \zeta_{1,t} \times RA_{i,t} + \sum_{j=1}^{k} \theta_{1,j} X_{1,j,i,t,a} + \varepsilon_{1,i,t,a}, \] (17)

\[ Public_{i,t,a} \times RA_{i,t} = \beta_{2,1} \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} \times RA_{i,t} + \beta_{2,2} \times \text{Post2006}_{i,t} \times \text{Over65}_{i,t,a} + \beta_{2,3} \times \text{Post2006}_{i,t} + \beta_{2,4} \times \text{Over65}_{i,t,a} + \beta_{2,5} \times RA_{i,t} + \beta_{2,6} \times RA_{i,t} \times \text{Post2006}_{i,t} + \beta_{2,7} \times RA_{i,t} \times \text{Over65}_{i,t,a} + \alpha_{2,a} + \gamma_{2,t} + \delta_{2,a} \times RA_{i,t} + \zeta_{2,t} \times RA_{i,t} + \sum_{j=1}^{k} \theta_{2,j} X_{j,i,t,a} + \varepsilon_{2,i,t,a}, \] (18)

and

\[ Insured_{i,t,a} = \beta_{3,1} \times Public_{i,t,a} \times RA_{i,t} + \beta_{3,2} \times Public_{i,t,a} + \beta_{3,3} \times \text{Post2006}_{i,t} + \beta_{3,4} \times \text{Over65}_{i,t,a} + \beta_{3,5} \times RA_{i,t} + \beta_{3,6} \times RA_{i,t} \times \text{Post2006}_{i,t} + \beta_{3,7} \times RA_{i,t} \times \text{Over65}_{i,t,a} + \alpha_{3,a} + \gamma_{3,t} + \delta_{3,a} \times RA_{i,t} + \zeta_{3,t} \times RA_{i,t} + \sum_{j=1}^{k} \theta_{3,j} X_{j,i,t,a} + \varepsilon_{3,i,t,a}, \] (19)

where Public is 1 if the individual has taken up public drug coverage, Post2006 is 1 for observations in 2006 or later, Over65 is 1 for observations who are 65 or older, RA is the measure of risk aversion, and Insured is 1 if the individual has prescription drug coverage.
$Public_{i,t,a}$ and $Public_{i,t,a} \times RA_{i,t}$ are the estimated rates of take-up of public drug insurance and the estimated interaction of that take-up with the measure of risk aversion, as estimated in the first stage equations, 17 and 18, respectively. Furthermore, all specifications include age and year fixed effects, also interacted with the measure of risk aversion.

$X$ is a vector of additional controls. These include gender, and full sets of dummies for being single, residence in each of the census divisions, years of education, race (white, African American, or other), religion (Protestant, Catholic, Jewish, None, or other), labor force status (full-time, part-time, unemployed, partially retired, retired, disabled, and not in the labor force), and fifth-order polynomials in non-housing household wealth and household income. Additional health controls are also included: a set of dummies for self-reported health on a scale of 1-5 from poor to excellent; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis, memory problems, or psychiatric conditions. Finally, a dummy is included for whether the risk aversion measure was imputed.\textsuperscript{60} All monetary variables are inflated to 2010 prices by the consumer price index. All standard errors are clustered at the individual level.\textsuperscript{62}

To the extent that the control group provides a counterfactual trend in insurance coverage in the absence of Part D, this estimation procedure reveals the causal effect of public drug insurance take-up on the rate of overall drug coverage. It also provides the correlation of this treatment effect with risk aversion. The resulting estimate is conceptually then simple to translate into an estimate of crowd-out; in the absence of any crowd-out the relation of public insurance take-up and coverage should be 1-to-1. Anything less than that reflects crowd-out.

\textsuperscript{60}Results are not sensitive to inclusion of this dummy.

\textsuperscript{61}Individual fixed effects are generally not included because they absorb much of the variation in risk aversion. However, all main results remain similar in magnitude and sign if individual fixed effects are included.

\textsuperscript{62}Where possible, results are also robust to clustering at the household level.
Thus the estimate of crowd-out for a given level of risk aversion is $1 - \beta_{3,2} - \beta_{3,1} * RA$. If crowd-out declines with risk aversion, for example, it should be reflected in a positive value of $\beta_{3,1}$.

Whether or not the control group is actually suitable for this purpose is the next issue which must be addressed. For that I turn now to results.

5 Results

5.1 Overall Crowd-Out Estimates

Before turning to the main focus of heterogeneity of crowd-out by risk aversion, I first estimate a base average rate of crowd-out, ignoring any heterogeneity in the effect. This first step is useful in order to assess the plausibility of my identification strategy in a setting where visualization of the results is clear. In doing so I essentially replicate, on a different dataset, part of the analysis in Engelhardt and Gruber [2011]. This is helpful as a benchmark against which to scale the heterogeneity later on.

Graphical Evidence

A necessary condition for the control group, 55-64 year-olds, to provide a credible counterfactual trend for the treatment group of 65-75 year-olds is that in the pre-treatment period (years 1998-2004) the two groups move in parallel. For rates of public drug coverage this can be seen quite clearly in figure 13. In this figure the blue squares indicate the share of individuals holding public drug coverage at any year in the sample for individuals in the control group, while the treatment group rates are indicated by the red circles. Beyond the very similar trends between the two groups, there is a clear increase in public coverage for the treated group in 2006 of about 50 percentage points which is not mirrored by the control group (for whom there does not seem to be any substantial change in 2006). This increase in public coverage for the treatment group upon becoming eligible for Medicare Part D provides a visual counterpart to the first stage equation 17 (if heterogeneity by risk
aversion is neglected). This take-up rate is also consistent with the previous literature (e.g., in Engelhardt and Gruber [2011] the authors find public coverage in 2007 was about 70% for those over 65, and about 10% for those under 65).

![Figure 13: Public Drug Insurance Coverage Rates](image)

Notes: This figure shows the differences-in-differences of public prescription drug insurance coverage. The sample is individuals aged 55-75, in the years 1998 until 2010. The blue squares indicate rates of public prescription drug coverage for those aged 55-64 by year, while the red circles indicate public drug coverage for those aged 65-75. The dashed gray line differentiates between years before and after Medicare Part D.

Similarly parallel pre-trends for the treatment and control groups also hold for the main outcome of interest, any prescription drug insurance coverage. This can be seen in figure 14. On this outcome, as well, there is a dramatic increase for the treatment group in 2006, of about 15 percentage points, with no apparent change for the control group. This is the graphical version of the reduced form implied by equations 17-19 when all risk aversion terms are neglected.
Figure 14: Rate of Any Drug Coverage

Notes: This figure shows the differences-in-differences of prescription drug insurance coverage from any source. The sample is individuals aged 55-75, in the years 1998 until 2010. The blue squares indicate rates of prescription drug coverage for those aged 55-64 by year, while the red circles indicate drug coverage for those aged 65-75. The dashed gray line differentiates between years before and after Medicare Part D.

Regression Evidence

I now estimate regressions based on equations 17-19, still neglecting all terms involving risk aversion. Doing so shows that the visual results described above are not sensitive to adding controls, and provides more precise estimates along with their statistical significance. These results can be found in table 13. Column 1 shows the reduced form effect of Medicare Part D eligibility on coverage, an increase of nearly 17 percentage points. Column 2 shows the two-stage least squares estimate of the effect of public coverage on insurance coverage.\(^{63}\) The estimate here implies that taking up public coverage increases net coverage by about 46 percentage points, implying a crowd-out rate of 54%. This is somewhat less crowd-out than in Engelhardt and Gruber [2011], where the authors estimated a 75% crowd-out; however it is of the same order of magnitude.

\(^{63}\)The first stage is not displayed but is highly significant. The F-statistic on the excluded instrument is greater than 4,000.
<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduced Form</td>
<td>TSLS</td>
</tr>
<tr>
<td><strong>Post2006 * Over65</strong></td>
<td>0.168***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>-</td>
</tr>
<tr>
<td>Public</td>
<td>-</td>
<td>0.46***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.018)</td>
</tr>
<tr>
<td>Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>No. of Observations</td>
<td>66,284</td>
<td>66,284</td>
</tr>
<tr>
<td>No. of Clusters</td>
<td>19,066</td>
<td>19,066</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effects of public prescription drug coverage on overall prescription drug coverage. The sample is individuals ages 55-75 in the years 1998-2010. Column 1 shows the reduced form estimate of eligibility for Medicare Part D, being over age 65 in the years after 2006; column 2 shows the two-stage least squares estimate of the effect of having public coverage, instrumented by eligibility for Medicare Part D. All regressions include the following controls: age and year fixed effects, a full set of dummies for gender, being single, residence in each of the census divisions, years of education, race (white, African American, or other), religion (Protestant, Catholic, Jewish, None, or other), labor force status (full-time, part-time, unemployed, partially retired, retired, disabled, and not in the labor force), and fifth-order polynomials in non-housing household wealth and household income. Additional health controls are also included: a set of dummies for self-reported health on a scale of 1-5 from poor to excellent; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis, memory problems, or psychiatric conditions. Finally, a dummy is included for whether the risk aversion measure was imputed. All monetary variables are inflation to 2010 prices by the consumer price index. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.

5.2 Heterogeneity in Crowd-Out by Risk Aversion

I now turn to analyzing heterogeneity by risk aversion in crowd-out of private insurance by public insurance. As described in section 2, I will conduct the analysis in two parallel strands, using two measures of risk aversion. The first is a dummy for high risk aversion individuals; the second is the standardized first principal component of three variables: the raw 4-point risk aversion score from the survey questions which directly elicit risk preferences, a dummy for whether the individual has long-term care insurance, and a dummy for whether the individual habitually engages in heavy drinking (4 or more alcoholic drinks per day). Reassuringly, the results using both measures are very similar.\(^{64}\)

To begin, I estimate the reduced form equations of any insurance coverage, regressed on eligibility for Medicare Part D and its interaction with risk aversion (i.e., Post2006*Over65, and Post2006*Over65*RA). Results for each of the risk aversion measures are in columns 1

\(^{64}\)Results using other measures (e.g., replacing drinking with smoking) are also generally similar.
and 3 of table 14. Column 1, for example, indicates that mere eligibility for Part D increases drug insurance coverage by about 15 percentage points for low risk-aversion individuals, while for high risk aversion individuals this increase is more than 3 percentage points larger (significant at the 5% level). Similar results are found using the principal component measure of risk aversion.

The reduced form estimates, however, do not account for possible differential take-up of Part D insurance by differentially risk averse individuals. For that I estimate the system of equations 17-19, now including all the terms involving risk aversion (I do this for each of the risk aversion measures). The results of these two-stage least squares estimations are in table 14, columns 2 and 4. In both specifications the base crowd-out rate is slightly less than 60%; however that rate declines with greater risk aversion. Using the binary measure of high risk aversion, those with high risk aversion have about 8 percentage points less crowd-out than those with low risk aversion (significant at the 5% level). This amounts to a 14% decrease in crowd-out for the highly risk averse. Using the principal component measure, every standard deviation of increased risk aversion reduces crowd-out by about 4.8 percentage points (significant at the 5% level).

It is worth noting here that the standard deviation of the extensive risk aversion measure is about 0.5. Thus a shift from low to high risk aversion corresponds to a two-standard deviation change. It is therefore reassuring that not only is the sign of the effect of risk aversion on crowd-out the same using both risk aversion measures, but also that the magnitude of the estimated effect is similar, roughly 4-5 percentage points per standard deviation.

Controlling for Other Dimensions of Heterogeneity

While the differences-in-differences design identifies the causal effect of public insurance coverage on overall coverage, the interaction of this treatment with risk aversion does not yield a causal effect. In particular, risk aversion is likely correlated with many other personal characteristics, and these characteristics might themselves modulate the effect of public insurance on net insurance coverage. Ideally one would like to have exogenous variation in
<table>
<thead>
<tr>
<th>Risk Aversion Measure</th>
<th>Public</th>
<th>Public * RA</th>
<th>Post2006 * Over65</th>
<th>Post2006 * Over65 * RA</th>
<th>Public * Demographics</th>
<th>Controls</th>
<th>No. of Observations</th>
<th>No. of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduced Form Baseline</td>
<td>-</td>
<td>0.413***</td>
<td>0.519***</td>
<td>-</td>
<td>0.448***</td>
<td>0.557***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.031)</td>
<td>(0.125)</td>
<td>(0.021)</td>
<td>(0.118)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Augmented Baseline</td>
<td>-</td>
<td>0.081**</td>
<td>0.075*</td>
<td>-</td>
<td>0.048**</td>
<td>0.054***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.039)</td>
<td>(0.04)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Observations</td>
<td>59,923</td>
<td>59,923</td>
<td>58,938</td>
<td>59,005</td>
<td>59,005</td>
<td>58,030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Clusters</td>
<td>16,416</td>
<td>16,416</td>
<td>16,297</td>
<td>16,364</td>
<td>16,364</td>
<td>16,244</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effects of public prescription drug coverage on overall prescription drug coverage, allowing for heterogeneity in the effect by risk aversion. The sample is individuals ages 55-75 in the years 1998-2010. Columns 1 and 3 show the reduced form estimates of eligibility for Medicare Part D, being over age 65 in the years after 2006, interacted with measures of risk aversion: the extensive measure in column 1 and the principal component measure in column 3 (for precise definitions see text). Columns 2 and 4 show the two-stage least squares estimates of the effect of having public coverage, instrumented by eligibility for Medicare Part D. The estimated system of equations is detailed in equations 17-19. Columns 3 and 6 also present two-stage least squares estimates of the effect of public prescription drug coverage on net coverage allowing for heterogeneity by risk aversion and by additional demographic characteristics: gender, years of education, number of children, a dummy for being single, a dummy for veterans, household assets and household income. All regressions include the following controls: age and year fixed effects, also interacted with the measure of risk aversion, a full set of dummies for gender, being single, residence in each of the census divisions, years of education, race (white, African American, or other), religion (Protestant, Catholic, Jewish, None, or other), labor force status (full-time, part-time, unemployed, partially retired, retired, disabled, and not in the labor force), and fifth-order polynomials in non-housing household wealth and household income. Additional health controls are also included: a set of dummies for self-reported health on a scale of 1-5 from poor to excellent; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis, memory problems, or psychiatric conditions. Finally, a dummy is included for whether the risk aversion measure was imputed. All monetary variables are inflated to 2010 prices by the consumer price index. Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
risk aversion to be sure that the estimated effect is not driven by such omitted interactions of the treatment with other variables. It is, however, difficult to imagine what might produce such variation.

As a second best approach to dealing with this concern, I next estimate augmented versions of equations 17-19. The new first stage equations have as dependent variables the interaction of Public with other demographic variables, and on the right-hand side include third-order interactions of Post2006*Over65 with these variables, as well as the second order interactions of Post2006 and Over65 with these same variables. The second stage equation then includes the estimated dependent variables from all the first stage equations, identified off of the interaction of eligibility for Medicare Part D with the demographic characteristics. The demographic characteristics I include here are: gender, years of education, number of children, a dummy for being single, a dummy for veterans, household assets and household income.

The results are in columns 3 and 6 (for the two measures of risk aversion) of table 14, and are very robust to inclusion of these additional controls. The effect of the extensive measure of risk aversion on crowd-out remains 8 percentage points (significant at 10%), while the effect of the principal component measure increases slightly to 5.4 percentage points (significant at 1%). This stability suggests that the estimated effect of risk aversion on crowd-out is, in fact, due to risk aversion itself rather than to its correlation with other observable characteristics.

**Intensive Margin**

If the highly risk averse are actually getting more drug insurance coverage as a result of Part D, this should be reflected also in their out-of-pocket expenditures on drugs. Indeed, the more risk averse do decrease their drug expenditures more than the less risk averse when they take up public coverage. This can be seen in columns 1 and 4 of table 15. These

---

65 The change in the baseline crowd-out rate is not surprising, as this baseline now refers to individuals who have 0 in all the above demographic variables.
regressions have as their left-hand side variable a dummy for whether monthly out-of-pocket drug expenditures were high or not (defined as being in the 95th percentile of expenditures in the pre-2006 period, $268/month). It should be noted that the 95th percentile of spending here corresponds closely to where the Medicare Part D coverage gap is in the post-treatment period; $268/month is annualized to $3,216/year, precisely the beginning of the coverage gap in 2008 (although this varies slightly across years).

Looking at column 1 of table 15, for example, shows that while public drug coverage reduces the probability of high out-of-pocket drug expenses by about 3 percentage points for the less risk averse, the effect on the risk averse is more than twice as large, at 8 percentage points. The difference is statistically significant at the 5% level. The results using the principal component measure, in column 4, are less stark but have the same signs (albeit not statistically significant).

The division into high and low out-of-pocket expenditures is illustrative but the effect is more general than that. The scope for reducing costs is, naturally, increasing in the level of costs. Accordingly, at virtually every level of out-of-pocket prescription drug spending the effect of public drug insurance on spending is larger for the more risk averse. This can be seen in figure 15. This figure plots the reduced form quantile regression estimates of the treatment effect of Part D on monthly out-of-pocket spending interacted with the principal component measure of risk aversion (the 95% confidence interval is marked in dashed lines). The estimated effect sizes therefore correspond to the reduction in out-of-pocket spending due to eligibility for Part D at every centile from the 40th to the 90th for a single standard

60 Qualitatively similar results are found using different cutoffs of out-of-pocket spending. Furthermore, the same signs are obtained using raw reported out-of-pocket spending, however those estimates have high variance due to the noisiness of the variable and its extreme skewness: fully a third of the sample report no drug spending whatsoever, while the 99th percentile is $828/month. The large share of zeroes also makes a log specification to account for the skewness unattractive.

67 This procedure is an elaboration on that used in Finkelstein and McKnight [2008] and Engelhardt and Gruber [2011]. They show treatment effects by centile using a reduced form differences-in-differences. Here I depict heterogeneity in the treatment effect by focusing instead on the treatment effect in a sub-sample in relation to the rest of the sample.
Table 15: Intensive Margin Changes

<table>
<thead>
<tr>
<th></th>
<th>High Risk Aversion</th>
<th>Principal Component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>High OOP</td>
<td>No. of Plans</td>
</tr>
<tr>
<td>Public</td>
<td>-0.033**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>-</td>
</tr>
<tr>
<td>Public + RA</td>
<td>-0.047**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>-</td>
</tr>
<tr>
<td>RA</td>
<td>0.009</td>
<td>0.034***</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>No. of Observations</td>
<td>61,210</td>
<td>39,466</td>
</tr>
<tr>
<td>No. of Clusters</td>
<td>16,602</td>
<td>14,192</td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of the effects of public prescription drug coverage on intensive margins of prescription drug insurance coverage, allowing for heterogeneity in the effect by risk aversion. The sample for columns 1, 3, 4, and 6 are individuals ages 55-75 in the years 1998-2010. For columns 2 and 5 the years are 1998-2004. Columns 1 and 4 show the two-stage least squares estimates of the effect of having public coverage, instrumented by eligibility for Medicare Part D interacted with the measure of risk aversion (the extensive measure in column 1 and the principal component measure in column 3, for precise definitions see text), on the probability of having high out-of-pocket drug expenditures, defined as monthly expenditures over $268 (the 95th percentile of out-of-pocket drug spending in the years 1998-2004). Columns 2 and 5 show the correlations of risk aversion (the extensive measure in column 1 and the principal component measure in column 3) with number of health insurance plans held by the individual in the period 1998-2004. Columns 3 and 6 show the two-stage least squares estimates of the effect of having public coverage, instrumented by eligibility for Medicare Part D interacted with the measure of risk aversion (the extensive measure in column 1 and the principal component measure in column 3, for precise definitions see text), on the number of health insurance plans held by the individual. All regressions include the following controls: age and year fixed effects, a full set of dummies for gender, being single, residence in each of the census divisions, years of education, race (white, African American, or other), religion (Protestan t, Catholic, Jewish, None, or other), labor force status (full-time, part-time, unemployed, partially retired, retired, disabled, and not in the labor force), and fifth-order polynomials in non-housing household wealth and household income. Additional health controls are also included: a set of dummies for self-reported health on a scale of 1-5 from poor to excellent; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis, memory problems, or psychiatric conditions. Finally, a dummy is included for whether the risk aversion measure was imputed. All monetary variables are inflated to 2010 prices by the consumer price index. Robust standard errors clustered at the level of the individual are in parentheses. (***), indicates significance at the 1% level; (**), indicates significance at the 5% level; (*), indicates significance at the 10% level.
deviation of risk aversion, *above and beyond* the mean reduction due to Part D eligibility.\textsuperscript{68} That the estimates are all negative shows that the reduction in spending is increasing with risk aversion (the difference is significant at the 5\% level between the 57th and the 88th percentiles, and at the 10\% level between the 48th percentile and the 90th).

\textsuperscript{68} The effect sizes below the 40th percentile are essentially 0, and those over the 90th have very large standard errors. I focus on the 40th-90th percentile range for clarity. I use the reduced form here, rather than TSLS, for ease of computation. Additionally, the set of controls used here is smaller, also for speed of computation, and includes only first order terms in household assets and income, and no interactions of age and year fixed effects with risk aversion.
Figure 15: Differential Treatment Effect on OOP Drug Spending for one Std. Dev. of Risk Aversion by Percentile of OOP Spending

Notes: This figure shows the estimated change at different percentiles of out-of-pocket spending on prescription drugs in that spending due to eligibility for Medicare Part D per one standard deviation in the principal component measure of risk aversion (for precise definition see text). At every percentile between the 40th and the 90th the point corresponds to the estimate of the coefficient from a quantile regression of that percentile on eligibility for Part D, interacted with the risk aversion measure. This gives an estimate for how much spending is reduced at that percentile for an individual one standard deviation more risk averse than the average due to becoming eligible for Part D, beyond what would be reduced for an individual of average risk aversion at that percentile of spending. Spending is average monthly spending in 2010 dollars. The controls in these quantile regressions are year and age fixed effects, household income and assets, number of children, and dummies for gender, race (white, African American, or other), religion (Protestant, Catholic, Jewish, none, or other), years of education, marital status, veteran status, census division. In addition, the regressions include a dummy for being over age 65, being observed in 2006 or later, the measure of risk aversion, and all second and third order interaction terms of these variables. The coefficients on the third order interaction are the plotted points. Standard errors are clustered at the individual level. The 95% confidence intervals of the estimated treatment effects are displayed in the dashed lines.

Discussion

What might explain the lower rates of crowd-out of private insurance with the introduction of Medicare Part D among the highly risk averse? I suggest two possible explanations: first, individuals may hold multiple insurance plans which cover drugs, and they may be a mix of public and private coverage. It seems plausible that individuals who hold multiple plans are disproportionately highly risk averse, perhaps keeping their private coverage in
order to supplement Part D where the latter provides little protection (i.e., in the coverage gap, or when purchasing specialty drugs).

The second possible explanation is that the highly risk averse may have simply had less drug coverage before Medicare Part D. This may be counterintuitive, but could arise from the institutional constraints on drug coverage before the reform. In particular, the primary source of public drug coverage before Part D was through Medicare Advantage HMOs which would have covered drugs but restricted provider networks. Highly risk averse individuals may have tended to be more averse to narrow provider networks than to uninsured drug risks. The introduction of Medicare Part D freed them from having to make this choice.

Recall that when an individual has both private and public drug insurance, the individual is classified as having private insurance. This accords with the intuitive idea of crowd-out: it measures to what extent individuals exchange private coverage for public coverage. If individuals keep their private coverage there is no crowding-out. The evidence presented thus far is consistent with highly risk averse individuals being more likely to keep both their preexisting private coverage and their new public coverage when taking up a Part D plan, or to supplement their public insurance with new private coverage. Private coverage tends to be more generous than Part D plans, and thus may be more attractive to the highly risk averse, even if keeping both plans involves higher premium payments.69

Such a mechanism would require that the more risk averse be more likely to hold multiple insurance plans simultaneously. The data can only offer suggestive evidence on this point because it is not straightforward to infer which of an individual’s health insurance plans is the primary insurer for prescription drugs, whether some classes of drugs are covered by different insurers (i.e., generics versus brand name drugs), and what the exact terms of the insurance are (whether a plan offers supplemental coverage in the Part D coverage gap, for example). Nevertheless, the limited evidence below accords with this interpretation of the

69It is worth noting that many employer plans do not allow those they insure to have Medicare Part D plans in conjunction with the private coverage; however, some employer plans do allow this, as does Medicare Part D. This fact may account for some of the small effect sizes below.
main results.

To begin with, before Medicare Part D, more risk averse individuals were more likely to hold multiple health insurance plans. This can be seen in columns 2 and 5 of table 15 (for the two respective measures of risk aversion). These regressions include only observations from before 2006. The results indicate that the highly risk averse had more insurance plans, on average, before Part D. Using the principal component measure of risk aversion, for example, shows that every standard deviation of risk aversion was associated with 0.04 more plans. The mean number of plans in the pre-Part D period was 0.71, thus every standard deviation of risk aversion was associated with about 6% more plans.

This greater number of plans in the pre-reform period for the more risk averse suggests they may indeed have a preference for a greater number of overall plans. Estimating the effect of Part D on their total number of health insurance plans with a specification like equations 17-19 gives results consistent with this (albeit statistically insignificant). These results are in columns 3 and 6 of table 15. For example, using the extensive risk aversion measure shows that for the less risk averse the overall number of insurance plans increases by about 0.1 due to Part D, however for the highly risk averse this increase is 70% greater, at 0.17. The results using the principal component measure of risk aversion are very similar. It thus seems as though the more risk averse may be supplementing their public coverage more than the less risk averse. Considering the results on out-of-pocket spending, and the sharpness of the reduction in spending around the region of the Part D coverage gap, it seems possible that for the very risk averse acquiring some protection from costs in that range may account for some of this effect.

Compounding this effect, it also seems to be the case that the highly risk averse had slightly less drug coverage than the less risk averse in the pre-2006 period. This can be seen in the upper panel of figure 16, which breaks down the type of insurance individuals aged 65-75 had in the years 1998-2004, separately for the low and high risk aversion groups (on

\footnote{I top code the number of an individual's plans at 3, however results are not sensitive to this choice.}
the left-hand and right-hand side panels, respectively). Unsurprisingly, a vast majority had Medicare coverage: about two-thirds of both risk aversion groups had traditional Medicare, and about another fifth were covered by a Medicare Advantage plan. Roughly 8% had Medicaid; another 3% had some form of private drug insurance, and less than 1% had no insurance whatsoever.

Figure 16: Insurance Composition for Ages 65-75 Before and After 2006, by Risk Aversion

![Insurance Composition Chart]

Notes: This figure shows the shares of the sample having different kinds of health insurance in the years 1998-2004 (upper panel), and in the years 2006-2010 (lower panel), divided into the low and high risk aversion groups based on the extensive risk aversion measure (low risk aversion on the left, high risk aversion on the right; for precise definition see text). The shares set apart (No Drug Insurance and Traditional Medicare) are not insured against prescription drug expenses.

Recall that in the pre-reform period it is both the uninsured and those with traditional Medicare but no other source of drug coverage (such as an employer or retiree plan or a supplemental Medigap plan) who would have had no coverage for drugs (the roughly 20% set
apart from the rest). This latter group, those with traditional Medicare but no alternative drug coverage, is about 2.5 percentage points larger among the highly risk averse. This difference can be explained by their slightly lower participation in Medicare Advantage and in Medicaid. As a result, the highly risk averse did indeed have slightly lower rates of prescription drug insurance coverage in the pre-2006 period, helping to explain their lower rate of crowd-out. In a regression with the usual controls the high risk aversion group over age 65 has about 1.7 percentage points less drug coverage in the years 1998-2004 than the low risk aversion group, a difference which is significant at the 10% level.\footnote{Full results not displayed.}

Accordingly, in the post-2006 period there was a slightly larger decline in the share of those with no prescription drug insurance among the high risk aversion group. For that group, the share uninsured declined by about 15.5 percentage points, compared with a decline of 14 percentage points in the low risk aversion group. While this does not directly measure the change in private coverage among the two groups, it illustrates that the increased public coverage reduced lack of coverage more for the more risk averse.

Furthermore, both groups experienced declines in Medicare Advantage coverage.\footnote{Membership in these plans has been on an upward trend since 2006, and this is evident in later years in the sample (i.e., 2008-2010) for both the high and low risk aversion groups} The decline in Medicare Advantage in unconditional means is slightly larger for the less risk averse, as seen in 16. However, in regressions with the control group and other controls this sign is once again consistent, with a larger decline in public HMOs among the more risk averse, a difference which is marginally significant in some specifications.\footnote{Results not displayed.} All this is consistent with the more risk averse gaining more net coverage from the public coverage expansion at least in part because of a preference for broader provider networks. This preference led them to choose traditional Medicare (which did not cover drugs) in the pre-Part D period, rather
than limited-network plans which included drug coverage.\textsuperscript{74}

In sum, this section shows evidence that crowd-out of private prescription drug insurance by public insurance was decreasing with risk aversion. This finding is robust across specifications, definitions of crowd-out, and measures of risk aversion. While the estimated effect size is modest, it is probably a lower bound of the true magnitude given the inherent difficulty in measuring risk aversion. This finding can be explained by two observations: that the highly risk averse have a greater propensity to hold multiple insurance plans, and are correspondingly less likely to drop their private coverage when they take up public coverage; and that they had less drug coverage to begin with, perhaps because their risk aversion led them to prefer broader health care provider networks under traditional Medicare plans at the expense of drug insurance which was available through HMOs.

6 Conclusions

Crowd-out of privately supplied goods and services by public ones is a crucial input in assessing both the fiscal cost of public provision and its welfare implications. In the latter application it is often assumed that individuals are homogeneous in their risk preferences. A growing literature on heterogeneity in risk preferences and its impact on insurance markets is calling that assumption into question. When risk preferences differ across individuals average crowd-out rates are no longer sufficient for the welfare analysis of social insurance.

This paper estimated heterogeneity in crowd-out of private prescription drug insurance along the dimension of risk aversion. Using the quasi-experiment of the expansion of public drug insurance by addition of the Medicare Part D drug insurance program to traditional Medicare I quantify how much drug insurance coverage increased as a causal effect of the reform; and how much that increase varied by individuals’ risk aversion.

\textsuperscript{74}Both risk aversion groups also experienced a large decline in traditional Medicare supplemented by some other drug coverage. While this is presumably mostly employer coverage, and thus mostly crowd-out, some of this coverage may have been from public sources such as through Veteran’s Affairs. The regressions above control for veteran status.
I apply my methodology to HRS survey data. This data allows me to measure risk aversion in a number of ways. Using two measures of risk aversion based on these data I find that crowd-out declines with risk aversion. Consistently across the two measures and a number of different empirical specifications I find that insurance coverage increases more for the more risk averse. Every standard deviation of risk aversion is associated with a crowd-out rate roughly 5 percentage points lower, over a base crowd-out rate of 50%-60%. This lower crowd-out for the more risk averse also leads to greater declines in out-of-pocket drug spending for them, above and beyond what is experienced by the less risk averse.

In explaining these results two main mechanisms find suggestive support: that the more risk averse are more likely to hold more than one insurance plan, and thus are also more likely to keep holding a private drug plan even after taking up public coverage; and that the more risk averse had slightly lower rates of drug coverage before Part D, perhaps because they preferred the broader coverage of providers in traditional Medicare (which did not cover drugs) over the drug coverage coupled with limited networks in Medicare HMOs.

The pattern of results suggests that some welfare analysis using sufficient statistics formulas which do not account for heterogeneity in crowd-out by risk aversion may yield biased welfare estimates (this is not a universal problem; i.e., welfare estimates relying on estimation of demand and cost curves, as in Einav et al. [2010], are conceptually robust to this). In this case, the direction of the bias from ignoring heterogeneity would be to understatement the welfare gains from the public provision of drug insurance: individuals gaining more net insurance from the program are those who most highly value insurance. Future work should quantify the welfare implications of this heterogeneity in crowd-out to assess how much of a bias its neglect might cause.
Part III

The Effect of Individual Health Insurance Mandates on Insurance Coverage

1 Introduction

Lack of health insurance is a significant barrier to access to health care. In light of this, increasing health insurance coverage has long been a major policy goal. The Patient Protection and Affordable Care Act (PPACA) has as its primary aim such an increase in coverage, to which end it employs two major tools: subsidies to health insurance; and the individual mandate, a fine levied on uninsured individuals. While subsidies in general are a familiar policy tool, a mandate that individuals buy a product, like insurance, is nearly unprecedented. It is important to consider the effectiveness of the PPACA subsidies and individual mandate in isolation from one another, both to assess proposals to modify the law, and to learn about the pros and cons of such potentially substitutable policy tools for other contexts. Thus where previous literature has focused on subsidies to insurance, this paper seeks to identify the effect on insurance coverage of the PPACA’s individual mandate.

Subsidies and mandates differ from each other in three important ways. The first is with respect to their fiscal costs: subsidies cost the government resources, while a mandate...
costs nothing directly, and may even raise revenue. The second is with respect to who is induced to take up insurance coverage: there is limited evidence that the mandate is more effective at inducing younger and healthier individuals to purchase insurance than subsidies are (Hackmann et al., 2015). These advantages of the mandate notwithstanding, the third difference is on the political level, where the mandate has proven much less popular than the insurance subsidies in the PPACA, and may be more susceptible to change in the future due to political pressure. Thus it is a question of normative importance to what extent the PPACA (and other policies) should rely on subsidies versus mandates; and it is a question of practical importance what the positive implications of changes to the individual mandate in the PPACA might be.

To identify the effect of the mandate on coverage I exploit the quasi-experiment of the PPACA’s introduction of the individual mandate in 2014 to estimate the effect of a fine for being uninsured. As a control group I use Massachusetts, which already had an individual mandate of its own due to the 2006 health care reform in that state. This control group provides a counterfactual trend in insurance coverage in the absence of the PPACA, to the extent that the Massachusetts trend mirrors the national trend. Overall, I find that the mandate substantially increased insurance coverage in the treatment group relative to the control group. Furthermore, I find suggestive evidence that this increased coverage contributed to amelioration of adverse selection in the individual health insurance market.

The data I use are from the American Community Survey (ACS), which is a sample of around 3.5 million households per year. These data are well suited for this analysis as they include variables on health insurance coverage, income, and geographic location at the state level. In particular, I use the 1-year estimates of the ACS for the years 2008-2014. I constrain the sample to individuals aged 26-64: those below age 26 are potentially covered by their parents’ insurance as of 2010, while those over age 65 are entitled to Medicare.

To use the PPACA’s introduction in order to estimate the effect of the mandate two main challenges must be overcome. The first is that the PPACA includes a bundle of many policy
changes beyond imposition of the individual mandate, and foremost among those things is the institution of health insurance subsidies.\textsuperscript{77} The subsidies are given to all those earning between 138\% and 400\% of the Federal Poverty Line (FPL), on a sliding scale which decreases with income. At 400\% of the FPL the subsidies are completely phased out. Therefore, to isolate the effect of the mandate I focus on households earning more than 400\% of the FPL.

The use of Massachusetts residents to account for trends in coverage relies on the fact that Massachusetts introduced its own individual insurance mandate in 2006. While this mandate was not at the same level as the mandate under the PPACA, the differential increase in the penalty for lacking coverage provides variation for identification of the mandate’s effect. The estimated effect of the mandate can be scaled by the differential penalty change between Massachusetts and the other states to get the effect of a $1 penalty on insurance coverage. I find that the mandate increased coverage by 0.85 percentage points in the treatment states relative to Massachusetts; and that every $1,000 of penalty increases insurance coverage by 0.73 percentage points, on average.

One major goal of the PPACA in general, and the individual mandate in particular, is to ameliorate adverse selection in the individual health insurance market. To be effective at this, the mandate must induce not only greater insurance coverage overall, but particularly induce younger and healthier individuals to purchase insurance. While the ACS has almost no information on the health of respondents, it does have information on their age. Analysis of heterogeneity in the treatment effect of the mandate by age shows that the increase in coverage was twice as large among younger individuals (below age 50) as it was among older individuals. Such a differential effect is consistent with the mandate being particularly effective at inducing the young to purchase health insurance, which can be considered a proxy for improving the overall risk pool in the individual market.

Similarly, additional evidence also points to the mandate reducing adverse selection in the

\textsuperscript{77}A number of additional provisions of the PPACA went into effect in 2014. For more detail on how they may impact the interpretation of the results refer to section 2 and the discussion in section 4.
individual market. Isolating the type of insurance individuals were induced to acquire by the mandate I show that the mandate increased coverage of directly purchased insurance much more than Employer-Sponsored Insurance (ESI). The latter already has less of an adverse selection problem than the former (see, for example, Hendren, 2013b). Therefore this, too, accords with the mandate reducing selection in the individual market, where there is more scope for such improvement.

There is a small but growing literature on the effects of insurance mandates. Chandra et al. [2011] examine the impact of the Massachusetts mandate on the mix of enrollees in non-group insurance plans. Their results are suggestive of the potential effects of the PPACA mandate, however they are mostly descriptive in the absence of a control group. Furthermore, as they note, the level of insurance subsidies may have non-trivial interactions with the effect of a mandate making direct inference from the Massachusetts experience to the federal law difficult. Closer in spirit to the current paper, Hackmann et al. [2015] use the introduction of the mandate in Massachusetts as a quasi-experiment with the rest of the US as a control group. Their focus is the effect of the mandate on adverse selection in the insurance market and they find that selection was ameliorated by the Massachusetts mandate.

Finally, Kolstad and Kowalski [forthcoming] use labor market responses to the Massachusetts mandate to compare the efficiency of mandates to that of a tax-based reform, extending the model in Summers [1989] to more closely mirror the actual policy. One of the empirical challenges they face in using the Massachusetts reform is that all the elements of that reform went into effect simultaneously: an individual mandate, insurance subsidies, and an employer mandate, among other provisions. The PPACA provides an clearer natural experiment to interpret because some of its similar provisions were phased in over time; in particular the employer mandate was not started concurrently with the individual mandate. This allows for a much more straightforward empirical model in estimating the effect of the individual mandate.
The papers above rely on the relatively small reform in Massachusetts alone. This makes generalization to the rest of the country difficult, particularly in the presence of much larger insurance subsidies under the PPACA than in the 2006 Massachusetts reform. This paper brings together the literature on individual insurance mandates with the new literature building on the quasi-experiments created by the PPACA to answer the question of how important the individual mandate is in achieving the aims of the PPACA: expanding health insurance coverage, and a resulting improvement in the risk pool participating in the individual insurance market.

The rest of the paper is organized as follows: section 2 provides institutional details regarding the PPACA’s individual mandate; section 3 describes the data and the identification strategy in greater detail; section 4 describes the results; and section 5 concludes.

2 The PPACA’s Individual Mandate and Other Institutional Details

The PPACA introduced numerous changes to the US health care system. Many of these changes have increasing health insurance coverage as their primary goal. These include regulation of the supply of insurance, establishment of state and federal exchanges to facilitate purchase of individual insurance, subsidies for plans purchased on those exchanges, and employer and individual mandates to offer and to acquire insurance, respectively. In this section I briefly describe the most important of these elements as they pertain to the choices I make in defining the sample and in my identification strategy, as well as regarding the interpretation of my results.

The focus in this paper is on the individual health insurance mandate. This provision of the PPACA was passed into law with the rest of the Act in 2010, but only went into effect in 2014. It generally requires all US citizens and legal residents to have minimal essential coverage, or pay a tax. The size of the tax depends on income and family size: in 2014 it was $95 per adult and $47.50 per child (up to $285 per family) or 1% of family income,
whichever was greater. The tax increased in 2015 to $325 per adult and $162.50 per child (up to $975 per family) or 2% of family income, whichever was greater; and will increase a final time in 2016 to $695 per adult and $347.50 per child (up to $2,085 per family) or 2.5% of family income, whichever is greater. After 2016 the tax will increase by the cost of living. The tax is pro-rated by number of months in the year without coverage, although a gap in coverage of less than three months is exempt.

Some people are exempt from the mandate: those with religious objections to health care, those who are incarcerated, undocumented migrants, and members of Native American tribes. In addition, families below the tax filing threshold ($10,150 for an individual or $20,300 for a family, in 2014) are exempt; as are those who would have to pay more than 8% of their income for insurance after accounting for employer contributions and subsidies. Nevertheless, the mandate is otherwise very broad-based and for the vast majority the only way to avoid it is to have sufficient insurance coverage for at least nine months of the year.

Acquiring such coverage can be done in a variety of ways. For those eligible, Medicare and Medicaid provide the minimal necessary coverage. Eligibility for the former requires individuals only to be over age 65; the latter has complicated eligibility criteria which vary by state, generally including low income but in some states also covering only those who meet non-income criteria as well, such as pregnancy or disability. Other public sources of insurance which qualify are those for veterans, such as Tricare. Coverage for individuals under age 26 can be provided through their parents’ plan, if they have one. However, for most individuals between age 26 and 64 the two predominant sources of insurance are ESI or plans purchased on the individual market.

The PPACA includes many other provisions besides the individual mandate which might impact insurance coverage. These other provisions may confound the effect of the mandate itself; isolating the effect of the mandate from them relies on the details of these additional changes. Foremost among these other changes are the insurance subsidies given to individuals who purchase insurance on the PPACA exchanges. Others include expansion of Medicaid;
guaranteed issue (the requirement that insurers provide insurance regardless of preexisting conditions and with severely regulated price discrimination); elimination of annual coverage limits; and requiring all creditable plans to cover essential health benefits. Furthermore, the mere construction of the state and federal health insurance exchanges may have made acquisition of insurance easier. It is worth noting that requirements for employers to offer group coverage were scheduled to begin in 2014 but were postponed until 2015 or later.

Subsidies for plans bought on the exchanges are distributed by, among other things, household income. The subsidies decrease as income increases, and go to zero at 400% of the FPL; this was about $47,000 for an individual in 2014, or $95,000 for a family of four. I isolate the effect of the individual mandate from that of the subsidies by restricting attention to individuals in households above 400% of the FPL, who are thus ineligible for subsidies. This strategy has an important limitation: if subsidies given to those below 400% of the FPL disproportionately induce the younger and healthier individuals in that group to acquire insurance on the exchanges the risk pool insurers face on the exchanges would improve. This, in turn, could lower prices for everyone using the exchanges, including those who are not themselves eligible for subsidies. Attributing the effect of the PPACA on coverage among individuals ineligible for subsidies to the individual mandate assumes that this spillover effect of the subsidies is negligible. Section 4 will provide some suggestive evidence that such a spillover is not the main driver of the results.

The other PPACA provision directly increasing coverage is the expansion of Medicaid to everyone under 138% of the FPL (in states that chose to accept this expansion). This element of the PPACA is also less relevant when interpreting the effect of the individual mandate once attention is focused on households making more than 400% of the FPL. For such relatively wealthy individuals Medicaid is not a major source of coverage regardless; virtually none of them are eligible for Medicaid either before or after its expansion in 2014.

The elimination of annual coverage limits, the required provision of essential health benefits, and guaranteed issue all have theoretically ambiguous effects on coverage. The first two
raise the value of available insurance plans, but presumably also raise their cost and their price. The latter expands the set of potential buyers of insurance to include those with pre-existing conditions; however it, too, is expected to raise the price of insurance for everyone else, potentially depressing demand among the healthy. In any case, it is hard to envision a mandate for consumers to buy insurance without accompanying it with a requirement that insurers offer insurance to everyone, making guaranteed issue an almost inseparable part of the individual mandate in the first place. In interpreting my results I assume that the effects of these provisions on coverage are small, on net. Section 4 also provides some evidence that guaranteed issue, at least, does not play a major role in driving the results.

The final large change initiated in 2014 under the PPACA is the activation of online exchanges where insurance plans can be bought and sold. This in itself may have made insurance easier to acquire, by reducing search costs. Two types of exchanges were established by the PPACA: the first, the American Health Benefits Exchanges, are online markets where individuals and families can purchase health insurance. The second type, the Small Business Health Options Program (SHOP) Exchanges are intended for small businesses with up to 100 employees. Some suggestive evidence that the effect of the existence of exchanges on coverage is small is offered in the discussion in section 4. I therefore assume that any confounding of the existence of exchanges and the individual mandate is negligible in attributing the effects I estimate to the mandate; however more careful analysis of this issue should be done in the future.

As explained in the next section, I use Massachusetts as a control group for the rest of the US. This relies on the fact that while the PPACA’s individual mandate went into effect in 2014, Massachusetts underwent its own health care reform in 2006 – a reform which included an individual mandate similar to that in the PPACA. The penalty for individuals under the Massachusetts mandate for being uninsured was a fine equal to half the cost of the lowest annual premium which they could have bought. For individuals over age 27, with incomes above 400% of the FPL in 2013 this would have amounted to $1,272 a year for an individual
As stated above, for individuals earning over 400% of the FPL under the PPACA the penalty in 2014 was 1% of income. The average income in my sample in 2014 is $86,392 in Massachusetts and $75,264 in the other states.\textsuperscript{78} Thus the average penalty in Massachusetts actually declined from $1,272 to $864 while it increased in the other states from $0 to $753. Therefore the average change in penalty for the other states relative to the change in Massachusetts is $1,160.\textsuperscript{79} In discussing the effect of the mandate penalty in the results section I will show how the effects scale by this relative change in penalty, to get the effect on coverage of a $1,000 fine.

3 Data and Identification

The data I use are from the one-year estimates of the American Community Survey. These estimates are based on a 2.5% sample of US households. As discussed in section 2, I exclude households below 400% of the FPL in order to focus on those who do not become newly eligible for subsidies under the PPACA; this also effectively excludes individuals who could newly qualify for Medicaid under its expansion. I also exclude those below age 26 or over age 65, as they could gain coverage through their parents or through Medicare, respectively.

I employ a cross-sectional differences-in-differences design with individuals living in Massachusetts as a control group. This provides the counterfactual change in insurance coverage when there is no new individual mandate introduced in 2014. Individuals in the rest of the United States make up the treatment group, with the treatment period being 2014. The state of Vermont had its own health care reform in 2006 which might bias results. Therefore

\textsuperscript{78}For the respective numbers in the years 2008-2013 see table 16.

\textsuperscript{79}This is an approximation of the relative change in penalty at the mean, as the penalty differs by household income and number of persons in the household, while I calculate these changes in penalty based on individual income.
Vermont residents are excluded from the following analysis.\(^{80}\)

The ACS is a repeated cross-section, so analyzing the effect of the mandate on particular individuals or households over time is not possible with this data. I include rich demographic controls in order to minimize potential omitted variable bias in such a design. These controls include a full set of gender, age, and detailed race, marital status, education, and employment dummies; as well as a sixth order polynomial in income.

Identification of the effect of the individual mandate on coverage relies on the fact that Massachusetts already had an individual mandate before the PPACA. The Massachusetts mandate has been in place since 2006; however questions in the ACS regarding health insurance coverage were only asked from 2008 onward. The data I use therefore span from 2008 until 2014.

The credibility of Massachusetts residents as a control group can be visually assessed by noting parallel trends in coverage rates between Massachusetts residents and those of the treatment states in the period before the PPACA individual mandate takes effect; i.e., in the years 2008-2013. Such parallel movement is apparent in figure 17; this figure plots the rate of insurance coverage each year, in Massachusetts (in blue squares) and the other states (red circles) separately. Such parallel movements suggest that had the individual mandate never gone into effect for the treatment group, the change in coverage for the treatment group between 2013 and 2014 should have been the same as in the control group.

\(^{80}\)None of the results is sensitive to including Vermont in the treatment states.
Notes: This figure shows mean rates of health insurance coverage in the sample by year, separately for residents of Massachusetts and the rest of the United States, excluding Vermont. The former are in blue squares, the latter in red circles. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. The dashed gray line differentiates between years before the beginning of the Patient Protection and Affordable care Act’s individual health insurance mandate, on the right, and 2014, when the mandate went into effect, on the left.

Following the sample restrictions above I am left with a sample of about 4.8 million individuals in 1.25 million households, of which Massachusetts residents make up 141,000 individuals in 37,500 households. Descriptive statistics for years 2008-2013 (before implementation of the individual mandate in the treatment states) for the sample, separated into Massachusetts and the other states, are in table 16. The treatment and control groups are quite similar, although Massachusetts residents are somewhat less likely to be members of a racial minority, and are somewhat more likely to have attended college, and have higher incomes. On all these measures the differences between the two groups are within one standard deviation of each other, except the share of whites.\footnote{Part of the reason why Massachusetts’ and the other states’ residents are so similar on observables is that the sample is already selected, particularly on income – everyone belongs to a household making over 400% of the FPL.} In terms of insurance, in the pre-treatment period Massachusetts residents have about 3.3 percentage points more insurance coverage, with higher levels of ESI, and lower levels of directly purchased insurance.

The regressions I estimate take the following form:
Table 16: Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>Massachusetts</th>
<th>Treatment States</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Deviation</td>
</tr>
<tr>
<td>Share Women</td>
<td>0.51</td>
<td>0.5</td>
</tr>
<tr>
<td>Age</td>
<td>46.7</td>
<td>10.6</td>
</tr>
<tr>
<td>Share White</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Share College</td>
<td>0.81</td>
<td>0.39</td>
</tr>
<tr>
<td>Personal Income</td>
<td>78,184</td>
<td>80,881</td>
</tr>
<tr>
<td>Share with Any Insurance</td>
<td>0.98</td>
<td>0.13</td>
</tr>
<tr>
<td>Share with Employer Insurance</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Share with Direct Insurance</td>
<td>0.09</td>
<td>0.29</td>
</tr>
<tr>
<td>No. of Individuals</td>
<td>141,457</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: This table presents descriptive statistics for the two experimental groups separately, Massachusetts and the rest of the United States, excluding Vermont. The years of the sample for the purposes of these statistics are restricted to the pre-treatment period, 2008-2013, except for the number of individuals which spans the entire sample period, 2008-2014. The sample is individuals aged 26-64 who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. The first two columns display the means of the variables and their standard deviations for Massachusetts, respectively. The third and fourth columns show the means and standard deviations of the rest of the sample.
\[ y_{i,t,s} = \beta_1 \cdot \text{Post}_{i,t} \cdot \text{Treat}_{i,s} + \beta_2 \cdot \text{Post}_{i,t} + \beta_3 \cdot \text{Treat}_{i,s} + \alpha_s + \gamma_t + \sum_{j=1}^{k} \theta_j \cdot X_{j,i,t,s} + \varepsilon_{i,t,s}, \] (20)

where \( \text{Post}_{i,t} \) is 1 for observations in 2014; \( \text{Treat}_{i,s} \) is 1 for residents of states other than Massachusetts; \( \alpha_s \) are state dummies (excluding Massachusetts, which is the control group, and using Wyoming as a reference group); and \( \gamma_t \) (excluding 2014, which is the only treatment period, and using 2008 as a reference group) are year dummies. \( X \) contains the other controls detailed above. All observations are weighted by their household sampling weights and standard errors are clustered by household.\textsuperscript{82}

4 Results

This section describes the estimated effect of the PPACA individual mandate on insurance coverage. The analysis reveals that the mandate causes an increase in coverage, which is mostly concentrated in insurance bought on the individual market, as opposed to group coverage acquired through an employer. Furthermore, the increase in coverage is greater among younger individuals, consistent with the mandate reducing adverse selection by improving the risk pool in the individual market. A brief discussion section analyzes whether some alternative interpretations of the mechanism behind the estimated effects are plausible.

To begin, figure 17 shows the effect of the introduction of the individual mandate on health insurance coverage. As described in section 3, this figure plots insurance coverage rates by year and by treatment state (Massachusetts or otherwise). In addition to the parallel trends in coverage between the treatment and control groups, the treatment effect can be observed in the sharply higher increase in coverage in 2014 in the treatment group relative to the control group. This visually demonstrates the effect of the mandate in increasing coverage: the introduction of the individual mandate in the treatment states increases the

\textsuperscript{82} Results are robust to clustering at the state level or to using unclustered robust standard errors.
coverage rate by about 1 percentage point, with no substantial change in the control group.

This estimate is robust to adding controls and is statistically significant. In order to see this, consider column 1 of table 17. This column has as its dependent variable health insurance coverage from any source, with the specification detailed in equation 20. The estimated effect of the mandate on coverage is an increase of 0.85 percentage points, representing a decline of about 17% in the uninsured rate among residents of the treatment states.\(^\text{83}\) This effect is highly statistically significant.\(^\text{84}\)

This change in the uninsured rate is also large in terms of economic significance. One way to see this is to consider the overall change in the uninsurance rate in the US between 2013 and 2014. This change encompasses the entire effect of the PPACA on coverage, not just that of the individual mandate (e.g., it includes the effect of the subsidies, the Medicaid expansion, etc.). Among non-elderly adults, the number of uninsured declined by 7.8 million between 2013 and 2014, a change of 4.2 percentage points (Majerol et al., 2015).\(^\text{85}\) A back-of-the-envelope calculation thus implies that the 0.85 percentage point decline in the uninsurance rate due to the individual mandate alone makes up more than 20% of the total decline between 2013 and 2014.\(^\text{86}\)

A second approach to clarifying the magnitude of this effect is to scale it by the dollar amount of the penalty. As stated in section 2, the penalty in Massachusetts for lack of insurance before 2014 was different from that imposed by the PPACA. The approximate

\(^{83}\)The uninsured rate in the treatment group in 2008-2013 was 5%.

\(^{84}\)Including household fixed effects has little impact, either on the point estimate or on the statistical significance of this estimate.

\(^{85}\)This comparison does not have a control group, however, and is therefore simply the change over time of coverage, with no counterfactual estimate for what would have happened to coverage in the absence of the PPACA.

\(^{86}\)This assumes that the effect of the mandate on households making less than 400% of the FPL is the same as its effect on households in the sample, who make more than 400% of the FPL. Because the mandate penalty is proportional to income, this is likely an upper bound for the share of the overall reduction in the uninsured rate due to the mandate alone.
Table 17: Health Insurance Coverage

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Effect</td>
<td>0.00848***</td>
<td>0.00368</td>
<td>0.00981***</td>
<td>0.00904***</td>
</tr>
<tr>
<td></td>
<td>(0.00168)</td>
<td>(0.0034)</td>
<td>(0.00295)</td>
<td>(0.00208)</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Other Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Clusters</td>
<td>1,247,806</td>
<td>1,247,806</td>
<td>1,247,806</td>
<td>187,922</td>
</tr>
</tbody>
</table>

Notes: This table presents the results of estimating equation (1) with the stated dependent variable at the head of columns 1, 2, and 3; and with any insurance as the dependent variable in column 4. Column 4 restricts the sample to be residents of states that had guaranteed issue throughout the sample period: Maine, New York, Vermont, and Washington as treatment states, and Massachusetts as the control state. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. All the regressions include dummy variables for being a resident of a treatment state, and for being observed in 2014, as well as the interaction of those two variables. The coefficient on the latter is the displayed estimate of the treatment effect of the individual mandate on the outcome variables, in the first row. Its associated standard error is in parentheses in the second row. Furthermore, all the regressions include year, age, and state fixed effects as well as a full set of dummies for gender, race, marital status, education, and employment status, and a sixth order polynomial in individual income. Standard errors are clustered by household, and observations are weighted by their sampling weights. The final two rows indicate the number of individuals included in each regression and the number of households, respectively. (***), (**), and (*) indicates significance at the 1% level, 5% level, and 10% level, respectively.
dollar difference in penalty in the treatment states relative to Massachusetts was on average $1,160. As a result, my estimate implies that a $1,160 increase in the penalty for lack of insurance causes a 0.85 percentage point increase in insurance coverage, or an increase of 0.73 percentage points for every $1000 of penalty.

**Accounting for the Effect of Guaranteed Issue**

As described in section 2, one of the PPACA provisions that went into effect nationally in 2014 (and existed in Massachusetts since 2006) was guaranteed issue, the requirement to sell insurance to anyone with only very limited price discrimination between observably different consumers. This provision can be considered an inseparable part of the individual mandate: it would be perverse to require individuals to buy insurance while allowing insurers not to sell insurance to potential customers. However, it is important to see whether the increased coverage in treatment states in 2014 is due to the mandate itself, or due to guaranteed issue.

To do this it is helpful to note that there were a number of states that had guaranteed issue in the years 2008-2013, aside from Massachusetts itself. These states were Maine, New York, Vermont, and Washington. Column 4 of table 17 shows results for the sample limited to residents of these states that had guaranteed issue for the entire sample period.\(^87\) The estimate of the causal effect of the mandate alone, with no change in the status of guaranteed issue, is very similar to that from the full sample, at 0.9 percentage points. Per a $1,000 increase in the mandate penalty this translates into an increase in coverage of 0.75 percentage points, almost exactly like the 0.73 percentage points using the whole sample.\(^88\)

The estimated percentage change in the uninsurance rate is also very similar for the states with guaranteed issue to what it was for the entire sample. The uninsurance rate for

---

\(^{87}\) This regression includes Vermont, however results are virtually identical if Vermont is excluded here, as well.

\(^{88}\) Average income in my sample of residents of the treatment states with guaranteed issue in 2014 was $80,200, so a penalty of 1% of income was on average $802, compared to a decline in the mandate penalty in Massachusetts of, on average in my sample, $408, as described in section 2. Thus the average individual penalty increased by $1,210 in the treatment states with guaranteed issue relative to Massachusetts.
the treatment states with guaranteed issue in the years 2008-2013 was 4.7 percentage points in my sample, and this number declined by 19% due to the mandate, compared with 17% for the whole sample. These comparisons all serve to provide evidence that the increased coverage in 2014 in treatment states relative to Massachusetts does not stem from newly guaranteed issue, but rather from the mandate itself.

**Source of New Insurance**

The individual mandate incentivizes acquisition of insurance by any means. One of the main goals of this element of the PPACA, however, is to improve the risk profile of consumers of insurance on the individual market, reducing adverse selection and lowering costs for insurers and thus premiums for consumers. If the mandate is effective at this, it would make plans purchased directly on the individual market disproportionately more attractive than those acquired on the group market (such plans are not significantly affected by the PPACA in 2014): while demand for insurance is increased on both markets, the cost of supplying insurance should be mostly impacted on the individual market.

The ACS asks respondents whether they are covered by an employer (current or former) or union plan, their own or a family member’s. I define these individuals as having employer insurance. Furthermore, the ACS also asks whether individuals are covered by a plan purchased directly, for themselves or by a family member. I define these individuals as having direct insurance.89

Figure 18 displays graphically the change in coverage in these two types of insurance over the sample period, separately for the control and treatment groups; the left-hand panel plots ESI rates while the right-hand panel does the same for direct insurance. In both cases the parallel trends between the treatment and control groups hold in the pre-treatment period. However, while there is no apparent break in these trends for ESI in 2014, in direct insurance

---

89Note that these two categories, of ESI and directly purchased insurance, are neither exhaustive nor exclusive: there are potentially other sources of insurance (e.g., public insurance) and individuals may be covered both by an employer and by a directly purchased plan. What follows is therefore not a decomposition of the increase in insurance into these two categories.
a general downward trend in both Massachusetts and in the other states is reversed in 2014 only in the treatment states. This suggests that the effect of the mandate was to increase insurance predominantly by increasing direct coverage, rather than ESI.

Figure 18: Source of Health Insurance Coverage

Notes: This figure shows mean rates of health insurance coverage by source of coverage in the sample by year, separately for residents of Massachusetts and the rest of the United States, excluding Vermont. The former are in blue squares, the latter in red circles. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. The dashed gray line differentiates between years before the beginning of the Patient Protection and Affordable care Act’s individual health insurance mandate, on the right, and 2014, when the mandate went into effect, on the left. The left-hand panel shows health insurance acquired through an employer or a union of the individual or one of their family members. The right-hand panel shows health insurance acquired directly by an individual or a family member.

Columns 2 and 3 of table 17 show regression estimates of the effect of the individual mandate on these two categories of insurance coverage, using the specification in equation 20. These results accord with the graphical evidence above: column 2 shows a relatively small (and statistically insignificant) increase of 0.37 percentage points in employer coverage due to the mandate. In contrast, column 3 shows a much larger (and highly statistically significant) increase in direct insurance, of nearly 1 percentage point. This pattern is consistent with the individual mandate reducing adverse selection in the individual market, as intended.

However, it is worth noting that such a pattern of a larger treatment effect on direct insurance than on employer insurance is also consistent with other mechanisms, albeit less direct ones. For example, it is possible that the PPACA subsidies for households making less than 400% of the FPL create spillover effects on my sample of individuals in households.

In fact, it seems that there might have been a decline of direct insurance in Massachusetts relative to the trend in 2014. This could be consistent with the penalty Massachusetts residents faced in 2014 declining, on average, as described in section 2.
making more than that cutoff. The subsidies may induce healthier individuals in poorer
households to enter the individual market, lowering insurance costs and premiums for all
individual market consumers, including those who are not themselves eligible for subsidies.
A second alternative interpretation is that the increase in direct insurance above beyond
the increase in employer insurance may be due to the newly established online insurance
exchanges which serve individuals purchasing insurance directly, but not those selecting
group plans.

**Heterogeneity in the Treatment Effect**

While the source of new insurance is consistent with reduced adverse selection, a more
direct test of whether the individual mandate encourages healthier individuals to buy insurance
is to test for a larger treatment effect on healthier individuals relative to sicker ones.
This would also help in distinguishing between the various possible mechanisms behind the
overall increase in coverage. The ACS does not contain information on health status; however, it does include the age of respondents. I use age as a proxy for health, assuming younger
individuals have lower health care costs for insurers to cover.

The simplest approach to testing for heterogeneity in the treatment effect by age is to
allow for a linear interaction of age and treatment. This adds an interaction of age and
$Post_{i,t} \times Treat_{i,s}$ to equation 20 (as well as an interaction of age with $Post_{i,t}$ and $Treat_{i,s}$
separately). The results of this specification can be seen in column 1 of table 18. The estimate
of the interaction of age and treatment is negative (and highly statistically significant) at
-0.00035, implying a larger increase in coverage due to the individual mandate among younger
individuals than older. The results of this specification state that for 26 year-olds, the
youngest group in the sample, the individual mandate is associated with an increase of 1.55
percentage points in coverage. In contrast, the implied increase in coverage for the eldest
<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Age</td>
<td>Below Age 49</td>
<td>Over Age 50</td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>0.0246***</td>
<td>0.01018***</td>
<td>0.00576***</td>
</tr>
<tr>
<td></td>
<td>(0.00259)</td>
<td>(0.00256)</td>
<td>(0.00184)</td>
</tr>
<tr>
<td>Treat<em>Post</em>Age</td>
<td>-0.00035***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.000004)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Other Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>4,838,962</td>
<td>2,536,190</td>
<td>2,302,772</td>
</tr>
<tr>
<td>Clusters</td>
<td>1,247,806</td>
<td>997,352</td>
<td>968,216</td>
</tr>
</tbody>
</table>

Notes: This table presents the results of estimating equation (1) with any insurance as the dependent variable. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. All the regressions include dummy variables for being a resident of a treatment state, and for being observed in 2014, as well as the interaction of those two variables. The coefficient on the latter is the displayed estimate of the treatment effect of the individual mandate on insurance coverage, in the first row. Its associated standard error is in parentheses in the second row. Furthermore, all the regressions include year, age, and state fixed effects; as well as a full set of dummies for gender, race, marital status, education, and employment status, and a sixth order polynomial in individual income. Column 1 includes an interaction of age with the dummy for treatment state, the dummy for year 2014, and a third order interaction with the product of those two variables. The coefficient on this third order interaction is given in the third row, and its standard error is given in parentheses in the fourth row. Columns 2 and 3 are restricted to observations aged 49 or less, and 50 or more, respectively. Standard errors are clustered by household, and observations are weighted by their sampling weights. The final two rows indicate the number of individuals included in each regression and the number of households, respectively. (***), (**), (*) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
individuals in the sample, 64 year-olds, is only 0.2 percentage points.\footnote{Qualitatively similar results are obtained from a quadratic interaction of age and treatment status. Similar results are also obtained using non-parametric approaches. E.g., the results for the above- and below-median age (age 49) subsamples are in column 2 and 3 of table 18, respectively. For the young the individual mandate is estimated to increase coverage by about 1 percentage point; for the old the estimated increase in coverage is only just over half a percentage point. Dividing the sample by age quartiles (not displayed, full results available upon request) shows that the point estimate of the treatment effect is largest in the youngest quartile (those strictly below age 40), at 0.94 percentage points, and decreases in the second and third quartiles (ages 40-49 and 50-55, respectively) with treatment effects of 0.87 and 0.35 percentage points. Finally the estimated treatment effect increases somewhat to 0.50 percentage points for the oldest quartile (ages 56-64).}

Other descriptive dimensions of heterogeneity are noteworthy. The first is by gender: columns 1 and 2 of 19 show the results of estimating 20 separately for women and for men, respectively. The effect of the mandate on women is an increase in coverage of 1 percentage point. For men the point estimate is smaller, an increase of only 0.6 percentage points. This difference is not statistically significant.

A third dimension of heterogeneity is by education. There are numerous ways to parse the data by education; columns 3 and 4 of 19 do so by whether the individual has no college education or any college education, respectively. The effect of the mandate on those with no college education seems descriptively larger than for those with any college education. The former experience an increase of about 1 percentage point in coverage, while the latter increase coverage only by three quarters of one percentage point. This difference is not statistically significant. Only 25% of the sample have no college education, leading to relative imprecision in their estimate. Nevertheless, the same qualitative results hold in other specifications of education, such as by including a linear interaction of years of education and treatment status; i.e., the slope of this interaction is negative but not significant at conventional levels.\footnote{The results are not displayed, but are available upon request.}

Finally, table 20 shows the result of estimating equation 20 with all three dimensions of heterogeneity included. Thus this regression contains three third order interactions of age, gender, and a dummy for any college education, each with the product of Post and Treat,
### Table 19: Other Dimensions of Heterogeneity

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Women</td>
<td>Men</td>
<td>No College</td>
<td>Any College</td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>0.01007***</td>
<td>0.00635***</td>
<td>0.01018*</td>
<td>0.00747***</td>
</tr>
<tr>
<td></td>
<td>(0.00185)</td>
<td>(0.00233)</td>
<td>(0.00567)</td>
<td>(0.00152)</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Other Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>2,433,461</td>
<td>2,405,501</td>
<td>1,049,948</td>
<td>3,789,014</td>
</tr>
<tr>
<td>Clusters</td>
<td>1,171,269</td>
<td>1,164,444</td>
<td>633,288</td>
<td>1,188,050</td>
</tr>
</tbody>
</table>

Notes: This table presents the results of estimating equation (1) with any insurance as the dependent variable. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. All the regressions include dummy variables for being a resident of a treatment state, and for being observed in 2014, as well as the interaction of those two variables. The coefficient on the latter is the displayed estimate of the treatment effect of the individual mandate on insurance coverage, in the first row. Its associated standard error is in parentheses in the second row. Furthermore, all the regressions include year, age, and state fixed effects as well as a full set of dummies for gender, race, marital status, education, and employment status, and a sixth order polynomial in individual income. Columns 1 and 2 are restricted to women and to men, respectively. Columns 3 and 4 are restricted to individuals with no college or with any college education, respectively. Standard errors are clustered by household, and observations are weighted by their sampling weights. The final two rows indicate the number of individuals included in each regression and the number of households, respectively. (***), (**), and (*) indicate significance at the 1%, 5%, and 10% levels, respectively.
as well as the main treatment effect of \( \text{Treat} \ast \text{Post} \). In this regression age is still highly negatively correlated with the magnitude of the effect of the mandate, even when controlling for these other dimensions of heterogeneity.

**Discussion**

There are two main provisions of the PPACA which went into effect simultaneously with the individual mandate which might yet account for the increased coverage estimated by the differences-in-differences estimator: the first is the insurance subsidies which are distributed to households below 400% of the FPL, and the second is establishment of online insurance exchanges. The subsidies could drive the estimated effect by inducing healthy individuals in relatively poor households excluded from the sample to buy insurance, causing a decline in insurance premiums for those in the sample leading them to take up coverage through such a general equilibrium spillover. The availability of insurance exchanges may reduce search costs for insurance, which could induce consumers to take up insurance. Both these mechanisms compete with the individual mandate in explaining the observed coverage increase.

Some of the patterns in the data observed above can help in arguing in favor of the individual mandate being the main driver of the increase in coverage. As detailed below, the interpretation of a spillover effect from the subsidies is less plausible in light of the heterogeneity in the effect by age. Attribution of the entire effect to the online exchanges is hard to reconcile with the effect being much larger for direct insurance than for ESI.

The spillover interpretation would require that insurance premiums for the young be disproportionately reduced by an improvement in the risk pool driven by increased coverage among the (relatively) poor. This is unlikely: the cost to insurers of insuring the young was
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93 For reasons of power, due to there only being one treatment year, the regression does not include the second order interactions of age, gender, and any college with \( \text{Post} \) and with \( \text{Treat} \) separately. Results are qualitatively similar when including these controls, however they lose from their statistical significance. Results are also similar, and highly significant, when including only years 2013 and 2014, in which case there should not be time trends by definition.

94 The spillover interpretation could also be justified by the young being more sensitive to changes in insurance premiums even if the actual change for them is the same, or smaller, than for the elderly. However,
Table 20: Heterogeneity by Age, Gender and College Education

<table>
<thead>
<tr>
<th></th>
<th>Any Insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Effect</td>
<td>0.03358***</td>
</tr>
<tr>
<td>(0.00313)</td>
<td></td>
</tr>
<tr>
<td>Treat*Age</td>
<td>-0.00037***</td>
</tr>
<tr>
<td>(0.00004)</td>
<td></td>
</tr>
<tr>
<td>Treat*Woman</td>
<td>-0.00385***</td>
</tr>
<tr>
<td>(0.00063)</td>
<td></td>
</tr>
<tr>
<td>Treat*College</td>
<td>-0.00739***</td>
</tr>
<tr>
<td>(0.00131)</td>
<td></td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Yes</td>
</tr>
<tr>
<td>Age Fixed Effects</td>
<td>Yes</td>
</tr>
<tr>
<td>State Fixed Effects</td>
<td>Yes</td>
</tr>
<tr>
<td>Other Controls</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>4,838,962</td>
</tr>
<tr>
<td>Clusters</td>
<td>1,247,806</td>
</tr>
</tbody>
</table>

Notes: This table presents the results of estimating equation (1) with any insurance as the dependent variable. The sample is individuals aged 26-64, in the years 2008 until 2014, who belong to families earning more than 400% of the Federal Poverty Line in the year they were sampled. Included are dummy variables for being a resident of a treatment state, and for being observed in 2014, as well as the interaction of those two variables. The coefficient on the latter is the displayed estimate of the treatment effect of the individual mandate on insurance coverage, in the first row. Further included are the third-order interactions of treatment state, year 2014 and age, gender, and a dummy for any college education. The coefficients on these three interactions are in rows 3, 5, and 7, respectively. Standard errors for each coefficient are in parentheses below the coefficient. The regression also includes year, age, and state fixed effects as well as a full set of dummies for gender, race, marital status, education, and employment status, and a sixth order polynomial in individual income. Standard errors are clustered by household, and observations are weighted by their sampling weights. The final two rows indicate the number of individuals included and the number of households, respectively. (***), (**), (*) indicates significance at the 1% level; 5% level; 10% level.
already relatively low before the PPACA. Furthermore, age is observable to insurers so it is to be expected that the price of insurance for the young would have been low before 2014, and would weakly increase in 2014 once price discrimination on age and previous health status was limited. As a result, while reduced selection in the individual market could be expected to lower premiums for the elderly, the effect on the premiums of the young is ambiguous at best.

The heterogeneity in the estimate by age is therefore incongruent with the spillover interpretation in two ways: first, the spillover mechanism would imply that the level of the effect on the young should be relatively small, whereas in fact it seems to be relatively large, with the largest effects observed among the youngest individuals. Second, it would imply that the gradient of the effect by age should be positive, while it is in fact negative. It is therefore unlikely that the strong differences-in-differences estimate for the young could be a result of decreased adverse selection as a spillover effect from subsidized households. Rather, the strong impact on the young relative to the elderly is likely the direct result of the individual mandate, which itself reduces selection by age even within the set of individuals who are ineligible for the subsidies.

The other element of the PPACA which went into effect in 2014 and might be responsible for the change in coverage is the establishment of online insurance exchanges in the treatment states. Alongside the individual exchanges which were established in 2014, the PPACA also established health insurance exchanges for small businesses which were activated in 2014. Large employers almost all offered health benefits before the PPACA as well as in 2014.95 Thus if an increase in employer sponsored insurance were to occur due to establishment of

---

95 In 2014 98% of firms with more than 200 employees offered health insurance to at least some workers, a rate not substantially different from prior years (this share has remained above 97% since 1999, Kaiser Family Foundation, 2014).
exchanges, it would be expected to take place among small employers in any case.\footnote{Among employers with less than 200 employees the rate of offering health benefits to some employees was only 54\% in 2014; this was actually a decline from the level in 2013, of 57\% (Kaiser Family Foundation, 2014).}

Both individuals and small employers gained access to online exchanges in 2014. The fact that the effect on directly purchased insurance is substantially larger than on employer sponsored insurance is suggestive that it is not merely the establishment of such exchanges which drives the entire increase in coverage, although it may account for some of the effect. If the entire effect were driven by availability of exchanges, there should have been similar coverage increases in ESI and in individual plans, whereas in fact there was a much larger effect on individual plans.

In sum, this section documents statistically and economically significant increases in coverage caused by the PPACA’s individual mandate. Furthermore, it provides suggestive evidence that this increase in coverage ameliorates adverse selection in the individual insurance market: the effect on directly purchased insurance is much larger than on employer sponsored coverage; and the increased coverage is concentrated among younger individuals. In addition, it seems most in line with the evidence that the effect estimated by the differences-in-differences estimator is, in fact, due to the individual mandate itself rather than spillover effects of subsidies going to individuals outside the sample, or due to the mere establishment of online insurance exchanges.

5 Conclusions

The mandate in the PPACA that individuals purchase health insurance on the private market is an almost unprecedented policy. The only similar preexisting policy was a mandate that individuals have insurance in the state of Massachusetts. This paper uses Massachusetts as a control for the rest of the US around the time of the implementation of the PPACA’s individual mandate to estimate the effect of such a policy on health insurance coverage. This is done in a differences-in-differences design, where the treatment group, residents of states
other than Massachusetts, are treated in 2014 relative to a reference period of the years 2008-2013.

I focus on individuals who, by virtue of their relatively high household income, are ineligible for the insurance subsidies and the expansion of Medicaid the PPACA introduced simultaneously with the individual mandate. This leaves the individual mandate as the only large health care policy change in 2014 for the resulting sample, making attribution of reduced form differences-in-differences estimates to the mandate more straightforward. The Massachusetts control group then allows me to account for any other change which was not explicitly tied to the PPACA between 2014 and the previous years. Graphical evidence of parallel trends in insurance coverage between the control and treatment groups is consistent with Massachusetts residents being a good control group in this setting.

The estimates point to the individual mandate causing an increase of 0.85 percentage points in health insurance coverage, or a 17% decline in the uninsured rate. Furthermore, when estimating the effect separately for ESI and for directly purchased insurance, the latter is much more responsive to the mandate. This is consistent with the mandate reducing adverse selection in the individual market, as it was intended to do by policymakers. Similarly, heterogeneity in the treatment effect by age shows substantially greater impact of the mandate among younger individuals, also consistent with the mandate’s effectiveness in reducing selection in insurance coverage.

One threat to the interpretation of the reduced form estimate as being a result of the mandate rather than other elements of the PPACA is the possibility that the PPACA subsidies induce individuals who are healthy and eligible for them (i.e., below 400% of the FPL) to enter the market, improving the risk pool for those over 400% of the FPL and driving down their premiums. However, the young being the “low-risk” group in the population a priori yet nevertheless displaying the largest increase in coverage in 2014 is not consistent with this spillover mechanism being the main driver of the results. The heterogeneity in the treatment effect is therefore also consistent with the interpretation that the individual
mandate itself, rather than some general equilibrium effect due to the overall change in the composition of consumers of individual insurance, is behind the estimated results.

The other main threat to the mandate interpretation is that the estimated increase in coverage in the treatment states relative to Massachusetts in 2014 was due to establishment of online insurance exchanges. The fact that small employer exchanges were also introduced in 2014 but that there was only a very small increase in ESI is not consistent with the individual exchanges contributing very much to the increase in coverage; they may, however, have contributed some of the effect and further work should be done to isolate these two potential mechanisms.

The data required to estimate the early effects of the individual mandate is new. However, the mandate itself is still evolving; in 2015 the size of the penalty increased from 1% of income to 2%, and in 2016 it will increase again to 2.5% of income. Each of these changes promises new variation to reestimate the effect of the mandate on insurance coverage, with new advantages and disadvantages to each such quasi-experiment. The 2015 increase in the penalty will not coincide with introduction of subsidies or online exchanges; however it will have to be separated from the effects of new employer mandates for large employers (over 100 employees). The 2016 increase will occur together with an employer mandate for smaller employers (50-99 employees). Consideration of all these sources of variation in the aggregate promises to help address some of the questions left open in the current analysis.

The PPACA is a complex policy change with many moving parts. Its use of an individual mandate to purchase insurance was novel, and such mandates may be considered in other contexts. In addition, the mandate is one of the least popular elements of the PPACA, and numerous proposals have been made to change or eliminate it. Due to these two considerations it is important to know how important the mandate was in achieving the goals of the PPACA, an increase in insurance coverage being chief among them, and thus how effective such a mandate might be as a component of other policies. This paper answers those questions, concluding that the mandate accounts for roughly 20% of the decline in the
uninsurance rate due to the main components of the PPACA. This underscores the importance of the individual mandate in the PPACA, and the potential for similar policies in the future.
A Data Appendix

Defining Treatment and Control Groups Based on Employer-Sponsored Retiree Health Insurance

The RAND version of the HRS data contains information regarding whether or not individuals are offered retiree health insurance from their employer. Questions on whether a respondent has retiree health insurance of any sort (limited to age 65 or not) are asked from wave 3 and onward (1996 and later). For waves 5 and onward (interviews conducted in 2000 and later), this is taken from a question asking individuals under age 65 whether they have employer-sponsored plans that offer retiree health insurance (their own or their spouse’s). If they reply that they do, a follow-up question asks if this coverage would extend past age 65.

The main variable I use to determine coverage is based on these questions from wave 5 and later, and provides a summary of the information regarding all employer-sponsored plans the individual reports (up to three different plans). These questions are asked only of individuals who have employer sponsored insurance while working and are under age 65. The possible values this variable takes are: “not covered in retirement”; “covered [in retirement] just to age 65”; “covered [in retirement] to age 65, don’t know over”; “covered [in retirement] to and over age 65”; and a number of possible missing values: “age is 65 or older”; “don’t know”; “source missing, question”; “missing”; “no respondent employer provided insurance”; “refused to answer”; “question not asked”; and “spouse is non response”.

To be included in the sample for the main analysis an individual must be either in the treatment group (covered in retirement only until age 65) or in the control group (covered in retirement to and over age 65). If the individual cannot be definitively allocated into one of these groups she will not be included in the sample (e.g., if she gave an answer of “covered to age 65, don’t know over”, but see strategies below for inferring insurance status in the
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97See below for construction of the sample for the robustness check using an alternative control group in section 6.2.
absence of clear answers).

The questions about retiree coverage are only asked of respondents below age 65. In order to allocate observations with age above 65 to the treatment and control groups I employ two complementary strategies: 1) use of lagged values of the same individual from before age 65 to ascertain what manner of retiree coverage, if any, she would have after age 65; 2) infer from current employment and insurance statuses (after age 65) what manner of retiree coverage, if any, she has after age 65. I will now detail for each of these approaches what information is required and what assumptions are made.

1) Use of Lagged Values from before Age 65

This approach is relatively straightforward. If a respondent is interviewed both under and over age 65 at different survey waves then from answers given regarding retiree health insurance offered by employers when asked at waves when she was younger than 65, it can be inferred what retiree insurance she will have when over 65. For example, a respondent replying at age 64 that she will be covered by her employer plan in retirement only until age 65 will be allocated to the treatment group (of individuals with retiree insurance only until age 65) in all waves, including later waves when she is not asked this question because she is 66 or older.

The assumption made in this approach is that employers cannot change the terms of their retiree insurance plans for employees or retirees already covered by those plans, when they are over 65 years of age. This assumption is not completely innocuous: for example, employers who face financial distress such as bankruptcy may change the terms of their retiree health plans. It is assumed that such cases are relatively rare.

Misallocation of observations to the treatment and control groups due to this assumption should generally operate in the direction of allocation of a treated individual to the control group: an individual was promised retiree coverage for life but at some point the employer decided not to honor that promise and the individual becomes de facto only covered until age 65 (if the abrogation of the promise occurs before age 65 then respondents’ answers
to the HRS question regarding retiree health coverage should reflect this and no error in allocation would be made). In this case the identification concerns raised by violations of this assumption pertain to the hypothesis that the control group is, in fact, untreated. To the extent that no significant effect on the control group was found, this should not be of grave concern. Moreover, if any bias is implied by this regarding the effect of Medicare Part D eligibility on the treated group it is to bias that effect towards 0.

This concern is further allayed by use of the alternative control group in section 6.2. The finding of a significant effect on the treated group relative to this alternative control and the null effect of Medicare Part D eligibility on individuals with no employer sponsored insurance whatsoever provides further evidence of the mechanism of retirement lock irrespective of the assumption made here.

2) Inference of Experimental Group from post Age 65 Employment and Insurance Statuses

This approach is a little more complex, though the idea is simple: consider individuals who reported that they have retiree insurance but do not know if it is limited to age 65 or not, or who have missing values for the question on retiree insurance for any reason. If over time they retire it can be inferred whether or not their retiree coverage extends past age 65 by observing whether they are covered by an employer plan when they retire and are over age 65.

This is especially useful for individuals who were 61-64 in 1996 or 63-64 in 1998: such individuals were asked if they had retiree insurance but were not asked if it was limited to age 65 or not. In future waves with more detailed questions they were not probed further because they were already over age 65, and thus not asked questions regarding retiree insurance. There were 684 such individuals in 1996, and 295 such individuals in 1998.

The main difficulty in putting this approach into practice is that it will not reveal the retiree insurance status of respondents over age 65 who still work. This difficulty can be partially circumvented by observing the same individual over time until she is retired. If
her employer plan continues to cover her in retirement then it can be inferred that she was covered by a plan that would cover her in retirement even when she was employed. As she is over 65, this places her unambiguously in the control group of individuals with retiree health insurance past age 65.

If, however, the respondent is observed retired and over age 65 without insurance, then it is not immediately clear if she would have had retiree insurance only until age 65 (and thus belong in the treatment group) or whether she had no retiree insurance at all (and thus should not be included in the sample). To deal with this ambiguity we must refer again to lagged responses of the same individual from before age 65. If at those ages the individual at some point replied she had retiree health insurance then she can be included in the treatment group. Otherwise she is assumed not to have had retiree insurance at all, and thus is excluded from the sample.

Concretely, the approach I take is to consider for each respondent the first period after age 65 in which she is retired and check whether or not she has retiree insurance at that point. If she does, I assign her to the control group in all previous periods as well. If she does not I check whether before age 65 she claimed she would have some form of retiree insurance should she retire. If she did she is assigned to the treatment group in all periods. If she did not she is excluded from the sample.

This approach substantially increases the size of the sample, salvaging many observations with missing values or unknown age limits for retiree insurance. For example, in the baseline specification it increases the number of individuals observed from 4,934 using just strategy (1) to 6,515 using both (see table 3 and table 21). However, it implies some selection of workers out of the sample. Specifically, individuals who continue working throughout the period they are observed in the HRS cannot reveal their retiree insurance status in this way.

It is not clear that this selection should be different across the treatment and control groups and its overall magnitude is small as the vast majority of individuals do, in fact, retire by the later ages considered (I check for retirement among individuals as old as 75-76
Table 21: Main Results Using only Pre-Age 65 Values to Determine Experimental Group

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
<th>Full-Time Work</th>
<th>Part-Time Work</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Post65<em>Post2006</em>Treated</td>
<td>-0.0482</td>
<td>-0.0893**</td>
</tr>
<tr>
<td></td>
<td>(0.0428)</td>
<td>(0.0413)</td>
</tr>
<tr>
<td>Post65*Post2006</td>
<td>-0.0805**</td>
<td>-0.0491*</td>
</tr>
<tr>
<td></td>
<td>(0.0351)</td>
<td>(0.0252)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age and Year Dummies * Treated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>N</td>
<td>4,956</td>
<td>11,920</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>2,782</td>
<td>4,906</td>
</tr>
</tbody>
</table>

Notes: This table presents the effects of Medicare Part D eligibility on the main outcomes of full-time and part-time work when the sample includes only individuals who can unambiguously be assigned to treatment and control groups based on answers they gave. No inference of retiree insurance status is made from observed insurance status after age 65. The dependent variable of the first three columns is full-time work, and for the latter three columns part-time work. Columns (1) and (4) show the differences-in-differences estimates of the effect of Medicare Part D eligibility on the treatment group with no control group. The sample for these columns is restricted to the treatment group: individuals with employer-sponsored retiree health insurance only until age 65. Columns (2) and (5) show the same in a triple-differences design with a control group of individuals who have retiree health insurance past age 65, with no individual fixed effects. Columns (3) and (6) show the same including individual fixed effects, the baseline specification. The controls included in each specification are indicated in the table. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5; body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Columns (2) and (5) include additional demographic controls: gender, a full set of dummies for years of education, veteran status, and dummies for race (white, African American or other) and religion (Protestant, Catholic, Jewish, None or other). Robust standard errors clustered at the level of the individual are in parentheses. (***) indicates significance at the 1% level; (**) indicates significance at the 5% level; (*) indicates significance at the 10% level.
in 2010, covering to these ages even the youngest individuals in 1996-1998 who would not be asked about their post-65 retiree insurance status). Nevertheless, in order to be sure that this selection is not biasing the results to any great extent, Appendix B replicates the main results of the paper using a sample where treatment and control groups are constructed only based on strategy (1). This leads to a smaller sample and thus larger standard errors but the qualitative results remain quite robust.

A constraint that the HRS survey, even coupled with these two procedures, places on the sample is that in the early years of the sample (2000 and 2002) individuals of particularly advanced ages cannot have their retiree insurance status identified if they do not actually have retiree insurance after age 65: for example, an individual aged 69 in 2000 would not have been asked regarding retiree health insurance in wave 5 (2000) or waves 3 and 4 (1996-1998) because she would have been over age 65 in all those survey waves, and retiree health insurance was not inquired about in previous waves. If she is retired and insured by an employer past age 65 she can be placed in the control group- but if she is uninsured it is impossible to tell whether it is because her insurance was limited to age 65 or because she had no retiree insurance at all. It is for this reason that the sample for the entire analysis is based on ages 55-68: respondents over 68 who should properly belong in the treatment group would be unrepresented in most of the pre-Medicare Part D period.

Definition of Alternative Control Group for Section 6.2 and Descriptive Statistics

Section 6.2 examines the robustness of the central results to use of a different control group. The treatment group in all analyses is the same (individuals with retiree insurance from their employer only until age 65); however while the main analysis is done with a control group of individuals who have retiree health insurance from their employers past age 65, section 6.2 uses a control group of individuals who have no employer-sponsored insurance whatsoever. Construction of this latter group is straightforward: it includes only individuals
who have no employer-sponsored insurance. This includes insurance from a current or previous employer or union, of one's own or of one's spouse. All respondents are asked this question and there are few missing values (an average of 210 missing values out of about 20,000 observations each wave).

Table 1 provides a comparison of descriptive statistics for the three experimental groups: the treatment group (individuals with retiree insurance only until age 65), the main control group (individuals with retiree insurance past age 65), and the alternative control group (individuals with no employer-sponsored insurance).

In general the demographic characteristics of the treatment group and the main control group are quite similar, although the control group is slightly wealthier and more educated on average. While the two groups differ substantially in levels with respect to full-time work rates, the identification strategy I employ requires parallel trends between these two groups, rather than identical levels in their outcomes. The assumption of parallel trends in the absence of the treatment can be assessed visually in the pre-2006, pre-age 65 trends of the treatment and main control group, as depicted in figures 7 and 8.

The alternative control group is much less similar to the treatment group in both demographic characteristics and in levels of the outcome variables than the main control group is. As is to be expected, the alternative control group is less educated, less wealthy, has lower income and has a much higher share of women than the treatment group. They are also less likely to have prescription drug insurance coverage, and more likely to have public prescription drug insurance coverage before introduction of Medicare Part D. Furthermore, their rate of full-time work is lower pre-treatment, as are their average annual labor earnings. However, here too, the identifying assumption is one of parallel trends in the absence of treatment rather than identical levels. This assumption can be assessed by examining the pre-trends in figure 11. The very different baseline characteristics of the alternative control group and the treatment group are a motivating factor in the choice of individuals with retiree health insurance past age 65 as the main control group for the analysis, rather than
individuals with no employer-sponsored insurance at all.

B Main Results with Experimental Groups Defined only by Lagged Values from before Age 65

As discussed in Appendix A, construction of the sample requires knowledge of the employer-sponsored insurance status of respondents after retirement. If they are insured in retirement but only until age 65 they are in the treatment group; if they are insured in retirement past age 65 they are in the control group; if they are neither then they are not included in the sample (except for the sample in section 6.2, see the main text and Appendix A for details).

While the HRS contains all the necessary information for construction of these groups for individuals below age 65, at age 65 and over questions regarding retiree health insurance are not asked. It is therefore necessary to infer retiree insurance status for observations aged 65 or over. This is done by two strategies detailed in Appendix A. The first uses answers given by individuals interviewed when they were younger than 65 to infer their retiree insurance status after age 65. The second fills in the gaps due to missing or ambiguous answers by inferring from the observed retiree insurance status after age 65 for a given individual what that individual’s employer offered retirees.

This second method admits into the sample individuals who are observed retired and over age 65 at some point during the sample period. For them it is possible to see if they are insured in retirement past age 65, and thus infer that when they were not retired they were plausibly nevertheless offered retiree coverage past age 65 should they retire. However, this method cannot admit into the sample individuals who are never observed retired, and thus selects out of the sample by construction some individuals who keep working throughout the sample period. The implications of this selection are discussed in Appendix A. This appendix aims to demonstrate robustness of the main results to using a sample constructed using only the first method, which does not involve any possible selection on work status.
Table 21 replicates the main results of the paper using this smaller but less potentially selected sample. The table shows the effect of Medicare Part D eligibility on rates of full-time and part-time work. The estimation method is the same as that used in Section 5: differences-in-differences, comparing mean outcomes for individuals just over age 65 to those just under age 65 after 2006, and subtracting from that the same difference between those just over and just under age 65 before 2006. This comparison (including the controls in the baseline equation) is displayed in columns (1) and (4) for full-time work and part-time work, respectively, with the sample restricted to those whose retirement lock was relaxed by Part D’s introduction—individuals with retiree health insurance from their employers only until age 65. Columns (2), (3), (5), and (6) estimate the effect of Part D eligibility using triple differences, with the same treated group as above, but now also differencing out the differences-in-differences for a control group of individuals who have employer-sponsored retiree health insurance unlimited by age. Columns (2) and (5) do this without individual fixed effects (instead including richer demographic controls). Columns (3) and (6) do this using the baseline specification.

The results in table 21 are remarkably similar to those in tables 2, and 3. In all specifications, with both samples, the rate of full-time work declines for the treated group by around 8 percentage points (except column (2) where the estimated effect is 5 percentage points). The effect on part-time work is also of similar magnitude using this smaller sample. For the main analysis the estimated effect was an increase of around 6 percentage points, while with this smaller sample it is between 9 and 12 percentage points. Furthermore, in all specifications in both samples the control group has no significant effect, as expected (except for a marginally significant effect in column (2)). The main difference between the results in the main analysis and here are the standard errors. Unsurprisingly, the standard errors in table 21 are somewhat larger. This is due to the smaller sample used here.
C Estimation of Elasticity of Insurance Demand

In this appendix I estimate the response of insurance coverage to introduction of Medicare Part D for use in the calibration of Part D’s costs in Section 7. Estimation is based on the basic differences-in-differences design described in Section 4. The dependent variable is a dummy for prescription drug insurance coverage. Results are in table 22.

The prescription drug insurance coverage rate increases by 13 percentage points upon Part D eligibility for the treatment group. The baseline insurance coverage rate for this group is 0.887. Thus the elasticity of coverage is $0.13 / 0.887 = 0.15$. This is a proxy for the parameter required in 15, assuming that everyone who buys insurance buys the average quantity of insurance.

D Extensive Policy Change Model

The policy change considered in Section 2 is a marginal increase in subsidy for prescription drug insurance for retirees. However, the introduction of Medicare Part D was not an incremental increase in a subsidy but large change in such a subsidy, from no subsidy at all to around $1,800 worth of subsidy per capita a year. In addition, Part D is more than just a subsidy; for example, it involved the creation of online “markets” to compare and select different plans. Individuals may value these miscellaneous changes apart from their valuation of dollars of subsidy.

The model in Section 2 also assumes some structure on preexisting insurance markets, and how individuals interact with them. This provides intuition regarding what might drive a valuation of the Part D subsidy above and beyond valuation of simple income. However, the fact of such excess valuation is not dependent on the specifics of the modeling assumptions made, but rather can be inferred from the estimation of labor responses to Part D irrespective of such assumptions. In this appendix I present a simple variation of the model in Section 2 which allows for a discrete policy change, which is not necessarily denoted in dollars. Furthermore, I will impose no structure here on the insurance markets.
Table 22: Estimation of Demand for Insurance Elasticity with Respect to Medicare Part D

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Full-Time Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post65*Post2006</td>
<td>0.13***</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
</tr>
<tr>
<td>Age and Year Dummies</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographic and Health Controls</td>
<td>Yes</td>
</tr>
<tr>
<td>Individual Fixed Effects</td>
<td>Yes</td>
</tr>
<tr>
<td>N</td>
<td>6,557</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>3,628</td>
</tr>
</tbody>
</table>

Notes: This table presents the effects of Medicare Part D eligibility on prescription drug insurance coverage. The sample is restricted to the treatment group: individuals with employer-sponsored retiree health insurance only until age 65. The controls included are indicated in the table. Demographic controls include a dummy for being single, a set of dummies for each of the census divisions and a fifth-order polynomial in non-housing household wealth. Health controls include a set of dummies for self-reported health on a scale of 1-5 body-mass index; and a set of dummies for having any of the following physician-diagnosed conditions: cancer, lung disease, heart disease, stroke, arthritis or psychiatric conditions. Robust standard errors clustered at the level of the individual are in parentheses. (***): indicates significance at the 1% level; (**): indicates significance at the 5% level; (*): indicates significance at the 10% level.
mechanisms underlying individuals’ valuations of the subsidy.

This analysis is based on finding the equivalent variation of the Part D policy change, with the only difference from the typical equivalent variation analysis being that it is primarily measured in labor supply responses, which are then put into dollar terms. Such an approach is closely related to that described in Hendren [2013a].

Setup

Individuals have preferences over two goods, consumption, \( c \), and some policy, \( s \in \{0, 1\} \), as well as a disutility from labor, \( v_i \).

\[
U_i = u_i(c(l_i), s(l_i)) - v_i * l_i
\]  
(21)

Labor is once again modeled as an extensive margin decision, where \( l_i = 1 \) if individual \( i \) works full-time, and \( l_i = 0 \) if not. Consumption is assumed to be equal to income in this static model and so is larger when working full-time than when not, \( c(1) \equiv c_1 > c_0 \equiv c(0) \). Labor disutility is distributed according to a cumulative distribution function \( G(v) \), with a probability density function of \( g(v) \).

Furthermore, the policy is dependent on labor supply. Before the policy change \( s(l_i) = 0 \) for all \( i \), and for any \( l \). After the policy change retirees enjoy the policy while full-time workers do not: \( s(1) = 0, s(0) = 1 \).

Optimal Labor Choice

Before the policy change individual \( i \) works full-time if and only if:

\[
u_i(c_1, 0) - u_i(c_0, 0) \equiv \bar{v}_0 > v_i
\]

In other words, \( i \) works full-time only if the utility from the added consumption of full-time work minus her labor disutility is larger than the utility of consumption from less than full-time work. This defines a labor disutility cutoff below which individuals work full-time and above which they do not.

Similarly, after policy change individual \( i \) works full-time if and only if:
Here, too, there is a labor disutility cutoff below which individuals work full-time and above which they do not. This cutoff is now lower because the utility in the non-working state is higher due to the policy.

Analysis of the Policy Change

Define the change in utility when not working full-time due to \( s \) as:

\[
v_0 - v_1 = u_i(c_0, 1) - u_i(c_0, 0) \equiv \Delta u \tag{22}\]

This change in utility is precisely equal to the change in the labor disutility cutoff. Therefore the policy change will lead to a decline in labor supply associated with a decline in the cutoff labor disutility of full-time work. The change in labor supply associated with \( s \) is therefore:

\[
\Delta G(v) \equiv G(v_0) - G(v_1) = \int_{v_0 - \Delta u}^{v_0} G(v)dv \tag{23}\]

Equivalent Variation Calculation

Consider a different policy change, which increases retirement consumption, \( c_0 \), to \( \tilde{c}_0 = c_0 + \Delta c \):

As before, prior to the policy change individual \( i \) works full-time if and only if:

\[
u_i(c_1, 0) - u_i(c_0, 0) \equiv \bar{v}_0 > v_i
\]

After the policy change individual \( i \) works full-time if and only if:

\[
u_i(c_1, 0) - u_i(\tilde{c}_0, 0) \equiv \tilde{v} > v_i
\]

Where \( \tilde{v} \) is the labor disutility cutoff when retirement consumption has been increased by \( \Delta c \). As before, \( \tilde{v} < \bar{v}_0 \), this time due to the added utility of additional consumption in retirement.

Define the change in utility when not working full-time due to \( \Delta c \) as:
\[ v_0 - \tilde{v} = u_i(c_0, 0) - u_i(c_0, 0) \equiv \Delta u \] (24)

As above, this decline in the labor disutility cutoff leads to a decline in the share of the population working full-time:

\[ \Delta \tilde{G}(v) \equiv G(v_0) - G(\tilde{v}) = \int_{v_0 - \Delta u}^{v_0} G(v) dv \] (25)

Lemma.

If \( \Delta c \) is such that \( \Delta u = \Delta u \) then: 1) Individuals value \( \Delta c \) precisely as much as they value the policy \( s \); 2) \( \Delta u = \Delta u \) if and only if \( \Delta \tilde{G}(v) = \Delta G(v) \).

Proof.

(1) follows immediately from the definitions in equation (22) and equation (24). (2) follows immediately from the definitions of equation (23) and equation (25).

This lemma shows that if we choose \( \Delta c \) such that \( \Delta \tilde{G}(v) = \Delta G(v) \) then we will have found the equivalent variation of \( s \) such that individuals value \( s \) as much as they value \( \Delta c \).

Calibration

Section 5 estimated precisely that \( \Delta G(v) = 0.0836 \). As described in Section 7, Gelber et al. [2015] found that $10,000 increase in Social Security leads to a decline in participation of 0.011 among 64-66 year-olds. Thus the equivalent variation of Medicare Part D is $76,000; i.e., Part D is valued as another $76,000 of lifetime discounted (annually at 3%) social security wealth.

A further assumption regarding the nature of Part D can get us to the same willingness to pay calculation in Section 7.2. If we assume the sum of the policy change implicit in Medicare Part D is the additional subsidy to prescription drug insurance, the same calibration used in Section 7 can get us that the monetary value of Part D is $25,000. Therefore willingness to pay for one dollar of the subsidy can be calibrated as \( \frac{76,000}{25,000} \approx 3 \), as in Section 7.2.
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