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Homology and Heterology Effects in Drosophila:  

Cohesin and Condensin as Chromosome Choreographers 

 

 

Abstract 

The organization of interphase nuclei has numerous consequences for gene expression and genome stability 

in eukaryotes. Here, we present studies of chromosome organization in Drosophila melanogaster over the course of 

the cell cycle. We report surprising observations suggesting that cohesin, a protein complex essential in mitosis for 

holding together the products of DNA replication known as sister chromatids, may not be required to keep sister 

chromatids in close proximity during interphase. These observations raise questions regarding the nature of cohesin-

independent connections between chromatids, why the cell might have such connections in addition to those 

mediated by cohesin proteins, and how cohesin-independent mechanisms might contribute to other inter-

chromosomal associations and nuclear organization throughout the cell cycle. A well-known feature of nuclear 

organization in Drosophila is the somatic pairing of maternal and paternal homologous chromosomes; we find that 

certain factors contributing to the pairing of homologs, specifically, condensin II and its regulators, also contribute 

to the organization of sister chromatids, findings which have interesting implications for the nature of pairing. 

Finally, we examine another type of inter-chromosomal interaction occurring in Drosophila nuclei, which is the 

nonhomologous clustering of centromeres, and identify candidate genes that regulate this organization. Overall, this 

work expands current knowledge on both homologous and heterologous inter-chromosomal interactions, and 

highlights the relationship between chromosome organization in interphase and in mitosis.  
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Glossary of Terms 

 

Chr: Frequently used as an abbreviation for “chromosome” 

IF: Immunofluorescence 

FISH: Fluorescent in situ hybridization 

Sisters: Sister chromatids, the products of DNA replication 

Homologs: Maternal and paternal copies of chromosomes present in diploid cells 

Pairing: Interactions between homologous chromosomes 

Cohesion: The interaction by which sister chromatids are kept together until mitosis 

Clustering: Interactions between heterologous chromosomes  
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Overview 

 

The organization of eukaryotic genomes into chromosomes, and the changes chromosomes undergo over 

the life of a cell, have long fascinated scientists. In fact, it was observations about chromosome organization, their 

numbers, and their behavior during cell divisions that led Theodor Boveri and Walter Sutton to recognize beginning 

in 1902 that chromosomes were the units of heredity that Mendel had previously proposed [1–3]. Indeed, it is hard 

not to appreciate the organization of chromosomes during cell division, when compact chromosomes are segregated 

in a carefully orchestrated and rapidly executed cell cycle event. During mitotic divisions, segregation occurs 

between the replication products of each chromosome, known as sister chromatids, resulting in daughter cells with 

equal numbers of chromosomes as compared to the parent. During the meiotic divisions that form germ cells, it is 

pairs of homologous chromosomes that first associate and then segregate, ultimately forming daughter cells with 

half the number of chromosomes present in the parent. Yet, apart from stages of rapid growth such as in embryos, 

such divisions and the compaction associated with them are a small part of a chromosome’s life. During much of the 

cell cycle, known as interphase, chromosomes exist in relatively decompacted forms, allowing the information on 

them to be used in different ways. 

 

Perhaps even more amazingly, these decondensed forms are themselves organized in the structure that is 

the interphase nucleus. While the existence of specific territories for interphase chromosomes was suggested as early 

as 1885 by Carl Rabl and in the early 1900s by Boveri and others, it was in the late twentieth century that evidence 

started to mount against the idea that interphase nuclei were unorganized “bowls of spaghetti” [reviewed by 4]. 

Studies by Thomas Cremer’s group starting in the 1970s showed that when nuclei were exposed to laser-UV-

microirradiation, the resulting DNA damage occurred only on a small subset of chromosomes, supporting the 

hypothesis that chromosomes exist in distinct territories in interphase rather than being completely intermingled [5–

8]. Subsequently, techniques were developed for in situ hybridization of chromatin and for the creation of 

chromosome-specific and region-specific probes, allowing further examination of chromosome territories. Recent 

years have seen a burst in the availability of higher resolution techniques for understanding genome organization, 

based both on visualization and other methods, and each day, our understanding of the interphase nucleus becomes 

more nuanced. 
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While we have learned much about interphase nuclear organization and its functional consequences, we 

still understand relatively little about the underlying mechanisms responsible, and this is the motivation for the work 

presented here. Our laboratory aims to identify genes and processes important for interphase nuclear organization 

and in doing so, we identify connections between the organization of chromosomes in interphase and in mitosis. In 

this introduction, I begin with a summary of the major techniques that have been used to study genome organization, 

to provide context for the results described. Next, I briefly discuss mitotic chromosomes and the proteins involved in 

their organization, particularly cohesin and condensin proteins. I then review the organization of interphase 

chromosomes, discussing different levels of nuclear organization, examples of the functional relevance of this 

organization, and known regulators of these processes, including interphase roles for cohesin and condensin. To 

conclude, I describe key questions in the field which motivated the work presented in this dissertation, and explain 

my choice of technique and model system: visual examination of chromosome organization in the cells of the fruit 

fly, Drosophila melanogaster.  

 

Techniques for Studying Nuclear Organization 

 

The methods used to study nuclear organization can be divided into two main categories, visual and 

molecular [reviewed by 9]. Early visual examination of the nucleus used light microscopy to identify structures such 

as the nucleolus [10], and cytological techniques that differentially stain different kinds of chromatin, which allowed 

the identification of chromosome banding patterns and initial investigations of chromosome organization in the 

interphase nucleus [for example, 11]. Modern-day techniques allow us to probe the interphase nucleus in a more 

detailed way using in situ hybridization (ISH), wherein nucleic acid probes marked with some sort of label are 

allowed to hybridize to the complementary sequences in the genome, allowing the visualization of those regions 

[reviewed by 12].  

 

Early ISH experiments used probes prepared from subsets of genomic DNA or RNA and carrying a 

radioactive label [13–15]. A major advance was in the use of fluorescently labelled antibodies to identify the sites of 

probe binding, which was the beginning of fluorescent in situ hybridization or FISH [16]. Today, rather than 

labelling with antibodies, FISH probes can be directly conjugated with fluorescent molecules [17], and instead of 
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preparing FISH probes from genomic DNA clones, oligonucleotide probes can be designed to precisely target 

virtually any sequence, whether a 10 kilobase region or an entire chromosome, and synthesized in vitro [18–21]. 

FISH can be targeted to specific DNA loci, or to RNA to visualize transcription, and the position of these sequences 

can be examined relative to other nuclear substructures identified by DAPI staining of DNA or immunofluorescent 

labelling of proteins.  

 

The other major class of technique used to examine nuclear organization involves molecular 

characterization of DNA sequences based on their physical proximity to nuclear features or to other DNA 

sequences. For example, a technique known as DamID fuses DNA adenine methytransferase (Dam) from E. coli to 

nuclear proteins, resulting in the methylation of DNA sequences nearby, which can then be mapped using 

sequencing or other methods [22–25]. Other molecular methods to assay nuclear organization include chromosome 

conformation capture (3C) [26], and its many variants, including 4C, 5C and Hi-C technologies [reviewed by 

9,27,28]. These techniques start with cross-linking of DNA by formaldehyde fixation, followed by restriction 

enzyme digestion, ligation of cross-linked sequences, and identification of the ligated sequences by PCR, 

microarray, or high-throughput sequencing [9,27]. Cross-linking frequency between different sequences is used as 

an assay of physical proximity. While 3C is used to assay proximity between two specific loci, the development of 

Hi-C technologies have allowed the assessment of interactions on a genome-wide scale [29–31]. 

 

Each of these types of method, visual and molecular, has its particular advantages and limitations, and a 

thorough examination of nuclear architecture requires both techniques [32]. With FISH, one is typically limited to 

the examination of a few regions at a time, depending on the number of colors that can be resolved. Additionally, the 

size of features that can be distinguished is limited by the resolution of light microscopy (around 200 nm), though 

recent technologies that combine FISH with super-resolution microscopy are pushing past this barrier [33]. Finally, 

FISH experiments involve fixing the cell and exposing it to high temperatures in order to denature the genomic 

DNA and allow probes to hybridize to their targets, and while experiments have shown that certain aspects of 

nuclear architecture are preserved [34], it is unclear how we might be damaging the nucleus through this process. 

Progress has been made towards live-imaging of DNA loci, taking advantage of sequence-specific DNA binding 

proteins such as LacI [35], TALEs [36], or Cas9 [37], but these approaches are limited in the types of loci that can 
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be assayed. Despite these drawbacks, FISH is an extremely powerful tool for examining nuclear organization. A 

major advantage of FISH is that it allows the examination of events taking place in single cells, and thus of rare or 

stage-specific events. Additionally, FISH is sensitive to the relative positioning of homologous sequences such as 

homologous chromosomes or sister chromatids, which are more difficult to resolve by molecular methods.  

 

3C technologies generally provide higher resolution than FISH, since co-localization of two FISH signals 

means they are within hundreds of nanometers, while 3C-based methods are thought to be more sensitive to actual 

contact between DNA [38]. Additionally, 5C and Hi-C in particular are higher-throughput methods than FISH, 

allowing the entire genome to be assayed at once [38]. However, a drawback of 3C-based methods is that they 

provide an averaged view of the interactions occurring in an entire population of cells and relative contact 

frequencies, meaning that the frequency of individual events is hard to interpret and co-occurrence is difficult to 

demonstrate. While Hi-C has recently been developed for application to single cells, the resolution of this technique 

is limited [39,40]. Another limitation is that, since these methods detect physical interactions based on ligation 

between different sequences, interactions between homologous sequences are harder to detect. Recent studies have 

taken advantage of the single nucleotide polymorphisms (SNPs) that vary between homologs to map chromatin 

interactions in a haplotype specific way [41–43], but are still dependent on the positions and density of SNPs to 

identify inter-homolog interactions and cannot distinguish sister chromatids. For these reasons, insights from both 

visual and molecular techniques have shaped our understanding of chromosome organization in different ways, and 

will continue to do so going forward. 

 

Organization of Mitotic Chromosomes  

 

As mentioned above, mitotic chromosomes have been studied for over a hundred years, and while we know 

much about the genes that regulate their organization, the actual underlying structure of the chromosome is an area 

of ongoing research for which numerous models have been proposed [44–46]. Early studies examined the structure 

of mitotic chromosomes by electron microscopy following salt treatment to swell chromosomes, or nuclease 

treatment and removal of histone proteins to examine the shape of chromosomes independently of chromatin [47–

50]. Based on these types of studies, researchers proposed the existence of some kind of scaffold or non-histone 
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protein core from which chromatin extrudes in “radial loops.” This scaffold was thought to contain proteins such as 

topoisomerase IIα and condensin, both of which localize to the axes of mitotic chromosomes [51–54]. Other models, 

also based on the results of imaging experiments, have proposed a model of hierarchical folding in which chromatin 

is folded into increasingly larger structures [55–57]. Additional models, and those that combine different aspects of 

the two models described here, have also been put forward [44–46]. 

 

A recent study applied chromosome conformation capture methods to examine the structure of mitotic 

chromosomes in more detail. Using 5C and Hi-C to analyze metaphase chromosomes, the authors identified a 

homogenous folding state that is most consistent with a model of loop extrusion [58]. These results also suggested 

that the mitotic chromosome is a series of consecutive loops, but that the loops are not always positioned at the same 

sequence and they are highly disordered, which would explain the microscopic observations that led to the model of 

hierarchical folding [46,58]. While these findings represent a major step in our understanding of mitotic 

chromosome organization, there are still open questions remaining, such as how disordered loop formation accounts 

for the observation that certain regions are more likely to be found at loop bases [59], how these loops relate to the 

relatively more ordered loops seen in interphase chromosomes [see 46, and below], and whether or not an axis or 

scaffold is actually part of the condensation process [60,61]. 

 

Setting aside the question of the substructure of mitotic chromosomes, the relative ease of visualizing 

chromosomes at this stage, and of screening for defects in their organization, means we know more about the genes 

required for mitotic chromosome organization than we do for their interphase counterparts. The proper organization 

of chromosomes in mitosis is crucial to ensure accurate segregation; during the preceding interphase, each 

chromosome is replicated to generate a set of sister chromatids, which must be segregated during mitosis. If sisters 

are not segregated, or chromosomes are not sufficiently condensed before cell division, the chromosomes can be 

damaged by cytokinesis, resulting in a cell untimely torn (“cut”) phenotype [62,63]. Studies of these and other 

phenotypes highlighted the role of topoisomerases and SMC family proteins in mitotic chromosome organization. In 

fact, a recent study showed that addition of topoisomerase II and the SMC complex condensin I, along with histones 

and histone chaperones, was sufficient to reconstitute mitotic chromosomes in vitro [64]. The major non-histone 

components of mitotic chromosomes are discussed in more detail below. 
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Factors that Shape Mitotic Chromosomes 

 

Topoisomerases 

 

Topoisomerases are a group of enzymes that are able to make breaks in DNA and pass strands through 

these breaks, which allows them to create or remove supercoils (over- or under-winding) in DNA or topological 

entanglements between strands [65]. Topoisomerases fall into two main families, type I topoisomerases, which 

cleave one DNA strand at a time, and type II topoisomerases, which make double-stranded DNA breaks [66]. These 

functions allow them to resolve supercoiling or catenations that form during DNA transcription, replication, or 

repair, and therefore, topoisomerases are essential for chromosome stability [65]. In particular, topo II in eukaryotes, 

which is a type IIA topoisomerase, is known to be important for mitotic chromosome organization [reviewed by 45].  

 

Topo II is one of the most abundant proteins present in mitotic chromosomes apart from histones [67], and 

initial findings suggested that it might be a scaffold protein [51–54]. However, the association of topo II with 

chromatin is dynamic, suggesting that its role is not purely structural [68–70]. Numerous studies have demonstrated 

a role for topo II in the segregation of sister chromatids by removing catenations between them [71–76], in 

chromosome condensation [73,77–81], and in the proper organization of centromeres in mitosis [82]. These different 

functions may be related; it has been shown that mitotic chromosomes contain DNA entanglements, and topo II 

could function to remove entanglements between sisters chromatids but enhance entanglements within a 

chromosome for self-organization [83]. Additionally, mammalian cells have two isoforms of topo II, α and β, and 

the two proteins have different localizations on mitotic chromosomes [69,84,85], which may result in different 

functions. 

 

SMC complexes 

 

Another group of proteins initially found as part of a potential scaffold was eventually identified as 

condensin [86], which is part of the structural maintenance of chromosomes (SMC) family of complexes [reviewed 

by 87,88]. Members of this family were identified in early screens for genes involved in proper segregation and 
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condensation of mitotic chromosomes [89,90]. SMC proteins have two long coiled-coil domains with a hinge in the 

middle and globular domains at the N and C termini containing Walker A and Walker B DNA-binding motifs 

[reviewed by 88,91]. The proteins are folded at the hinge domain so that the coils associate in an anti-parallel 

manner and the two globular domains are brought together forming a functional ATPase unit [92–94]. Within an 

SMC complex, two SMC proteins associate at the hinge domain, with additional proteins associating with the N and 

C termini [95].  One of these non-SMC binding partners is always a member of another protein family known as the 

kleisins [96]. The three SMC complexes found in eukaryotes are cohesin, which maintains cohesion between sister 

chromatids up until mitosis, condensin, which is involved in chromosome condensation, and the Smc5/6 complex, 

which is involved in DNA repair [reviewed by 88]. These SMC complexes are highly conserved throughout 

eukaryotes. Notably, prokaryotic cells also have SMC-like complexes which are involved in similar functions 

[reviewed by 87,97,98], but below we focus on eukaryotic SMC proteins.  

 

Cohesin 

 

The SMC complex which is best understood is the cohesin complex [reviewed by 87,88,99,100]. Cohesin is 

required for sister chromatid cohesion, the process of keeping the products of DNA replication together until they 

are separated during cell division [101–103]. In addition to Smc1 and Smc3, cohesin includes a kleisin protein 

known as Rad21/Scc1 and another protein known as Stromalin/Scc3, and it associates with numerous other 

regulatory proteins [99]. The association of cohesin with chromatin is regulated in a cell-cycle-dependent manner, 

starting with the loading of cohesin during the G1/S transition in yeast [102,104] and even earlier in vertebrates 

[103,105,106]. The establishment of cohesion during S-phase is essential for its proper function in mitosis [107–

109]. Once chromosomes have aligned at the metaphase plate, Rad21 is cleaved and cohesin dissociates from the 

chromatin, allowing sister chromatid separation [110–114]. Consistent with this, loss of cohesin leads to premature 

sister chromatid separation in mitosis [101–103,115–118]. Structurally, the cohesin complex forms a ring-shape 

[95,119,120], and artificially sealing the ring by cross-linking prevents cohesin dissociation from DNA [121,122]. 

Based on these and other data, several models for how cohesin holds sister chromatids together have been proposed 

[95,120–125]. For example, a single cohesin molecule could encircle two sister chromatids, or cohesin molecules 

could bind individual chromatids and then self-associate. Importantly, cohesin has also been associated with the 
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regulation of condensation in budding yeast [101,126–129] and has many interphase roles (discussed more below), 

and the mode of cohesin binding or function may be different in these different roles. 

 

Condensin 

 

Condensin proteins were first well-described in studies of Xenopus cell extracts, where they were found to 

be associated with mitotic chromosomes and required for condensation [130,131]. In addition to Smc2 and Smc4, 

condensin has three other subunits, which vary between different complexes [reviewed by 132]. While yeast only 

has one condensin complex, higher eukaryotes have two, known as condensin I and II [133,134]. Condensin I 

consists of a kleisin subunit known as Cap-H/Barren as well as other subunits Cap-G and Cap-D2. In condensin II, 

the kleisin subunit is known as Cap-H2, and the other subunits are named Cap-G2 and Cap-D3. Additionally, a third 

condensin complex has been identified in C. elegans, where it is involved in dosage compensation [135,136].  

 

Both in yeast and in other organisms, condensin proteins are known to be involved in the process of 

compacting chromosomes prior to mitosis [reviewed by 132,137,138]. Additionally, when condensin proteins are 

depleted, cells are unable to completely segregate their DNA, from which a role in sister chromatid resolution has 

also been inferred [118,137,139–158]. This role might be explained by the fact that condensin proteins have also 

been implicated in the recruitment and activation of topoisomerase II [81,140,146,148,157,159,160]. In human cells, 

the two condensin complexes have different localization patterns; condensin II is present in the nucleus throughout 

interphase and in mitosis, while condensin I only enters following nuclear envelope breakdown in mitosis 

[158,161,162], so the two complexes are thought to be important at different stages of the condensation process. 

Along these lines, in mammalian, Xenopus, and chicken cells, the two complexes have been shown to contribute to 

the shape of mitotic chromosomes in different ways [133,155,163,164]. However, how condensin actually shapes 

chromosomes is still not fully understood. Condensin been proposed to mediate linkages in cis by interacting with 

chromosomes as well as with itself, which would allow compaction [137], and also been proposed to introduce 

supercoiling into DNA [138].  
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Smc5/6 

 

The third SMC complex is known as Smc5/6 and contains a dimer of the Smc5 and Smc6 proteins, which 

have diverged significantly from Smc1 to Smc4 [reviewed by 88,165]. Additionally, this complex includes a kleisin 

protein, Nse4, and 3 other proteins, Nse1, Nse2 and Nse3. In the yeast Smc5/6 complex, there are two additional 

subunits, Nse5 and Nse6 [166]. Smc6 and Nse2 are also known as Rad18 and Mms21, respectively, and the complex 

was first identified as being involved in the response of cells to DNA damage [167–172]. In addition to roles in 

DNA recombination and repair [166,173–179], the complex is also known to be required for proper DNA 

replication [179–182], rDNA integrity [183], and telomere maintenance [184,185]. These functions have 

consequences for the mitotic organization of chromosomes; for example, if repair intermediates are not resolved, 

they may result in branched structures and other linkages between chromosomes that ultimately interfere with 

segregation [186,187]. Smc5/6 has been shown to contribute to the proper localization of Topo IIα and condensin 

[182] and to the SUMOylation of cohesin by Nse2/Mms21 [188], which is required for proper cohesion [189], and 

may also play a role in the regulation sister chromatid intertwinings [190]. These findings further implicate Smc5/6 

in the organization of chromosomes in mitosis.  

 

Kinetochore proteins and the organization of centromeres  

 

In addition to forming compact and discrete structures prior to segregation, chromosomes must also attach 

to the mitotic spindle, a process that also involves specific organization of chromosomes at the region known as the 

centromere. Centromeres are defined as regions of chromosomes that give them stability during cell divisions, by 

providing a site for microtubule attachment [reviewed by 191,192]. Despite the conserved nature of centromere 

function, organisms vary widely in the size, positioning and composition of their centromeres [193,194]. For 

example, budding yeast centromeres are defined by a ~125 base pair core region [195–198], while in other 

eukaryotes the centromere may span several megabases [reviewed by 191,193], and in C. elegans, the chromosomes 

are described as holocentric, where the whole chromosome can function as a centromere [reviewed by 199]. Further, 

while in budding yeast, the centromere is defined by DNA sequence, in most other eukaryotes the centromere forms 

at regions rich in repetitive DNA and is defined epigenetically [200–202]. A major component of this epigenetic 
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definition and propagation is the presence of CENP-A (CID in Drosophila), a variant of histone H3, which is 

incorporated into nucleosomes specifically at centromeres [203–209].  

 

During mitosis, centromeres are loaded with a group of proteins that form a specialized structure known as 

the kinetochore, which provides the interface between chromosomes and the microtubules [210–212]. The dynamics 

and fidelity of microtubule-kinetochore connections are essential for accurate cell division, and are highly regulated 

by cells [213–215]. Yeast kinetochores have over 65 different protein components [192,210] while vertebrate cells 

have over 100 [212], and the loading of many of these is dependent on CENP-A [216,217]. Kinetochore components 

can be divided into several different groups. Inner kinetochore proteins are closely associated with the DNA, 

including the constitutive centromere associated network (CCAN) that is associated with the centromere throughout 

the cell cycle, while outer kinetochore components are more peripheral and play a role in contacting microtubules, 

including the Ndc80 complex, which is assembled onto the centromeres during mitosis [192,212]. Additionally, the 

kinetochore includes a whole host of proteins that regulate spindle attachment, such as Aurora B kinase and its 

group of associated proteins known as the chromosomal passenger complex (CPC) [218–220]. Interestingly, these 

regulators may play additional roles; Aurora B has been shown to be required for proper condensin localization and 

chromosome compaction [161,221–227], and condensin has been implicated in the proper function of kinetochores 

[161,226,228,229], suggesting a link between these two aspects of mitotic chromosome organization.  

 

Different Layers of Interphase Nuclear Organization, and their Functional Relevance 

 

The nuclear lamina, nucleolus, and other structures that define nuclear organization 

 

While the organization of chromosomes during cell divisions is crucial for their accurate transmission and 

genome stability, their organization in interphase has numerous consequences for gene expression, development and 

other processes. One basis for non-random organization of the interphase genome is the association of DNA with 

structural components of the nucleus. The nuclear lamina, which is a network consisting mainly of intermediate 

filament proteins known as lamins formed at the inner nuclear envelope [230], is associated with a transcriptionally 

silent compartment [231–234]. It has been shown that there are specific domains of DNA that associate with the 
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nuclear lamina known as LADs (lamin-associated domains), and that these generally show reduced levels of gene 

expression [235,236]. The A/T-richness of DNA sequences [237], histone modifications [238–240], as well as 

sequence motifs and transcription factors that bind them [241] may drive the association of specific domains with 

the lamina to form LADS. Interactions between nuclear envelope components and chromatin or chromatin-bound 

proteins may also drive LAD formation [242–245]. Certain LADs are cell-type specific [246–248], suggesting they 

may be involved in the establishment of specific expression patterns.  

 

There is evidence to suggest that LAD organization plays a role in reducing gene expression. For example, 

loss of lamin caused derepression of testis-specific gene clusters that are associated with the lamina in Drosophila 

somatic cells [249]. This finding also highlights the role of tissue-specific LAD organization in gene expression 

during development. Other developmental processes that involve peripheral localization of silenced genes and 

repositioning of these genes when active include lymphocyte differentiation and VDJ recombination [250,251,see 

252 for review], expression of β-globin during erythroid differentiation [253–255], differentiation of embryonic 

stem cells to neural precursor cells [246,256,257], development of neural progenitors [258], myogenesis [259], and 

monoallelic gene expression in astrocytes [260]. Peripheral localization also plays a role in gene expression 

processes that are more dynamic; in synchronized human embryonic stem cells, circadian genes are recruited to the 

lamina on an oscillating basis every 24 hours, which alternately represses and allows their transcription [261].   

 

What is sometimes unclear is whether peripheral localization causes silencing or is instead a result of 

silencing – for example, some studies show that transcriptional changes may precede or be independent of nuclear 

repositioning [253,262], and further, targeting of activator domains to specific loci or induction of reporter genes can 

lead to their movement towards the center of the nucleus [263–265]. Studies in which genes are artificially tethered 

to the nuclear envelope to directly test the role of positioning have given mixed results, showing that peripheral 

localization is sufficient to cause silencing at some loci but not others [266–270]. A recent study examining three 

loci that are relocalized to the center of the nucleus in mouse embryonic stem cells following transcriptional 

activation showed that decompaction of chromatin (caused by targeting a synthetic peptide to the three loci) was 

also sufficient for relocalization [271]. These and other studies [272–274] suggest that chromatin condensation, in 

addition to transcription, can contribute to nuclear positioning. 
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While the nuclear periphery is generally a silent compartment, there are certain locations where active 

genes may be present, and these are the nuclear pores [234,275,276]. The nuclear pore complex (NPC) is a structure 

composed of nucleoporin proteins or Nups that is embedded in the nuclear membrane and allows transport between 

the nucleus and the cytoplasm, such as the export of RNAs and the import of proteins required for nuclear function 

[277,278]. Studies of certain loci have shown that they localize near the nuclear pores when expressed [279–281], 

consistent with early microscopy studies that found zones of euchromatin near the nuclear periphery [reviewed by 

9,282,283]. While genome-wide studies have shown that Nups associate with active regions [284–286], Nups exist 

dynamically in the nucleoplasm as well as being part of the NPC [287], and many Nup-DNA interactions may be 

occurring within the nucleus rather than at the pore [288]. Therefore, further investigation is necessary to determine 

which subset of Nup associations with active genes also involve genome reorganization [276].  

 

Another nuclear substructure that affects organization of DNA is the nucleolus [289], a compartment that 

forms around the rDNA genes where RNA polymerase I transcription and rRNA processing take place in order to 

produce ribosomes [290]. Nucleoli are also thought to have roles in cell cycle regulation, stress responses, and 

disease, as well as being genome organizers [290]. In addition to the rDNA, there are specific DNA sequences 

associated with the nucleolus known as nucleolus-associated domains or NADs [291,292]. The compartment 

surrounding the nucleolus is also generally a repressive domain [293,294], and NADs are gene-poor and AT-rich, 

similarly to LADs. In fact, there is a significant overlap of LADs with NADs, and the observation that some aspects 

of nuclear positioning are not maintained through mitosis but established in G1 suggests that the association of 

genomic regions with either the lamina or the nucleolus may reshuffle during cell division [240,295–297]. 

Localization to the nucleolus or its periphery is associated with specific cellular processes, including X chromosome 

inactivation in mammals [298], the regulation of imprinted loci [299], and centromere clustering in certain cell types 

(discussed in more detail below). 

 

The organization of heterochromatin versus euchromatin within the nucleus 

 

Since both the periphery of the nucleus and the nucleolus are regions that have relatively low 

transcriptional activity, it comes as no surprise that both of these regions are enriched for heterochromatin [294,300]. 
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Heterochromatin was initially observed by Emil Heitz in 1928 as being cytologically distinct from euchromatin and 

forming a distinct compartment in eukaryotic cells [301–303]. Heterochromatin is more compacted and less “open” 

than euchromatin, enriched for histone modifications associated with gene silencing such as methylation, depleted 

for histone modifications associated with active transcription such as acetylation, has a unique signature of proteins 

which bind it, and often replicates late in S-phase compared to euchromatin [304–310]. Euchromatin, on the other 

hand, is associated with active transcription and a distinct set of histone modifications [305,311].  

 

Heterochromatin can be further classified into two different types. Constitutive heterochromatin forms at 

the same regions in all cell types, such as pericentromeric regions and telomeres, and shows enrichment for 

trimethylation of histone 3 lysine 9 (H3K9me3) as well as proteins such as heterochromatin protein 1 (HP1) 

[reviewed by 312]. Facultative heterochromatin is similar to constitutive heterochromatin in that it is condensed and 

transcriptionally silent, but it can be dynamic in different cell types or over the course of the cell cycle and is often 

associated with distinct proteins and histone modifications, such as Polycomb group proteins and methylation of 

H3K27 [reviewed by 313]. Both types of heterochromatin are usually found colocalized together, and distributed 

between the nuclear periphery, the region surrounding the nucleolus, and regions where centromeres are clustered 

[294,308]. Furthermore, the formation of heterochromatin and the associated histone marks have been shown to be 

required for perinuclear localization as well as nucleolar integrity [239,240,314,315].  

 

The spatial segregation of heterochromatin in the nucleus has several important roles. Firstly, 

heterochromatin establishes a compartment within the nucleus where transcription is generally repressed. 

Observations in Drosophila that chromosomal rearrangements placing genes near centromeric heterochromatin led 

to variable expression of those genes and variegating phenotypes, also known as position effect variegation or PEV, 

provided early evidence linking chromatin state to gene expression [316,reviewed by 317]. Such repression is 

crucial for genome stability, because heterochromatin contains elements such as transposons and endogenous 

retroviral elements whose replication would be deleterious to the cell [312]. The segregation of heterochromatin also 

restricts the access of recombination machinery to these sequences, which is important because many of the 

sequence elements especially in constitutive heterochromatin are highly repetitive, and their recombination can lead 

to duplication or loss of sequence, genomic rearrangements, and disease [318,319]. In fact, the repair of double-
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strand breaks within heterochromatin in Drosophila and in mammalian cells requires special mechanisms by which 

the break is moved away from the heterochromatic compartment before being repaired [320–324].   

 

In addition to playing a role in the regulation of repetitive elements, the silenced compartment(s) 

established by heterochromatin are also used by cells in gene regulation. Processes that involve the establishment of 

facultative heterochromatin and localization to a specific nuclear subcompartment include the inactivation of one 

copy of the X chromosome in mammalian females [325–329] as well as the silencing of developmental genes until 

they are needed by Polycomb group (PcG) proteins [306,330,331]. For example, PcG proteins are known to localize 

to specific foci within the nucleus known as PcG bodies [332–337] in mammalian and in Drosophila cells. Some 

genes that are regulated by PcG proteins have been shown to localize to PcG bodies when silenced but not when 

active [338,339]. These processes also often involve specific contacts between different chromosomal regions and 

sequence elements, which will be discussed further below.  

 

Interestingly, the organization of heterochromatin, and peripheral versus central localization with the 

nucleus, may have functional impacts beyond gene expression and development. For example, rod photoreceptor 

nuclei in mice show an “inverted” organization, where euchromatin is at the periphery and pericentric 

heterochromatin is towards the center of the nucleus [340,341]. When this analysis was extended to other species, it 

was found that this inverted organization was found mainly in nocturnal species, while diurnal species had the 

traditional peripheral localization of heterochromatin and central localization of euchromatin [340]. Further analysis 

and computational modeling showed that nuclei with inverted as versus traditional localization had different optical 

properties, and since these nuclei are located in the retina, the inverted arrangement may have evolutionary 

advantages in nocturnal species [340]. This fascinating finding suggests that nuclear organization may have many 

diverse functions, and that studies of different cell types may reveal new and exciting types of nuclear organization. 

 

The organization of individual chromosomes: CTs, TADs, and sub-TADs 

 

Thus far we have mainly discussed positioning of chromosomes relative to different substructures of the 

nucleus, but of course, chromosomes also have different positions relative to one another, and are organized and 
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packaged in particular ways that have consequences for gene expression [reviewed by 342]. In this section, we 

discuss the way in which chromosomes are organized, both relative to one another and within each chromosome, 

followed in the next section by specific ways in which chromosomes contact each other, and their functional 

relevance. 

 

Chromosome territories (CTs) 

 

After the first microirradiation experiments suggested that chromosomes occupy distinct volumes within 

the nucleus [5–8], in situ hybridization techniques were developed that allowed the visualization of whole 

chromosomes. Some of the first experiments to do this examined mouse or hamster cells to which one or a few 

human chromosomes had been added artificially, followed by labelling with human-specific probes, and found that 

the human chromosomes occupied their own individual compartments [343,344]. Soon afterwards, the development 

of probes specific to individual chromosomes, known as chromosome paints, were used to visualize chromosome 

territories (CTs) in human cells [345–347].  

 

Early studies revealed that gene-rich chromosomes such as human chromosome 19 are internally located, 

while gene-poor chromosomes such as chromosome 18 are closer to the nuclear periphery [348–351]. These 

findings were confirmed when visualization techniques advanced to the point of allowing all chromosomes to be 

examined simultaneously [352]. Further studies have shown that gene density [353–356], transcriptional profile 

[357], replication timing [358], GC content and the presence of repetitive elements [254] can be correlated with 

nuclear localization. These observations fit well with what we know about LADs, and suggest that silent domains at 

the nuclear lamina influence radial positioning within the whole nucleus. This radial arrangement of chromosome 

domains is evolutionarily conserved among primates, even though different primate species have undergone 

chromosomal rearrangements relative to each other [359,360], and radial arrangements have also been observed in 

chicken [361], mouse [355], reptiles and amphibians [362], and bovine cells [363].  

 

As for the positioning of individual chromosomes relative to one another, the patterns are less clear. 

Chromosomes involved in common translocations in cancer cells are also found closer together in normal cells of 
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the same tissue [364,365], and studies in mice have shown tissue-specific arrangements of chromosomes [366]. 

However, while some cell-types may have such specific arrangements and even intermingling between CTs [367], 

many studies probing organization using ionizing radiation to induce translocations [368] and visualization 

[350,352,355] have found that the relative positioning of chromosomes, independent of radial positioning, is largely 

random. As chromosome paint technologies are further developed and used to examine additional cell types and 

organisms, such as model organisms with fewer chromosomes like Drosophila or C. elegans, it is possible that 

nonrandom patterns of relative chromosome positioning may be revealed. Additionally, as the ability to visually 

distinguish the maternal and paternal homolog of each chromosome present in diploid cells has only recently been 

developed [33], it is possible that adding this information to maps of mammalian chromosome organization may 

also reveal nonrandom preferences.   

 

The organization of territories has a functional impact because of the relative positioning of genes within 

them. For example, transcriptionally active genes are often peripherally located within their territory, or even looped 

outside it [18,272,367,369–376]. Studies have shown that large protein complexes are not excluded from the interior 

of CTs, suggesting that the peripheral localization of active genes within a territory is not driven by access to 

transcription factors [377]. Further, localization to the periphery of a CT is not sufficient to cause transcriptional 

upregulation [378]. Therefore, we still have much to learn about what drives the organization of genes within 

territories; it is likely that processes such as chromatin condensation also play a role [274]. The organization of DNA 

within territories, like relative positioning between territories, also impacts the frequency of inter-chromosomal 

rearrangements, which is increased for regions that loop outside their territories [367,379].  

 

Additional levels of genome organization have been revealed by the development of 3C technology and its 

high-resolution variants. These methods have confirmed that chromosomes territories exist in human [29], 

Drosophila [380], mouse [381], and C. elegans nuclei [382], by showing that most interactions occur within 

chromosomes rather than between them. These methods have also revealed various scales of organization within 

each chromosome [reviewed by 9]. Firstly, individual chromosome territories can be divided into two 

compartments, A and B compartments, on the basis of the interaction frequencies within them [29,42,381,383]. 

These compartments do not generally correspond with linear genome sequence, but regions within a compartment 
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interact more than regions in different compartments [29]. Compartments can be further divided based on the 

patterns of interactions within them and their chromatin landscape [42]. B compartments generally have higher 

interaction frequencies indicating that they are more condensed, while A compartments are more open and more 

transcriptionally active [29]. This suggests that each chromosome may segregate its active regions from its inactive 

ones.  

 

Topologically associating domains (TADs) 

 

Chromosomes can further be subdivided into units that interact more strongly with themselves than with 

neighboring regions [380,383–385]. Known as topologically associating domains, or TADs, these regions range 

from about 200 kilobases to one megabase in size, and at least for some TADs, visual inspection by FISH has 

confirmed that they form discrete structures [384]. A recent study showed that TADs in interphase cells correspond 

to cytological bands observed on Drosophila polytene chromosomes, demonstrating that TADs demarcate regions 

with distinct structures [386]. TADs also correlate well with the binding of specific proteins and/or histone 

modifications [42,380,383–385]. TAD boundaries, which are defined as being flanked by regions that do not interact 

with each other, are themselves special regions, being bound by numerous architectural proteins, containing sites of 

active transcription, and being enriched for housekeeping genes [42,380,383–385,387]. TADs may also be divided 

into smaller units known as sub-TADs or contact domains [42,387]. It is likely that as the resolution of Hi-C 

techniques increases we will learn about further layers of genome folding. 

 

The organization of chromosomes into TADs has numerous functional consequences. Firstly, co-regulated 

genes are often found within TADs [384]. Secondly, long-range enhancer action is usually restricted to within TADs 

[388–390], and loops associated with gene regulation often have at least one end at a TAD boundary [42]. Thirdly, 

arrangement of TADs may be linked to specific gene expression programs. For example, in Drosophila cells, TADs 

reorganize after heat shock, when a specific transcriptional program is activated and the majority of genes are 

silenced [391]. Additionally, in C. elegans hermaphrodites and in mammalian females, where dosage compensation 

occurs, the X chromosome(s) being down-regulated have distinct TAD architectures [382,384], and the organization 

within TADs changes during embryonic stem cell differentiation [43]. Artificial disruption of TADs has been shown 
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to lead to novel enhancer-promoter connections and changes in gene expression [392]. Therefore TADs organization 

is likely somewhat related to transcription. However, the observations that TAD boundaries are conserved between 

cell types regardless of expression patterns [43,390], and that repositioning of sub-TADs does not necessarily cause 

transcriptional changes and vice versa [393], suggest that at least some aspects of TAD organization are independent 

of gene expression.  

 

Heterologous interactions: gene regulation in cis and in trans 

 

While chromosomes are folded into TADs and higher-order territories, individual loci can still be 

somewhat dynamic in their position [394,395]. Furthermore, there can be specific contacts between different 

sequences with consequences for gene expression  [reviewed by 342,396,397]. These contacts can be in cis, when 

they occur within a given chromosome, including the folding that occurs to form TADs as well as regulatory 

contacts. Alternatively, contacts can form in trans, between different chromosomes; trans contacts can further be 

divided into heterologous contacts between unrelated chromosomes, or homologous contacts, which take place 

between the maternal and paternal homologs of each chromosome present in diploid cells. Here, we first discuss 

contacts between different sequence elements, such as contacts between enhancers and promoters, both in cis and in 

trans between heterologous chromosomes, followed by a discussion of homologous trans interactions and their 

consequences. 

 

The formation of contacts between different chromosomal regions, particularly those that occur at long-

range and between different chromosomes, has been linked to transcriptional regulation [398–402]. For example, 

studies of TADs and genome folding in Drosophila cells found not only that transcriptionally active and inactive 

domains form separate clusters, consistent with the formation of A and B compartments, but also, that domains of 

active transcription associate with active domains on different chromosomes [380]. This is consistent with the 

observation that when intermingling between or looping out from chromosome territories occurs, it generally 

involves sites of active transcription [272,367,369–376].  
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Such findings support the hypothesis that there are clusters of active transcription in the nucleus known as 

transcription factories, an idea originally based on the observation of discrete foci of nascent transcripts and RNA 

polymerase II in the nucleus [403–405], and supported by findings that transcription factors and active genes co-

localize in small clusters distributed throughout the nucleus [406–410]. However, other studies, including one using 

super-resolution microscopy [411], have disputed the idea that transcription factories exist, and the idea is still under 

debate [see 412 for review]. For instance, while co-regulated erythroid genes have been suggested to cluster together 

in a transcription factory [409], others have suggested that, rather than clustering together, the five genes from four 

different chromosomes all co-localize with nuclear speckles [413]. Nuclear speckles are foci containing the 

spliceosome assembly factor SC35 [414,415], and clustering here results in a higher chance that genes will be found 

near each other, but does not mean co-localization is required for transcription [reviewed by 416]. 

 

In addition to the co-localization of active domains, there can be chromosomal contacts between specific 

sequences, and some of these are well-characterized. Here we discuss the co-localization of specific sequences in the 

regulation of gene expression. Gene expression by RNA polymerase II in eukaryotes usually involves two main 

types of regulatory sequences, gene proximal elements known as promoters, and more distal elements which may be 

enhancers, insulators, or other types of regulatory sequence [reviewed in 417]. Regulation of transcription depends 

on some kind of communication between these elements, and various models of looping, including those by which 

enhancers and promoters are brought into close physical proximity, have been proposed [reviewed by 396,417,418].  

 

Looping is known to be involved in cis-activation at several loci [419], the first identified example being 

the mammalian β-globin locus. This locus contains several β-globin genes that are activated sequentially in 

development, and an upstream regulatory element known as the locus control region or LCR 40-60 kb away 

[reviewed by 342,420]. Initial studies of this locus using 3C and visualization of transcripts using a technique called 

RNA-TRAP showed that the LCR interacts with the active globin gene, while the intervening DNA, including 

inactive globin genes, is looped out [421,422]. Furthermore, the LCR changes its looping pattern during erythroid 

development, interacting with fetal globin genes in primitive erythroid cells and with adult globin genes in more 

differentiated cells [423]. This process is known to require multiple transcription factors [424,425] as well as a 

nuclear factor known as NL1/Ldb1 [426], and artificially targeting this Ldb1 protein to the β-globin promoter is 
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sufficient to induce looping and activation in cell types where the gene is not normally expressed [427,428]. These 

experiments demonstrate the importance of looping for transcription at this locus.  

 

There are also examples where interactions between regulatory sequences occur in trans, that is between 

multiple chromosomes [reviewed by 429]. In olfactory sensory neurons in mammals, each neuron activates one out 

of around 2800 alleles to express a single olfactory receptor. The other alleles are silenced via localization to 

heterochromatin, and if nuclear organization is altered by overexpression of a lamin protein, multiple olfactory 

receptor genes start to be expressed [430]. The selection of the active allele may also be related to nuclear 

organization; there are at least 12 different enhancers that regulate these process, and multiple enhancers from 

different chromosomes co-localize at the active gene [431]. Trans interactions have also been observed between the 

H19 imprinted locus and imprinted regions on other chromosomes [432], between alternatively expressed genes 

such as interferon-γ and interleukin-4 in helper T-cells [399], as well as in the regulation of human anti-viral factors, 

estrogen-responsive genes, and developmentally-regulated genes [reviewed by 429, see also 433,434].   

 

It is important to note that not all looping events result in gene activation. The Hox clusters are groups of 

developmental genes that are kept silenced by Polycomb group proteins so that they are expressed only in the 

appropriate tissues [435]. In Drosophila, the Hox genes are found in two clusters, Antennapedia and bithorax, each 

of which contains multiple Hox genes as well as Polycomb response elements (PREs), which are the regulatory 

elements involved in Polycomb-mediated repression. One such element is Fab-7, which has been shown to interact 

with Hox loci even when inserted as a transgene on different chromosomes, indicating that it can act in trans to 

facilitate silencing [436]. Additionally, it has been shown that the native bithorax locus contains looped structures, 

and these structures are changed when the genes are activated [338]. Finally, there is communication between the 

two clusters, Antennapedia and bithorax, which are separated by more than 10 megabases on the chromosome arm; 

genes from different clusters co-localize in cells in which they are both repressed, but rarely co-localize in cells in 

which one of the genes is activated [339]. The co-localization often occurs within a Polycomb body and depends on 

Polycomb group proteins [339]. This indicates that loops mediated by PcG proteins may play a functional role in 

repression.  
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Heterologous interactions: centromere and telomere clustering  

 

Heterologous interactions between chromosomes may also be based on genomic features rather than being 

sequence-specific; for example, some cell types show clustering of centromeres and/or telomeres in interphase. This 

type of arrangement was first proposed in 1885 by Carl Rabl, based on studies of the interphase nuclei of 

Salamandra and Proteus. Rabl suggested that chromosomes keep the orientation established during anaphase, when 

centromeres cluster as they are pulled towards the spindle pole while telomeres lag behind and gather at the other 

end of the nucleus, thus establishing a polarity in the organization of the nucleus in the subsequent interphase [437]. 

Known as the Rabl configuration, such an arrangement of centromeres and telomeres has been noted in multiple cell 

organisms, including fission yeast [438,439], flies [440–448], and several plant species [449–453]. Importantly, 

centromeres and telomeres can be clustered without showing the polarized Rabl arrangement; mammalian cells 

often have multiple clusters distributed around the nucleus each containing 2-3 centromeres, known as 

chromocenters, and similar clusters of telomeres [454–463]. Centromere clusters are heterochromatic and may form 

at the nuclear periphery, or in the nuclear interior, associated with the nucleolus [354,464,461,465–469]. 

Interestingly, the extent of centromere clustering and its position within the nucleus can vary in different tissue types 

in the same organism, and over the course of the cell cycle [297,354,355,447,455–457,459,460,467,469–475].  

 

The clustering of centromeres and telomeres has multiple functions. For example, telomeres cluster during 

meiotic prophase in several organisms, including yeast, insects, mice, zebrafish, and plants [reviewed by 476,477]. 

Known as “bouquet formation,” this clustering and subsequent chromosome movements facilitate homologous 

chromosome pairing, recombination, and the progression of meiosis. Centromere clustering has also been suggested 

to contribute to these processes [reviewed by 478,479]. In addition to these roles in establishing nuclear organization 

prior to divisions, since centromeres are enriched for heterochromatic sequences, the localization of genes near 

chromocenters is also associated with transcriptional silencing. Such patterns been observed in mouse development 

[480–483], at the human β-globin locus [484], and in regulation of virulence genes in the eukaryotic parasite 

Plasmodium falciparum [485–487]. A direct connection between centromere clustering and heterochromatic 

silencing has been shown in Drosophila, where knocking down NLP, a protein required for centromere clustering at 
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the nucleolus, also caused derepression of transposable elements and DNA damage [468]. Therefore, centromere 

clustering plays a key role in the organization of heterochromatin, gene expression and genome integrity.  

 

Homolog pairing and homology effects in Drosophila 

 

The interactions described above take place between different sequence elements, whether on the same 

chromosome or on different chromosomes. However, homologous sequences can also interact with each other, and 

the interactions between maternal and paternal homologs of chromosomes are known as pairing. While the most 

robust pairing that occurs in many organisms is during meiosis, in preparation for segregation of homologs, pairing 

can also occur in somatic cells and in interphase, and these are the type of pairing interactions discussed here. 

Somatic pairing may take place between specific loci, or even between entire chromosomes.  

 

In this respect, Drosophila and other dipteran insects have a remarkable form of interphase nuclear 

organization, where homologs are paired along their entire length [reviewed by 488,489]. Somatic pairing was first 

noted by Nettie Stevens and Charles Metz in the early 20
th

 century, who found that in metaphase spreads, 

chromosomes of similar size were often found near each other, from which they inferred that these chromosomes 

were also paired in interphase [490,491]. Pairing is also observed in polytene chromosomes such as in the salivary 

glands of Drosophila third instar larvae, in which the genome replicates as many as ten times without cell division, 

resulting in more than a thousand copies of each chromosome which are held together in close alignment [492,493]. 

This alignment allows for the observation of bands and inter-bands, alternating regions of light and dark staining 

DNA, which, as mentioned above, have been shown by modern techniques to correspond to TADs and TAD 

boundaries, respectively [386]. The banding patterns of polytene chromosomes proved very useful for early 

cytogeneticists using Drosophila as a model system to study chromosome biology. 

 

Development of in situ hybridization techniques allowed the demonstration that homologous regions of 

chromosomes are indeed paired in interphase nuclei in non-polytene cell types [494]. This pairing is established in 

early embryogenesis and occurs in most tissues of the fly [447,494–498], though notably not in germline progenitor 

cells, which suggests that somatic pairing is different from the meiotic pairing established in the germline [499]. The 
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pairing of chromosomes in somatic cells has effects on gene expression, including transvection [reviewed by 

500,501,502]. As first defined by Ed Lewis in 1954, the term transvection describes cases where gene expression is 

influenced by the close proximity of homologs [503]. This might occur through intra-allelic complementation; for 

example, when one allele is lacking a functional promoter, and another allele is lacking a functional enhancer, 

neither allele would result in transcription when homozygous. However, when both alleles are present in 

heterozygotes and positioned in close proximity, the enhancer of one allele can act on the promoter of the other 

allele, resulting in gene expression. This type of intra-allelic complementation occurs, for example, at the yellow 

locus in Drosophila melanogaster [504–507]. Studies of transvection in Drosophila were some of the first to 

demonstrate that enhancer action could occur in trans as well as in cis.  

 

A prediction made by this model is that chromosomal rearrangements that disrupt pairing at a given locus 

should also disrupt transvection, whereas compensatory rearrangements that restore pairing should also restore 

expression [503]. Using this metric, several loci in Drosophila have been found to show transvection; in addition to 

yellow, and the Ultrabithorax locus that was studied by Lewis [503], transvection has also been observed at 

decapentaplegic [508], eyes absent [509], and Abdominal-B [510], among others [see 507 and references therein]. 

The combination of alleles required to observe classic transvection means that it has only been well-described at 

certain loci, however, recent observations suggest that transvection may occur widely in the Drosophila genome. For 

example, inserting complementary alleles of yellow at different sites in the Drosophila genome resulted in 

transvection at all eight positions tested [511], and studies of a reporter gene system showed that a single enhancer 

could act in cis as well as in trans, indicating that the occurrence of cis-regulation at a locus does not rule out 

transvection, though the two may be in competition [512]. Studies of transgenes inserted at common integration sites 

in Drosophila neuroblasts showed that transvection occurred between transgenes inserted at the same site, further 

demonstrating that transvection can occur at many different sites in the fly genome, involve diverse sequences, and 

occur in different tissue types [513]. Studies of malic enzyme expression in flies, which allow transvection at the 

malic enzyme locus to be quantitatively examined, show that the amount of expression, not just its occurrence, can 

depend on pairing [514 and references therein]. These studies highlight that there may be many new examples and 

types of transvection remaining to be discovered. 
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It is important to note that not all trans effects result in gene activation. A fascinating example is that of 

brown dominant in Drosophila [515–526]. Brown is a gene involved in the synthesis of eye pigment in the fly, and 

null alleles of brown give a recessive brown eye phenotype. Alleles of brown have been identified that show 

position effect variegation as a result of translocations or inversions that place brown near heterochromatic 

sequences. Interestingly, these alleles are dominant, because due to homolog pairing, the other allele will also be re-

localized to heterochromatin and silenced [517,520,521]. Another example of pairing being involved in gene 

repression is pairing-sensitive silencing, or PSS [527,528]. This phenomenon has been described for certain 

regulatory elements in flies, especially PREs, which silence reporter constructs more efficiently in flies that are 

homozygous for the construct compared to those that are heterozygous, a phenotype that is sensitive to the position 

of these insertions relative to each other [reviewed by 529]. Therefore, it is possible that homologous pairing, like 

heterologous clustering of silenced genes, may facilitate Polycomb-mediated repression. 

 

Examples of homology effects outside Drosophila 

 

While the most extensive homolog pairing outside of meiosis, and most examples of homology effects, 

have been observed in Drosophila, there have been reports of transvection-like phenomena in other organisms [see 

489,500,501 and the references therein]. Other phenomena that may involve pairing or at least some form of 

communication between homologous sequences include repeat-induced point mutation (RIP) in Neurospora [530–

532] and paramutation in maize [533–535]. While mammalian cells do not show robust association between 

homologs [536], local pairing has been observed during several processes including the establishment of X-

inactivation, when the two X chromosomes transiently pair, possibly facilitating the establishment of asymmetric 

expression patterns [537–540]. Pairing has also been observed at immunoglobulin loci in B-cell development, where 

only one allele undergoes recombination [252,541,542], and at imprinted loci [543–545], though one study in mice 

showed that while pairing does occur at imprinted regions, it is not necessarily related to imprinting or 

transcriptional status, and might be a more widespread feature of the mammalian genome [546].  

 

Consistent with the idea of a broader function for pairing, pairing has also been observed at the Oct4 locus 

during embryonic development, where it is associated with the establishment of repressive histone modifications at 
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Oct4 and differentiation [547], and at sites of double-strand break repair in response to ionizing radiation [548,549]. 

Additionally, pairing has been associated with disease in the case of renal oncocytomas in humans, where, 

remarkably, the entire q-arm of Chromosome 19 is paired while the p-arm is unpaired, and there are changes in gene 

expression on Chromosome 19 [550]. It is likely that as nuclear organization is probed in greater detail in a growing 

number of cell types that we will find more examples of pairing, adding to the growing understanding that homology 

effects are not simply an unusual feature of Dipteran insects. 

 

Factors that Organize the Interphase Nucleus  

 

The many layers of organization described above require careful coordination, and in this section, we 

describe some of the factors involved. As alluded to above, many specific interactions involved in gene expression 

have been found to require transcription factors and other context-specific regulators [reviewed by 342]; similarly, 

lamins and other nuclear envelope proteins are required for the proper organization of LADs and domains near the 

nuclear pores [241,243,244,247,249,286,551,552]. Here we focus on regulators that shape the nucleus more broadly, 

by facilitating long-range interactions within and between chromosomes.  

 

Architectural proteins: CTCF and other genome organizers 

 

One class of proteins important for long-range chromatin interactions are architectural proteins, or 

insulators [553–555]. These proteins were initially identified as inhibiting enhancer-promoter interactions; binding 

of architectural proteins in the region in between a transgene and regulatory elements insulates the transgene from 

the effects of these elements, and from phenomena such as position effect variegation [556–558]. Well before the 

discovery of TADs, these proteins were thought to be important in dividing the genome into active and inactive 

domains. Now it is known that, in addition to having insulating activity by blocking enhancer action and preventing 

the spread of histone modifications [555,559], architectural proteins can also facilitate loop formation [387,553–

555], and their binding sites, which are enriched at TAD boundaries [380,383–385,560], are often involved in loops. 

Therefore, architectural proteins play a context-dependent role in genome organization. These proteins have been 

particularly well-characterized in Drosophila, which have 11 different architectural proteins that bind specific DNA 



27 

 

binding sequences including CCCTC-binding factor (CTCF), Suppressor of Hairy-wing (Su(Hw)), transcription 

factor IIIC (TFIIIC), boundary element associated factor 32 (BEAF-32), and several others [554]. These often co-

occur with other proteins that bind DNA in a non-sequence-specific manner, including cohesin and CP190, and 

these are also considered architectural proteins [554]. Fewer architectural proteins are known in mammalian cells, 

but the roles of CTCF and cohesin are conserved, and these have been particularly well studied. 

 

CTCF is highly conserved protein with 11 zinc finger DNA binding domains which binds a wide range of 

sequences containing an 11-15 base pair consensus sequence [reviewed by 9,561]. Additionally, CTCF proteins 

oligomerize [reviewed by 562], offering a model for how they facilitate looping. CTCF is also important for the 

organization of TADs and overall genome structure [563,564], as well as enhancer-promoter looping and other 

aspects of gene regulation at specific loci [reviewed by 9,553–555,561]. Recent assays of CTCF binding by 

chromatin immunoprecipitation experiments estimate that the mammalian genome has 55,000-66,800 CTCF binding 

sites [565,566], and while these are enriched at TAD boundaries, the majority of them are actually found within 

TADs [reviewed by 561]. It is possible that CTCF plays different roles at TAD boundaries compared to within 

TADs; in Drosophila, CTCF sites at TAD boundaries are co-occupied by many other architectural proteins, while 

within TADs architectural protein binding sites are found at low density [560]. It is thought that CTCF sites at 

boundaries isolate neighboring domains while sites within TADs facilitate intra-TAD gene regulatory interactions 

[554,555]. Consistent with this idea, in human cells, genes that are flanked by CTCF sites are more likely to be co-

regulated than genes that are separated by CTCF sites [567,568]. 

 

Roles for cohesin in the interphase nucleus 

 

Interestingly, in mammals, CTCF often is found co-localized with the SMC complex cohesin [569–572]. 

Cohesin was first suggested to have roles beyond the cohesion of sister chromatids when it was found that the 

cohesin loading factor Nipped-B facilitates distal activation of homeobox genes in Drosophila [573]. Nipped-B is 

conserved in humans (NIPBL) and mutations in this gene and other cohesin subunits are associated with a disease 

known as Cornelia de Lange syndrome [574–577], which is thought to be caused by transcriptional misregulation 

rather than cohesion defects [578]. Cohesin is now known to play a role in gene regulation at many loci in 
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Drosophila (where it does not co-occur with CTCF [579]) as well as in mammals, potentially by facilitating 

enhancer-promoter looping as well as by regulating RNA polymerase II pausing and interacting with Polycomb 

Group proteins [580–582].  

 

In mammalian cells cohesin may play different roles at sites that are co-occupied by CTCF as versus sites 

where it binds alone. Cohesin binding sites without CTCF are enriched at transcription start sites and may be 

involved in tissue-specific enhancer-promoter looping, while cohesin binding sites with CTCF are enriched at TAD 

boundaries and may mediate constitutive long-range interactions [reviewed by 583]. Evidence for the different 

impacts of cohesin and CTCF on genome architecture comes from the fact that cohesin depletion decreases intra-

TAD interactions but does not alter TAD boundaries [563,584,585], while CTCF depletion also increases inter-TAD 

interactions, changing their relative organization [563]. Another factor that interacts with cohesin and CTCF in 

different combinations is the transcriptional regulator Mediator [387,586], which also participates in looping and 

genome organization. 

 

In addition to roles in gene regulation, cohesin also plays a role in repair of DNA double-strand breaks 

[587,588, reviewed by 589]. Of course, in G2, these functions in gene expression and repair must be balanced with 

the important role of keeping sister chromatids together, and it has been hypothesized that different pools of cohesin 

may be involved in these different functions [88,590,591]. For example, live-imaging in human cells has shown that 

cohesin is more stably bound to chromatin in G2 while being more dynamic in G1 [590], and decreasing the amount 

of cohesin in yeast cells affects condensation, rDNA stability and repair before cohesion is disrupted [591]. It will be 

of great interest going forward to determine how these different functions of cohesin are regulated and how the 

stable connection required for cohesion is balanced with the potentially more dynamic role of cohesin in other 

aspects of chromosome organization.   

 

Roles for condensin in the interphase nucleus 

 

Like cohesin, condensin plays roles outside the organization of mitotic chromosomes. As mentioned above, 

C. elegans have a third condensin complex that is similar to condensin I but contains a different protein, DPY-27, in 
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the place of Smc4 [135,136]. This complex is known as the dosage compensation complex (DCC) and plays a role 

in down-regulating each of the two X chromosomes in C. elegans hermaphrodites to achieve an equal level of 

expression with males, which have one X chromosome [reviewed by 592]. Observations consistent with a role for 

condensin complexes in transcriptional silencing have also been made in organisms that do not have a condensin-

related DCC. For example, condensin I in Drosophila has been observed to contribute to Polycomb-mediated 

silencing [593], condensin II in mice T-cells maintains gene silencing and a quiescent state [594], and yeast 

condensin mutants have defects in silencing of mating type loci [140] and telomeres, while silencing at the rDNA is 

enhanced [595]. These gene silencing roles could reflect a novel function of condensin; alternatively, they could be 

related to the role of condensin in compaction, for example, compact chromatin may be less accessible to 

transcription factors. 

 

Consistent with an architectural role for condensin proteins outside mitosis, they have been shown to have 

multiple roles in interphase nuclear organization. In budding yeast, tDNA genes from the 16 different chromosomes 

cluster with RNA polymerase III at the nucleolus, where tRNA transcription occurs, and condensin is required for 

this clustering [596–598]. In mammalian cells, it has been shown that condensin II begins the process of resolving 

sister chromatids as soon as they are replicated [145], which could have functional consequences for nuclear 

organization in G2. A specific role for condensin proteins in nuclear organization has been particularly well-

described in Drosophila. Early studies showed that condensin components regulate PEV, silencing that is associated 

with proximity to heterochromatin [150,599], which could reflect a role in chromosome organization as well as in 

transcriptional silencing. Subsequently, it was shown that condensin II antagonizes the pairing of homologous 

chromosomes in Drosophila, both in polytene chromosomes and in cycling cells as assayed by FISH [600,601]. 

Consistent with this role, condensin II over-expression disrupts transvection [600], and several condensin regulators 

have been identified which also regulate pairing levels [601–605]. Condensin II also promotes the formation of 

chromosome territories [606]. Therefore, condensin II plays a key role in nuclear organization in Drosophila, and 

given that condensin is so well-conserved, potentially could do so in other organisms as well.  
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Long non-coding RNAs in nuclear organization 

 

In addition to proteins, long noncoding RNAs (lncRNAs) have also been shown to contribute to higher-

order genome organization. Several lncRNAs have been proposed to play organizational roles by providing 

scaffolding for nuclear bodies, including nuclear speckles and paraspeckles, which are regions within the nucleus 

where specific proteins co-localize [reviewed by 607]. In these cases, the lncRNAs localize at the sites of their 

transcription and recruit proteins to them, allowing various functions such as RNA processing or sequestration 

[607].  

 

There are also lncRNAs that regulate long-range inter-chromosomal interactions or the organization of 

whole chromosomes. For example, the lncRNA Xist, which spreads across one of the two X chromosomes in 

mammalian females in an essential step of X-inactivation, has been shown to alter the topological organization of 

the X chromosome [608–610]. As for inter-chromosomal interactions, a recently identified long intergenetic 

noncoding RNA (lincRNA) known as the functional intergenic repeating RNA element, or Firre, localizes at a 5 Mb 

domain around its transcription site on the X chromosome but also recruits at least five other loci on different 

chromosomes [611]. Firre has also been shown to cause the inactive X to localize near the nucleolus [612]. These 

results demonstrate that lncRNAs can play a role in nuclear positioning and inter-chromosomal interactions. 

 

Interestingly, RNAs have also been proposed to play a role in homolog pairing. How homologous 

sequences recognize each other in the nucleus, whether in Drosophila somatic pairing, in the more localized 

examples of pairing seen in mammals, or in the search for repair templates during homologous recombination, is not 

fully understood. Since RNAs are reporters of DNA sequence, it is possible that they might be the molecules 

through which homology is recognized. In fact, RNA may mediate pairing in S. pombe meiosis, where, as described 

above, telomere clustering gives way to homologous pairing. One study found that transcripts from a specific locus 

were retained on the chromosome and facilitated pairing at that locus, while translocation of this locus to other sites 

caused ectopic pairing [613]. It will be of great interest to determine if chromosomally-retained RNAs play a role in 

pairing in other organisms.  
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Conclusions, and Aims of this Dissertation  

 

In this chapter, I have presented a review describing techniques for studying nuclear organization, the 

organization of chromosomes both in mitosis and in interphase, the functional impacts of this organization on gene 

expression and other processes, and several factors known to be involved in determining these different types of 

organization. To conclude, I give a brief overview of the questions that motivated the work described in this 

dissertation, and explain our choice of experimental system. 

 

Open questions on the roles of mitotic proteins in interphase nuclear organization 

 

As this review has highlighted, there are several proteins that play key roles in the organization of 

chromosomes both in interphase and in mitosis, including cohesin and condensin. For example, cohesin must 

maintain a unique inter-chromosomal connection between sister chromatids, but is also involved in enhancer-

promoter looping and other types of intra-chromosomal contacts in interphase. Cohesion between sister chromatids 

has mostly been studied in the context of mitosis, but is also a prominent feature of interphase nuclear organization 

in G2, when sister chromatids are kept in close alignment. In Drosophila, the situation is even more complicated, 

because in addition to the interactions between sister chromatids, homologous chromosomes are paired. Here I 

investigate the role of cohesin prior to mitosis in Drosophila, examining the organization of sister chromatids in 

interphase. These studies are presented in Chapter 2. 

 

I also explore the relationship of sister chromatid cohesion to the pairing of homologs, both of which are 

interactions occurring between chromosomes that share homology. As described above, condensin proteins are 

known to regulate both somatic homolog pairing in Drosophila as well as sister chromatid segregation in many 

different organisms. Therefore, cohesin and condensin have functional interactions in shaping chromosomes. I have 

examined these interactions in Drosophila cells both in interphase and in mitosis. In particular, I have investigated 

whether mechanisms of homolog pairing contribute to the organization of sister chromatids in interphase, and these 

studies are the focus of Chapter 3. 
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My studies of cohesin and condensin reveal how mitotic proteins may have roles throughout the cell cycle. 

This is not the only way in which mitotic regulators may establish interphase nuclear organization. For example, the 

Rabl configuration seen in interphase nuclei is thought to be a consequence of the way in which chromosomes are 

pulled during segregation in anaphase and telophase. Interestingly, the extent of centromere clustering can vary 

between different organisms, in different cell types of the same organism, and even over the course of the cell cycle, 

suggesting that pathways exist to regulate clustering beyond establishment in mitosis. While a few factors required 

for centromere clustering are known, we sought to identify additional regulatory factors, expanding our knowledge 

of how clustering is both established and maintained. These efforts are the focus of Chapter 4.  

 

Studying homologous and heterologous interactions by FISH 

 

To answer these questions, we have used visual techniques to examine nuclear organization. While Hi-C 

based methods have developed to the point of distinguishing homologs based on SNP differences, sister chromatids 

are identical by sequence and their relative positioning cannot be examined. FISH does not necessarily distinguish 

sisters or homologs (depending on the FISH technology used), but the number of signals and their relative 

positioning can be used to examine the interactions between these different chromosomes. Additionally, FISH 

allows us to study the co-occurrence of multiple events in the same cell, such as the clustering of multiple 

nonhomologous centromeres. Rather than average interaction frequencies obtained over a population of cells, we 

can examine combinations of events taking place in the same cell. Finally, FISH is amenable to high-throughput 

screening, which facilitates the identification of new genes involved in nuclear organization.  

 

Drosophila as a model system for studying nuclear organization 

 

In the work presented here, we focus on the fruit fly Drosophila melanogaster as a model system for 

studying nuclear organization. Historically, the fruit fly has been an important and widely-used system in this field 

for several reasons, including the ability to examine chromosome structure in polytene tissues and the existence of 

visible phenotypes related to chromosome organization, such as position effect variegation and transvection. 

Additionally, Drosophila have fewer chromosomes than mammalian cells, four diploid pairs in Drosophila 
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melanogaster, providing a relatively simple system for defining inter-chromosomal associations. Finally, interesting 

aspects of Drosophila nuclear organization, including both homolog pairing [601,614] and centromere clustering 

[468], can be observed in cell culture, facilitating the study of genes involved in these processes in addition to 

allowing screening for new ones. A screen conducted in our laboratory for factors involved in pairing identified 

genes that are conserved from Drosophila to mammals, suggesting that while Drosophila are extreme in the extent to 

which they pair their chromosomes, the underlying mechanisms may be conserved in other organisms, where they 

perhaps act in a more localized or temporally restricted fashion [601]. Indeed, many features of nuclear organization, 

including Polycomb-mediated repression and the role of cohesin in gene expression, were initially studied in 

Drosophila but are conserved in mammals. Therefore, we view the Drosophila system as an ideal one for continued 

studies of the mechanisms driving nuclear organization.  



34 

 

References  

1.  Sutton WS. On the Morphology of the Chromosome Group in Brachystola Magna. Biol Bull. 1902;4:24–39.  

2.  Sutton WS. The chromosomes in heredity. Biol Bull. 1903;4:231–51.  

3.  Boveri T. Ergebnisse über die Konstitution der chromatischen Substanz des Zelkerns. Fish Jena. 1904;  

4.  Cremer T, Cremer M. Chromosome territories. Cold Spring Harb Perspect Biol. 2010;2(3):a003889.  

5.  Zorn C, Cremer T, Cremer C, Zimmer J. Laser UV microirradiation of interphase nuclei and post-treatment 

with caffeine. A new approach to establish the arrangement of interphase chromosomes. Hum Genet. 

1976;35(1):83–9.  

6.  Zorn C, Cremer C, Cremer T, Zimmer J. Unscheduled DNA synthesis after partial UV irradiation of the cell 

nucleus. Distribution in interphase and metaphase. Exp Cell Res. 1979;124(1):111–9.  

7.  Cremer T, Cremer C, Baumann H, Luedtke EK, Sperling K, Teuber V, et al. Rabl’s model of the interphase 

chromosome arrangement tested in Chinise hamster cells by premature chromosome condensation and laser-

UV-microbeam experiments. Hum Genet. 1982;60(1):46–56.  

8.  Cremer T, Cremer C, Schneider T, Baumann H, Hens L, Kirsch-Volders M. Analysis of chromosome 

positions in the interphase nucleus of Chinese hamster cells by laser-UV-microirradiation experiments. Hum 

Genet. 1982;62(3):201–9.  

9.  Fraser J, Williamson I, Bickmore WA, Dostie J. An Overview of Genome Organization and How We Got 

There: from FISH to Hi-C. Microbiol Mol Biol Rev. 2015;79(3):347–72.  

10.  Pederson T. The nucleolus. Cold Spring Harb Perspect Biol. 2011;3(3):a000638.  

11.  Stack SM, Brown DB, Dewey WC. Visualization of interphase chromosomes. J Cell Sci. 1977;26(1):281–

99.  

12.  Gall JG. The origin of in situ hybridization - A personal history. Methods. 2016;98:4–9.  

13.  Gall JG, Pardue ML. Formation and detection of RNA-DNA hybrid molecules in cytological preparations. 

Proc Natl Acad Sci U S A. 1969;63(2):378–83.  

14.  Pardue ML, Gall JG. Molecular hybridization of radioactive DNA to the DNA of cytological preparations. 

Proc Natl Acad Sci U S A. 1969;64(2):600–4.  

15.  John HA, Birnstiel ML, Jones KW. RNA-DNA Hybrids at the Cytological Level. Nature. 

1969;223(5206):582–7.  

16.  Rudkin GT, Stollar BD. High resolution detection of DNA–RNA hybrids in situ by indirect 

immunofluorescence. Nature. 1977;265(5593):472–3.  

17.  Bauman JGJ, Wiegant J, Borst P, van Duijn P. A new method for fluorescence microscopical localization of 

specific DNA sequences by in situ hybridization of fluorochromelabelled RNA. Exp Cell Res. 

1980;128(2):485–90.  

18.  Boyle S, Rodesch MJ, Halvensleben HA, Jeddeloh JA, Bickmore WA. Fluorescence in situ hybridization 

with high-complexity repeat-free oligonucleotide probes generated by massively parallel synthesis. 

Chromosome Res. 2011;19(7):901–9.  

19.  Beliveau BJ, Joyce EF, Apostolopoulos N, Yilmaz F, Fonseka CY, McCole RB, et al. Versatile design and 

synthesis platform for visualizing genomes with Oligopaint FISH probes. Proc Natl Acad Sci U S A. 

2012;109(52):21301–6.  

20.  Beliveau BJ, Apostolopoulos N, Wu C-T. Visualizing genomes with Oligopaint FISH probes. Curr Protoc 

Mol Biol. 2014;105:14.23.1–14.23.20.  



35 

 

21.  Bienko M, Crosetto N, Teytelman L, Klemm S, Itzkovitz S, van Oudenaarden A. A versatile genome-scale 

PCR-based pipeline for high-definition DNA FISH. Nat Methods. 2013;10(2):122–4.  

22.  van Steensel B, Henikoff S. Identification of in vivo DNA targets of chromatin proteins using tethered dam 

methyltransferase. Nat Biotechnol. 2000;18(4):424–8.  

23.  van Steensel B, Delrow J, Henikoff S. Chromatin profiling using targeted DNA adenine methyltransferase. 

Nat Genet. 2001;27(3):304–8.  

24.  Greil F, Moorman C, van Steensel B. DamID: mapping of in vivo protein-genome interactions using 

tethered DNA adenine methyltransferase. Methods Enzymol. 2006;410:342–59.  

25.  Vogel MJ, Peric-Hupkes D, van Steensel B. Detection of in vivo protein-DNA interactions using DamID in 

mammalian cells. Nat Protoc. 2007;2(6):1467–78.  

26.  Dekker J, Rippe K, Dekker M, Kleckner N. Capturing chromosome conformation. Science. 

2002;295(5558):1306–11.  

27.  de Laat W, Dekker J. 3C-based technologies to study the shape of the genome. Methods. 2012;58(3):189–

91.  

28.  de Wit E, de Laat W. A decade of 3C technologies: insights into nuclear organization. Genes Dev. 

2012;26(1):11–24.  

29.  Lieberman-Aiden E, van Berkum NL, Williams L, Imakaev M, Ragoczy T, Telling A, et al. Comprehensive 

mapping of long-range interactions reveals folding principles of the human genome. Science. 

2009;326(5950):289–93.  

30.  Belton J-M, McCord RP, Gibcus JH, Naumova N, Zhan Y, Dekker J. Hi-C: a comprehensive technique to 

capture the conformation of genomes. Methods. 2012;58(3):268–76.  

31.  Dekker J, Marti-Renom MA, Mirny LA. Exploring the three-dimensional organization of genomes: 

interpreting chromatin interaction data. Nat Rev Genet. 2013;14(6):390–403.  

32.  Williamson I, Berlivet S, Eskeland R, Boyle S, Illingworth RS, Paquette D, et al. Spatial genome 

organization: contrasting views from chromosome conformation capture and fluorescence in situ 

hybridization. Genes Dev. 2014;28(24):2778–91.  

33.  Beliveau BJ, Boettiger AN, Avendaño MS, Jungmann R, McCole RB, Joyce EF, et al. Single-molecule 

super-resolution imaging of chromosomes and in situ haplotype visualization using Oligopaint FISH probes. 

Nat Commun. 2015;6:7147.  

34.  Solovei I, Cavallo A, Schermelleh L, Jaunin F, Scasselati C, Cmarko D, et al. Spatial preservation of nuclear 

chromatin architecture during three-dimensional fluorescence in situ hybridization (3D-FISH). Exp Cell 

Res. 2002;276(1):10–23.  

35.  Robinett CC, Straight A, Li G, Willhelm C, Sudlow G, Murray A, et al. In vivo localization of DNA 

sequences and visualization of large-scale chromatin organization using lac operator/repressor recognition. J 

Cell Biol. 1996;135(6 Pt 2):1685–700.  

36.  Miyanari Y, Ziegler-Birling C, Torres-Padilla M-E. Live visualization of chromatin dynamics with 

fluorescent TALEs. Nat Struct Mol Biol. 2013;20(11):1321–4.  

37.  Chen B, Gilbert LA, Cimini BA, Schnitzbauer J, Zhang W, Li G-W, et al. Dynamic imaging of genomic loci 

in living human cells by an optimized CRISPR/Cas system. Cell. 2013;155(7):1479–91.  

38.  Dekker J, Misteli T. Long-Range Chromatin Interactions. Cold Spring Harb Perspect Biol. 

2015;7(10):a019356.  

39.  Nagano T, Lubling Y, Stevens TJ, Schoenfelder S, Yaffe E, Dean W, et al. Single-cell Hi-C reveals cell-to-

cell variability in chromosome structure. Nature. 2013;502(7469):59–64.  



36 

 

40.  Nagano T, Lubling Y, Yaffe E, Wingett SW, Dean W, Tanay A, et al. Single-cell Hi-C for genome-wide 

detection of chromatin interactions that occur simultaneously in a single cell. Nat Protoc. 2015;10(12):1986–

2003.  

41.  Selvaraj S, R Dixon J, Bansal V, Ren B. Whole-genome haplotype reconstruction using proximity-ligation 

and shotgun sequencing. Nat Biotechnol. 2013;31(12):1111–8.  

42.  Rao SSP, Huntley MH, Durand NC, Stamenova EK, Bochkov ID, Robinson JT, et al. A 3D Map of the 

Human Genome at Kilobase Resolution Reveals Principles of Chromatin Looping. Cell. 2014;159(7):1665–

80.  

43.  Dixon JR, Jung I, Selvaraj S, Shen Y, Antosiewicz-Bourget JE, Lee AY, et al. Chromatin architecture 

reorganization during stem cell differentiation. Nature. 2015;518(7539):331–6.  

44.  Maeshima K, Eltsov M. Packaging the genome: the structure of mitotic chromosomes. J Biochem. 

2008;143(2):145–53.  

45.  Moser SC, Swedlow JR. How to be a mitotic chromosome. Chromosome Res. 2011;19(3):307–19.  

46.  Dekker J. Two ways to fold the genome during the cell cycle: insights obtained with chromosome 

conformation capture. Epigenetics Chromatin. 2014;7(1):25.  

47.  Stubblefield E, Wray W. Architecture of the Chinese hamster metaphase chromosome. Chromosoma. 

1971;32(3):262–94.  

48.  Paulson JR, Laemmli UK. The structure of histone-depleted metaphase chromosomes. Cell. 

1977;12(3):817–28.  

49.  Marsden MP, Laemmli UK. Metaphase chromosome structure: evidence for a radial loop model. Cell. 

1979;17(4):849–58.  

50.  Earnshaw WC, Laemmli UK. Architecture of metaphase chromosomes and chromosome scaffolds. J Cell 

Biol. 1983;96(1):84–93.  

51.  Lewis CD, Laemmli UK. Higher order metaphase chromosome structure: evidence for metalloprotein 

interactions. Cell. 1982;29(1):171–81.  

52.  Earnshaw WC, Halligan B, Cooke CA, Heck MM, Liu LF. Topoisomerase II is a structural component of 

mitotic chromosome scaffolds. J Cell Biol. 1985;100(5):1706–15.  

53.  Gasser SM, Laroche T, Falquet J, Boy de la Tour E, Laemmli UK. Metaphase chromosome structure. 

Involvement of topoisomerase II. J Mol Biol. 1986;188(4):613–29.  

54.  Maeshima K, Laemmli UK. A Two-Step Scaffolding Model for Mitotic Chromosome Assembly. Dev Cell. 

2003;4(4):467–80.  

55.  Sedat J, Manuelidis L. A Direct Approach to the Structure of Eukaryotic Chromosomes. Cold Spring Harb 

Symp Quant Biol. 1978;42(Pt 1):331–50.  

56.  Belmont AS, Sedat JW, Agard DA. A three-dimensional approach to mitotic chromosome structure: 

evidence for a complex hierarchical organization. J Cell Biol. 1987;105(1):77–92.  

57.  Strukov YG, Wang Y, Belmont AS. Engineered chromosome regions with altered sequence composition 

demonstrate hierarchical large-scale folding within metaphase chromosomes. J Cell Biol. 2003;162(1):23–

35.  

58.  Naumova N, Imakaev M, Fudenberg G, Zhan Y, Lajoie BR, Mirny LA, et al. Organization of the mitotic 

chromosome. Science. 2013;342(6161):948–53.  

59.  Laemmli UK, Käs E, Poljak L, Adachi Y. Scaffold-associated regions: cis-acting determinants of chromatin 

structural loops and functional domains. Curr Opin Genet Dev. 1992;2(2):275–85.  



37 

 

60.  Poirier MG, Marko JF. Mitotic chromosomes are chromatin networks without a mechanically contiguous 

protein scaffold. Proc Natl Acad Sci U S A. 2002;99(24):15393–7.  

61.  Kireeva N, Lakonishok M, Kireev I, Hirano T, Belmont AS. Visualization of early chromosome 

condensation: a hierarchical folding, axial glue model of chromosome structure. J Cell Biol. 

2004;166(6):775–85.  

62.  Uemura T, Yanagida M. Isolation of type I and II DNA topoisomerase mutants from fission yeast: single 

and double mutants show different phenotypes in cell growth and chromatin organization. EMBO J. 

1984;3(8):1737–44.  

63.  Saka Y, Sutani T, Yamashita Y, Saitoh S, Takeuchi M, Nakaseko Y, et al. Fission yeast cut3 and cut14, 

members of a ubiquitous protein family, are required for chromosome condensation and segregation in 

mitosis. EMBO J. 1994;13(20):4938–52.  

64.  Shintomi K, Takahashi TS, Hirano T. Reconstitution of mitotic chromatids with a minimum set of purified 

factors. Nat Cell Biol. 2015;17(8):1014–23.  

65.  Vos SM, Tretter EM, Schmidt BH, Berger JM. All tangled up: how cells direct, manage and exploit 

topoisomerase function. Nat Rev Mol Cell Biol. 2011;12(12):827–41.  

66.  Forterre P, Gribaldo S, Gadelle D, Serre M-C. Origin and evolution of DNA topoisomerases. Biochimie. 

2007;89(4):427–46.  

67.  Ohta S, Bukowski-Wills J-C, Sanchez-Pulido L, Alves F de L, Wood L, Chen ZA, et al. The protein 

composition of mitotic chromosomes determined using multiclassifier combinatorial proteomics. Cell. 

2010;142(5):810–21.  

68.  Swedlow JR, Sedat JW, Agard DA. Multiple chromosomal populations of topoisomerase II detected in vivo 

by time-lapse, three-dimensional wide-field microscopy. Cell. 1993;73(1):97–108.  

69.  Christensen MO, Larsen MK, Barthelmes HU, Hock R, Andersen CL, Kjeldsen E, et al. Dynamics of human 

DNA topoisomerases IIalpha and IIbeta in living cells. J Cell Biol. 2002;157(1):31–44.  

70.  Tavormina PA, Côme M-G, Hudson JR, Mo Y-Y, Beck WT, Gorbsky GJ. Rapid exchange of mammalian 

topoisomerase II alpha at kinetochores and chromosome arms in mitosis. J Cell Biol. 2002;158(1):23–9.  

71.  Uemura T, Ohkura H, Adachi Y, Morino K, Shiozaki K, Yanagida M. DNA topoisomerase II is required for 

condensation and separation of mitotic chromosomes in S. pombe. Cell. 1987;50(6):917–25.  

72.  Holm C, Stearns T, Botstein D. DNA topoisomerase II must act at mitosis to prevent nondisjunction and 

chromosome breakage. Mol Cell Biol. 1989;9(1):159–68.  

73.  Wood ER, Earnshaw WC. Mitotic chromatin condensation in vitro using somatic cell extracts and nuclei 

with variable levels of endogenous topoisomerase II. J Cell Biol. 1990;111(6 Pt 2):2839–50.  

74.  Gorbsky GJ. Cell Cycle Progression and Chromosome Segregation in Mammalian Cells Cultured in the 

Presence of the Topoisomerase II Inhibitors ICRF-187 [(+)-1,2-bis(3,5-dioxopiperazinyl-1-yl)propane; 

ADR-529] and ICRF-159 (Razoxane). Cancer Res. 1994;54(4):1042–8.  

75.  Wang LH-C, Mayer B, Stemmann O, Nigg EA. Centromere DNA decatenation depends on cohesin removal 

and is required for mammalian cell division. J Cell Sci. 2010;123(Pt 5):806–13.  

76.  Broderick R, Niedzwiedz W. Sister chromatid decatenation: bridging the gaps in our knowledge. Cell Cycle. 

2015;14(19):3040–4.  

77.  Uemura T, Ohkura H, Adachi Y, Morino K, Shiozaki K, Yanagida M. DNA topoisomerase II is required for 

condensation and separation of mitotic chromosomes in S. pombe. Cell. 1987;50(6):917–25.  

78.  Adachi Y, Luke M, Laemmli UK. Chromosome assembly in vitro: topoisomerase II is required for 

condensation. Cell. 1991;64(1):137–48.  



38 

 

79.  Hirano T, Mitchison TJ. Cell cycle control of higher-order chromatin assembly around naked DNA in vitro. 

J Cell Biol. 1991 Dec;115(6):1479–89.  

80.  Hirano T, Mitchison TJ. Topoisomerase II does not play a scaffolding role in the organization of mitotic 

chromosomes assembled in Xenopus egg extracts. J Cell Biol. 1993;120(3):601–12.  

81.  Samejima K, Samejima I, Vagnarelli P, Ogawa H, Vargiu G, Kelly DA, et al. Mitotic chromosomes are 

compacted laterally by KIF4 and condensin and axially by topoisomerase IIα. J Cell Biol. 2012;199(5):755–

70.  

82.  Rattner JB, Hendzel MJ, Furbee CS, Muller MT, Bazett-Jones DP. Topoisomerase II alpha is associated 

with the mammalian centromere in a cell cycle- and species-specific manner and is required for proper 

centromere/kinetochore structure. J Cell Biol. 1996;134(5):1097–107.  

83.  Kawamura R, Pope LH, Christensen MO, Sun M, Terekhova K, Boege F, et al. Mitotic chromosomes are 

constrained by topoisomerase II-sensitive DNA entanglements. J Cell Biol. 2010;188(5):653–63.  

84.  Meyer KN, Kjeldsen E, Straub T, Knudsen BR, Hickson ID, Kikuchi A, et al. Cell cycle-coupled relocation 

of types I and II topoisomerases and modulation of catalytic enzyme activities. J Cell Biol. 

1997;136(4):775–88.  

85.  Null AP, Hudson J, Gorbsky GJ. Both alpha and beta isoforms of mammalian DNA topoisomerase II 

associate with chromosomes in mitosis. Cell Growth Differ. 2002;13(7):325–33.  

86.  Saitoh N, Goldberg IG, Wood ER, Earnshaw WC. ScII: an abundant chromosome scaffold protein is a 

member of a family of putative ATPases with an unusual predicted tertiary structure. J Cell Biol. 

1994;127(2):303–18.  

87.  Nasmyth K, Haering CH. The structure and function of SMC and kleisin complexes. Annu Rev Biochem. 

2005;74:595–648.  

88.  Jeppsson K, Kanno T, Shirahige K, Sjögren C. The maintenance of chromosome structure: positioning and 

functioning of SMC complexes. Nat Rev Mol Cell Biol. 2014;15(9):601–14.  

89.  Strunnikov A V., Larionov VL, Koshland D. SMC1: an essential yeast gene encoding a putative head-rod-

tail protein is required for nuclear division and defines a new ubiquitous protein family. J Cell Biol. 

1993;123(6 Pt 2):1635–48.  

90.  Strunnikov A V., Hogan E, Koshland D. SMC2, a Saccharomyces cerevisiae gene essential for chromosome 

segregation and condensation, defines a subgroup within the SMC family. Genes Dev. 1995;9(5):587–99.  

91.  Nasmyth K. Disseminating the genome: joining, resolving, and separating sister chromatids during mitosis 

and meiosis. Annu Rev Genet. 2001;35:673–745.  

92.  Melby TE, Ciampaglio CN, Briscoe G, Erickson HP. The symmetrical structure of structural maintenance of 

chromosomes (SMC) and MukB proteins: long, antiparallel coiled coils, folded at a flexible hinge. J Cell 

Biol. 1998;142(6):1595–604.  

93.  Hopfner KP, Karcher A, Shin DS, Craig L, Arthur LM, Carney JP, et al. Structural biology of Rad50 

ATPase: ATP-driven conformational control in DNA double-strand break repair and the ABC-ATPase 

superfamily. Cell. 2000;101(7):789–800.  

94.  Löwe J, Cordell SC, van den Ent F. Crystal structure of the SMC head domain: an ABC ATPase with 900 

residues antiparallel coiled-coil inserted. J Mol Biol. 2001;306(1):25–35.  

95.  Haering CH, Löwe J, Hochwagen A, Nasmyth K. Molecular architecture of SMC proteins and the yeast 

cohesin complex. Mol Cell. 2002;9(4):773–88.  

96.  Schleiffer A, Kaitna S, Maurer-Stroh S, Glotzer M, Nasmyth K, Eisenhaber F. Kleisins: a superfamily of 

bacterial and eukaryotic SMC protein partners. Mol Cell. 2003;11(3):571–5.  



39 

 

97.  Reyes-Lamothe R, Nicolas E, Sherratt DJ. Chromosome replication and segregation in bacteria. Annu Rev 

Genet. 2012;46:121–43.  

98.  Wang X, Montero Llopis P, Rudner DZ. Organization and segregation of bacterial chromosomes. Nat Rev 

Genet. 2013;14(3):191–203.  

99.  Marston AL. Chromosome segregation in budding yeast: sister chromatid cohesion and related mechanisms. 

Genetics. 2014;196(1):31–63.  

100.  Onn I, Heidinger-Pauli JM, Guacci V, Unal E, Koshland DE. Sister chromatid cohesion: a simple concept 

with a complex reality. Annu Rev Cell Dev Biol. 2008;24:105–29.  

101.  Guacci V, Koshland D, Strunnikov A. A direct link between sister chromatid cohesion and chromosome 

condensation revealed through the analysis of MCD1 in S. cerevisiae. Cell. 1997;91(1):47–57.  

102.  Michaelis C, Ciosk R, Nasmyth K. Cohesins: Chromosomal proteins that prevent premature separation of 

sister chromatids. Cell. 1997;91(1):35–45.  

103.  Losada A, Hirano M, Hirano T. Identification of Xenopus SMC protein complexes required for sister 

chromatid cohesion. Genes Dev. 1998;12(13):1986–97.  

104.  Ciosk R, Shirayama M, Shevchenko A, Tanaka T, Toth A, Shevchenko A, et al. Cohesin’s Binding to 

Chromosomes Depends on a Separate Complex Consisting of Scc2 and Scc4 Proteins. Mol Cell. 

2000;5(2):243–54.  

105.  Darwiche N, Freeman LA, Strunnikov A. Characterization of the components of the putative mammalian 

sister chromatid cohesion complex. Gene. 1999;233(1-2):39–47.  

106.  Sumara I, Vorlaufer E, Gieffers C, Peters BH, Peters JM. Characterization of vertebrate cohesin complexes 

and their regulation in prophase. J Cell Biol. 2000;151(4):749–62.  

107.  Uhlmann F, Nasmyth K. Cohesion between sister chromatids must be established during DNA replication. 

Curr Biol. 1998;8(20):1095–101.  

108.  Skibbens R V, Corson LB, Koshland D, Hieter P. Ctf7p is essential for sister chromatid cohesion and links 

mitotic chromosome structure to the DNA replication machinery. Genes Dev. 1999;13(3):307–19.  

109.  Tóth A, Ciosk R, Uhlmann F, Galova M, Schleiffer A, Nasmyth K. Yeast cohesin complex requires a 

conserved protein, Eco1p(Ctf7), to establish cohesion between sister chromatids during DNA replication. 

Genes Dev. 1999;13(3):320–33.  

110.  Ciosk R, Zachariae W, Michaelis C, Shevchenko A, Mann M, Nasmyth K. An ESP1 / PDS1 Complex 

Regulates Loss of Sister Chromatid Cohesion at the Metaphase to Anaphase Transition in Yeast. Cell. 

1998;93(6):1067–76.  

111.  Uhlmann F, Lottspeich F, Nasmyth K. Sister-chromatid separation at anaphase onset is promoted by 

cleavage of the cohesin subunit Scc1. Nature. 1999;400(6739):37–42.  

112.  Uhlmann F, Wernic D, Poupart M-A, Koonin E, Nasmyth K. Cleavage of Cohesin by the CD Clan Protease 

Separin Triggers Anaphase in Yeast. Cell. 2000;103(3):375–86.  

113.  Hauf S, Waizenegger IC, Peters JM. Cohesin cleavage by separase required for anaphase and cytokinesis in 

human cells. Science. 2001;293(5533):1320–3.  

114.  Kumada K, Yao R, Kawaguchi T, Karasawa M, Hoshikawa Y, Ichikawa K, et al. The selective continued 

linkage of centromeres from mitosis to interphase in the absence of mammalian separase. J Cell Biol. 

2006;172(6):835–46.  

115.  Tomonaga T, Nagao K, Kawasaki Y, Furuya K, Murakami A, Morishita J, et al. Characterization of fission 

yeast cohesin: essential anaphase proteolysis of Rad21 phosphorylated in the S phase. Genes Dev. 

2000;14(21):2757–70.  



40 

 

116.  Sonoda E, Matsusaka T, Morrison C, Vagnarelli P, Hoshi O, Ushiki T, et al. Scc1/Rad21/Mcd1 Is Required 

for Sister Chromatid Cohesion and Kinetochore Function in Vertebrate Cells. Dev Cell. 2001;1(6):759–70.  

117.  Vass S, Cotterill S, Valdeolmillos AM, Barbero JL, Lin E, Warren WD, et al. Depletion of Drad21/Scc1 in 

Drosophila cells leads to instability of the cohesin complex and disruption of mitotic progression. Curr Biol. 

2003;13(3):208–18.  

118.  Kenney RD, Heald R. Essential roles for cohesin in kinetochore and spindle function in Xenopus egg 

extracts. J Cell Sci. 2006;119(Pt 24):5057–66.  

119.  Anderson DE, Losada A, Erickson HP, Hirano T. Condensin and cohesin display different arm 

conformations with characteristic hinge angles. J Cell Biol. 2002;156(3):419–24.  

120.  Gruber S, Haering CH, Nasmyth K. Chromosomal cohesin forms a ring. Cell. 2003;112(6):765–77.  

121.  Haering CH, Farcas A-M, Arumugam P, Metson J, Nasmyth K. The cohesin ring concatenates sister DNA 

molecules. Nature. 2008;454(7202):297–301.  

122.  Farcas A-M, Uluocak P, Helmhart W, Nasmyth K. Cohesin’s Concatenation of Sister DNAs Maintains 

Their Intertwining. Mol Cell. 2011;44(1):97–107.  

123.  Milutinovich M, Koshland DE. SMC Complexes -- Wrapped Up in Controversy. Science. 

2003;300(5622):1101–2.  

124.  Huang CE, Milutinovich M, Koshland D. Rings, bracelet or snaps: fashionable alternatives for Smc 

complexes. Philos Trans R Soc London B Biol Sci. 2005;360(1455):537–42.  

125.  Guacci V. Sister chromatid cohesion: the cohesin cleavage model does not ring true. Genes Cells. 

2007;12(6):693–708.  

126.  Hartman T, Stead K, Koshland D, Guacci V. Pds5p Is an Essential Chromosomal Protein Required for both 

Sister Chromatid Cohesion and Condensation in Saccharomyces cerevisiae. J Cell Biol. 2000;151(3):613–

26.  

127.  Lavoie BD, Hogan E, Koshland D. In vivo dissection of the chromosome condensation machinery: 

reversibility of condensation distinguishes contributions of condensin and cohesin. J Cell Biol. 

2002;156(5):805–15.  

128.  Lavoie BD, Hogan E, Koshland D. In vivo requirements for rDNA chromosome condensation reveal two 

cell-cycle-regulated pathways for mitotic chromosome folding. Genes Dev. 2004;18(1):76–87.  

129.  Guacci V, Koshland D. Cohesin-independent segregation of sister chromatids in budding yeast. Mol Biol 

Cell. 2012;23(4):729–39.  

130.  Hirano T, Mitchison TJ. A heterodimeric coiled-coil protein required for mitotic chromosome condensation 

in vitro. Cell. 1994;79(3):449–58.  

131.  Hirano T, Kobayashi R, Hirano M. Condensins, Chromosome Condensation Protein Complexes Containing 

XCAP-C, XCAP-E and a Xenopus Homolog of the Drosophila Barren Protein. Cell. 1997;89(4):511–21.  

132.  Hirano T. Condensins: organizing and segregating the genome. Curr Biol. 2005;15(7):R265–75.  

133.  Ono T, Losada A, Hirano M, Myers MP, Neuwald AF, Hirano T. Differential Contributions of Condensin I 

and Condensin II to Mitotic Chromosome Architecture in Vertebrate Cells. Cell. 2003;115(1):109–21.  

134.  Yeong FM, Hombauer H, Wendt KS, Hirota T, Mudrak I, Mechtler K, et al. Identification of a subunit of a 

novel Kleisin-beta/SMC complex as a potential substrate of protein phosphatase 2A. Curr Biol. 

2003;13(23):2058–64.  

135.  Tsai CJ, Mets DG, Albrecht MR, Nix P, Chan A, Meyer BJ. Meiotic crossover number and distribution are 

regulated by a dosage compensation protein that resembles a condensin subunit. Genes Dev. 

2008;22(2):194–211.  



41 

 

136.  Csankovszki G, Collette K, Spahl K, Carey J, Snyder M, Petty E, et al. Three Distinct Condensin 

Complexes Control C. elegans Chromosome Dynamics. Curr Biol. 2009;19(1):9–19.  

137.  Hudson DF, Marshall KM, Earnshaw WC. Condensin: Architect of mitotic chromosomes. Chromosom Res. 

2009;17(2):131–44.  

138.  Hirano T. Condensins and the evolution of torsion-mediated genome organization. Trends Cell Biol. 

2014;24(12):727–33.  

139.  Freeman L, Aragon-Alcaide L, Strunnikov A. The condensin complex governs chromosome condensation 

and mitotic transmission of rDNA. J Cell Biol. 2000;149(4):811–24.  

140.  Bhalla N, Biggins S, Murray AW. Mutation of YCS4, a budding yeast condensin subunit, affects mitotic and 

nonmitotic chromosome behavior. Mol Biol Cell. 2002;13(2):632–45.  

141.  D’Amours D, Stegmeier F, Amon A. Cdc14 and condensin control the dissolution of cohesin-independent 

chromosome linkages at repeated DNA. Cell. 2004;117(4):455–69.  

142.  Sullivan M, Higuchi T, Katis VL, Uhlmann F. Cdc14 Phosphatase Induces rDNA Condensation and 

Resolves Cohesin-Independent Cohesion during Budding Yeast Anaphase. Cell. 2004;117(4):471–82.  

143.  D’Ambrosio C, Kelly G, Shirahige K, Uhlmann F. Condensin-dependent rDNA decatenation introduces a 

temporal pattern to chromosome segregation. Curr Biol. 2008;18(14):1084–9.  

144.  Charbin A, Bouchoux C, Uhlmann F. Condensin aids sister chromatid decatenation by topoisomerase II. 

Nucleic Acids Res. 2014;42(1):340–8.  

145.  Ono T, Yamashita D, Hirano T. Condensin II initiates sister chromatid resolution during S phase. J Cell 

Biol. 2013;200(4):429–41.  

146.  Bhat MA, Philp A V, Glover DM, Bellen HJ. Chromatid segregation at anaphase requires the barren 

product, a novel chromosome-associated protein that interacts with Topoisomerase II. Cell. 

1996;87(6):1103–14.  

147.  Steffensen S, Coelho PA, Cobbe N, Vass S, Costa M, Hassan B, et al. A role for Drosophila SMC4 in the 

resolution of sister chromatids in mitosis. Curr Biol. 2001;11(5):295–307.  

148.  Coelho PA, Queiroz-Machado J, Sunkel CE. Condensin-dependent localisation of topoisomerase II to an 

axial chromosomal structure is required for sister chromatid resolution during mitosis. J Cell Sci. 

2003;116(Pt 23):4763–76.  

149.  Somma MP, Fasulo B, Siriaco G, Cenci G. Chromosome condensation defects in barren RNA-interfered 

Drosophila cells. Genetics. 2003;165(3):1607–11.  

150.  Dej KJ, Ahn C, Orr-Weaver TL. Mutations in the Drosophila condensin subunit dCAP-G: defining the role 

of condensin for chromosome condensation in mitosis and gene expression in interphase. Genetics. 

2004;168(2):895–906.  

151.  Jäger H, Rauch M, Heidmann S. The Drosophila melanogaster condensin subunit Cap-G interacts with the 

centromere-specific histone H3 variant CID. Chromosoma. 2005;113(7):350–61.  

152.  Savvidou E, Cobbe N, Steffensen S, Cotterill S, Heck MMS. Drosophila CAP-D2 is required for condensin 

complex stability and resolution of sister chromatids. J Cell Sci. 2005;118(Pt 11):2529–43.  

153.  Oliveira RA, Coelho PA, Sunkel CE. The Condensin I Subunit Barren / CAP-H Is Essential for the 

Structural Integrity of Centromeric Heterochromatin during Mitosis. Mol Cell Biol. 2005;25(20):8971–84.  

154.  Cuylen S, Haering CH. Deciphering condensin action during chromosome segregation. Trends Cell Biol. 

2011;21(9):552–9.  

155.  Shintomi K, Hirano T. The relative ratio of condensin I to II determines chromosome shapes. Genes Dev. 

2011;25(14):1464–9.  



42 

 

156.  Wignall SM, Deehan R, Maresca TJ, Heald R. The condensin complex is required for proper spindle 

assembly and chromosome segregation in Xenopus egg extracts. J Cell Biol. 2003;161(6):1041–51.  

157.  Hudson DF, Vagnarelli P, Gassmann R, Earnshaw WC. Condensin Is Required for Nonhistone Protein 

Assembly and Structural Integrity of Vertebrate Mitotic Chromosomes. Dev Cell. 2003;5(2):323–36.  

158.  Gerlich D, Hirota T, Koch B, Peters J-M, Ellenberg J. Condensin I stabilizes chromosomes mechanically 

through a dynamic interaction in live cells. Curr Biol. 2006;16(4):333–44.  

159.  Leonard J, Sen N, Torres R, Sutani T, Jarmuz A, Shirahige K, et al. Condensin Relocalization from 

Centromeres to Chromosome Arms Promotes Top2 Recruitment during Anaphase. Cell Rep. 

2015;13(11):2336–44.  

160.  Baxter J, Sen N, Martínez VL, De Carandini MEM, Schvartzman JB, Diffley JFX, et al. Positive 

supercoiling of mitotic DNA drives decatenation by topoisomerase II in eukaryotes. Science. 

2011;331(6022):1328–32.  

161.  Ono T, Fang Y, Spector DL, Hirano T. Spatial and temporal regulation of Condensins I and II in mitotic 

chromosome assembly in human cells. Mol Biol Cell. 2004;15(7):3296–308.  

162.  Hirota T, Gerlich D, Koch B, Ellenberg J, Peters J-M. Distinct functions of condensin I and II in mitotic 

chromosome assembly. J Cell Sci. 2004;117(Pt 26):6435–45.  

163.  Green LC, Kalitsis P, Chang TM, Cipetic M, Kim JH, Marshall O, et al. Contrasting roles of condensin I 

and condensin II in mitotic chromosome formation. J Cell Sci. 2012;125(Pt 6):1591–604.  

164.  Bakhrebah M, Zhang T, Mann JR, Kalitsis P, Hudson DF. Disruption of a conserved CAP-D3 threonine 

alters condensin loading on mitotic chromosomes leading to chromosome hypercondensation. J Biol Chem. 

2015;290(10):6156–67.  

165.  De Piccoli G, Torres-Rosell J, Aragón L. The unnamed complex: what do we know about Smc5-Smc6? 

Chromosom Res. 2009;17:251–63.  

166.  Pebernard S, Wohlschlegel J, McDonald WH, Yates JR 3rd, Boddy MN. The Nse5-Nse6 dimer mediates 

DNA repair roles of the Smc5-Smc6 complex. Mol Cell Biol. 2006;26(5):1617–30.  

167.  Nasim A, Smith BP. Genetic control of radiation sensitivity in Schizosaccharomyces pombe. Genetics. 

1975;79(4):573–82.  

168.  Prakash S, Prakash L. Increased spontaneous mitotic segregation in MMS-sensitive mutants of 

Saccharomyces cerevisiae. Genetics. 1977;87(2):229–36.  

169.  Fousteri MI, Lehmann AR. A novel SMC protein complex in Schizosaccharomyces pombe contains the 

Rad18 DNA repair protein. EMBO J. 2000;19(7):1691–702.  

170.  Lehmann AR, Walicka M, Griffiths DJ, Murray JM, Watts FZ, McCready S, et al. The rad18 gene of 

Schizosaccharomyces pombe defines a new subgroup of the SMC superfamily involved in DNA repair. Mol 

Cell Biol. 1995;15(12):7067–80.  

171.  Verkade HM, Bugg SJ, Lindsay HD, Carr AM, O’Connell MJ. Rad18 Is Required for DNA Repair and 

Checkpoint Responses in Fission Yeast. Mol Biol Cell. 1999;10(9):2905–18.  

172.  Fujioka Y, Kimata Y, Nomaguchi K, Watanabe K, Kohno K. Identification of a novel non-structural 

maintenance of chromosomes (SMC) component of the SMC5-SMC6 complex involved in DNA repair. J 

Biol Chem. 2002;277(24):21585–91.  

173.  Harvey SH, Sheedy DM, Cuddihy AR, O’Connell MJ. Coordination of DNA Damage Responses via the 

Smc5/Smc6 Complex. Mol Cell Biol. 2004;24(2):662–74.  

174.  McDonald WH, Pavlova Y, Yates JR 3rd, Boddy MN. Novel essential DNA repair proteins Nse1 and Nse2 

are subunits of the fission yeast Smc5-Smc6 complex. J Biol Chem. 2003;278(46):45460–7.  



43 

 

175.  Onoda F, Takeda M, Seki M, Maeda D, Tajima J, Ui A, et al. SMC6 is required for MMS-induced 

interchromosomal and sister chromatid recombinations in Saccharomyces cerevisiae. DNA Repair (Amst). 

2004;3(4):429–39.  

176.  Hu B, Liao C, Millson SH, Mollapour M, Prodromou C, Pearl LH, et al. Qri2/Nse4, a component of the 

essential Smc5/6 DNA repair complex. Mol Microbiol. 2005;55(6):1735–50.  

177.  Potts PR, Yu H. Human MMS21/NSE2 is a SUMO ligase required for DNA repair. Mol Cell Biol. 

2005;25(16):7021–32.  

178.  Zhao X, Blobel G. A SUMO ligase is part of a nuclear multiprotein complex that affects DNA repair and 

chromosomal organization. Proc Natl Acad Sci U S A. 2005;102(13):4777–82.  

179.  Ampatzidou E, Irmisch A, O’Connell MJ, Murray JM. Smc5/6 is required for repair at collapsed replication 

forks. Mol Cell Biol. 2006;26(24):9387–401.  

180.  Torres-Rosell J, De Piccoli G, Cordon-Preciado V, Farmer S, Jarmuz A, Machin F, et al. Anaphase onset 

before complete DNA replication with intact checkpoint responses. Science. 2007;315(5817):1411–5.  

181.  Kegel A, Betts-Lindroos H, Kanno T, Jeppsson K, Ström L, Katou Y, et al. Chromosome length influences 

replication-induced topological stress. Nature. 2011;471(7338):392–6.  

182.  Gallego-Paez LM, Tanaka H, Bando M, Takahashi M, Nozaki N, Nakato R, et al. Smc5/6-mediated 

regulation of replication progression contributes to chromosome assembly during mitosis in human cells. 

Mol Biol Cell. 2014;25(2):302–17.  

183.  Torres-Rosell J, Machín F, Farmer S, Jarmuz A, Eydmann T, Dalgaard JZ, et al. SMC5 and SMC6 genes are 

required for the segregation of repetitive chromosome regions. Nat Cell Biol. 2005;7(4):412–9.  

184.  Potts PR, Yu H. The SMC5/6 complex maintains telomere length in ALT cancer cells through 

SUMOylation of telomere-binding proteins. Nat Struct Mol Biol. 2007;14(7):581–90.  

185.  Chavez A, George V, Agrawal V, Johnson FB. Sumoylation and the structural maintenance of chromosomes 

(Smc) 5/6 complex slow senescence through recombination intermediate resolution. J Biol Chem. 

2010;285(16):11922–30.  

186.  Sollier J, Driscoll R, Castellucci F, Foiani M, Jackson SP, Branzei D. The Saccharomyces cerevisiae Esc2 

and Smc5-6 proteins promote sister chromatid junction-mediated intra-S repair. Mol Biol Cell. 

2009;20(6):1671–82.  

187.  Lindroos HB, Ström L, Itoh T, Katou Y, Shirahige K, Sjögren C. Chromosomal association of the Smc5/6 

complex reveals that it functions in differently regulated pathways. Mol Cell. 2006;22(6):755–67.  

188.  Wu N, Kong X, Ji Z, Zeng W, Potts PR, Yokomori K, et al. Scc1 sumoylation by Mms21 promotes sister 

chromatid recombination through counteracting Wapl. Genes Dev. 2012;26(13):1473–85.  

189.  Almedawar S, Colomina N, Bermúdez-López M, Pociño-Merino I, Torres-Rosell J. A SUMO-dependent 

step during establishment of sister chromatid cohesion. Curr Biol. 2012;22(17):1576–81.  

190.  Jeppsson K, Carlborg KK, Nakato R, Berta DG, Lilienthal I, Kanno T, et al. The chromosomal association 

of the Smc5/6 complex depends on cohesion and predicts the level of sister chromatid entanglement. PLoS 

Genet. 2014;10(10):e1004680.  

191.  Allshire RC, Karpen GH. Epigenetic regulation of centromeric chromatin: old dogs, new tricks? Nat Rev 

Genet. 2008;9(12):923–37.  

192.  Biggins S. The composition, functions, and regulation of the budding yeast kinetochore. Genetics. 

2013;194(4):817–46.  

193.  Burrack LS, Berman J. Flexibility of centromere and kinetochore structures. Trends Genet. 2012;28(5):204–

12.  



44 

 

194.  Steiner FA, Henikoff S. Diversity in the organization of centromeric chromatin. Curr Opin Genet Dev. 

2015;31:28–35.  

195.  Clarke L, Carbon J. Isolation of a yeast centromere and construction of functional small circular 

chromosomes. Nature. 1980;287(5782):504–9.  

196.  Bloom KS, Carbon J. Yeast centromere DNA is in a unique and highly ordered structure in chromosomes 

and small circular minichromosomes. Cell. 1982;29(2):305–17.  

197.  Fitzgerald-Hayes M, Clarke L, Carbon J. Nucleotide sequence comparisons and functional analysis of yeast 

centromere DNAs. Cell. 1982;29(1):235–44.  

198.  Clarke L, Carbon J. The structure and function of yeast centromeres. Annu Rev Genet. 1985;19:29–55.  

199.  Maddox PS, Oegema K, Desai A, Cheeseman IM. “Holo”er than thou: chromosome segregation and 

kinetochore function in C. elegans. Chromosome Res. 2004;12(6):641–53.  

200.  Black BE, Jansen LET, Foltz DR, Cleveland DW. Centromere identity, function, and epigenetic propagation 

across cell divisions. Cold Spring Harb Symp Quant Biol. 2010;75:403–18.  

201.  Henikoff S, Furuyama T. Epigenetic inheritance of centromeres. Cold Spring Harb Symp Quant Biol. 

2010;75:51–60.  

202.  Müller S, Almouzni G. A network of players in H3 histone variant deposition and maintenance at 

centromeres. Biochim Biophys Acta. 2014;1839(3):241–50.  

203.  Palmer DK, O’Day K, Trong HL, Charbonneau H, Margolis RL. Purification of the centromere-specific 

protein CENP-A and demonstration that it is a distinctive histone. Proc Natl Acad Sci U S A. 

1991;88(9):3734–8.  

204.  Meluh PB, Yang P, Glowczewski L, Koshland D, Smith MM. Cse4p is a component of the core centromere 

of Saccharomyces cerevisiae. Cell. 1998;94(5):607–13.  

205.  Sullivan KF, Hechenberger M, Masri K. Human CENP-A contains a histone H3 related histone fold domain 

that is required for targeting to the centromere. J Cell Biol. 1994;127(3):581–92.  

206.  Takahashi K, Chen ES, Yanagida M. Requirement of Mis6 centromere connector for localizing a CENP-A-

like protein in fission yeast. Science. 2000;288(5474):2215–9.  

207.  Buchwitz BJ, Ahmad K, Moore LL, Roth MB, Henikoff S. A histone-H3-like protein in C. elegans. Nature. 

1999;401(6753):547–8.  

208.  Henikoff S, Ahmad K, Platero JS, van Steensel B. Heterochromatic deposition of centromeric histone H3-

like proteins. Proc Natl Acad Sci U S A. 2000;97(2):716–21.  

209.  Blower MD, Karpen GH. The role of Drosophila CID in kinetochore formation, cell-cycle progression and 

heterochromatin interactions. Nat Cell Biol. 2001;3(8):730–9.  

210.  Westermann S, Drubin DG, Barnes G. Structures and functions of yeast kinetochore complexes. Ann Rev 

Biochem. 2007;76:563–91.  

211.  Cheeseman IM, Desai A. Molecular architecture of the kinetochore-microtubule interface. Nat Rev Mol Cell 

Biol. 2008;9(1):33–46.  

212.  Cheeseman IM. The kinetochore. Cold Spring Harb Perspect Biol. 2014;6(7):a015826.  

213.  Foley EA, Kapoor TM. Microtubule attachment and spindle assembly checkpoint signalling at the 

kinetochore. Nat Rev Mol Cell Biol. 2013;14(1):25–37.  

214.  Cheerambathur DK, Desai A. Linked in: formation and regulation of microtubule attachments during 

chromosome segregation. Curr Opin Cell Biol. 2014;26:113–22.  



45 

 

215.  Godek KM, Kabeche L, Compton DA. Regulation of kinetochore-microtubule attachments through 

homeostatic control during mitosis. Nat Rev Mol Cell Biol. 2015;16(1):57–64.  

216.  Régnier V, Vagnarelli P, Fukagawa T, Zerjal T, Burns E, Trouche D, et al. CENP-A is required for accurate 

chromosome segregation and sustained kinetochore association of BubR1. Mol Cell Biol. 

2005;25(10):3967–81.  

217.  Liu S-T, Rattner JB, Jablonski SA, Yen TJ. Mapping the assembly pathways that specify formation of the 

trilaminar kinetochore plates in human cells. J Cell Biol. 2006;175(1):41–53.  

218.  Carmena M, Wheelock M, Funabiki H, Earnshaw WC. The chromosomal passenger complex (CPC): from 

easy rider to the godfather of mitosis. Nat Rev Mol Cell Biol. 2012;13(12):789–803.  

219.  van der Horst A, Lens SMA. Cell division: control of the chromosomal passenger complex in time and 

space. Chromosoma. 2014;123(1-2):25–42.  

220.  Krenn V, Musacchio A. The Aurora B Kinase in Chromosome Bi-Orientation and Spindle Checkpoint 

Signaling. Front Oncol. 2015;5:225.  

221.  Giet R, Glover DM. Drosophila Aurora B Kinase Is Required for Histone H3 Phosphorylation and 

Condensin Recruitment during Chromosome Condensation and to Organize the Central Spindle during 

Cytokinesis. J Cell Biol. 2001;152(4):669–82.  

222.  Petersen J, Hagan IM. S. pombe Aurora Kinase/Survivin Is Required for Chromosome Condensation and the 

Spindle Checkpoint Attachment Response. Curr Biol. 2003;13(7):590–7.  

223.  Lipp JJ, Hirota T, Poser I, Peters J-M. Aurora B controls the association of condensin I but not condensin II 

with mitotic chromosomes. J Cell Sci. 2007;120(Pt 7):1245–55.  

224.  Nakazawa N, Nakamura T, Kokubu A, Ebe M, Nagao K, Yanagida M. Dissection of the essential steps for 

condensin accumulation at kinetochores and rDNAs during fission yeast mitosis. J Cell Biol. 

2008;180(6):1115–31.  

225.  Collette KS, Petty EL, Golenberg N, Bembenek JN, Csankovszki G. Different roles for Aurora B in 

condensin targeting during mitosis and meiosis. J Cell Sci. 2011;124(Pt 21):3684–94.  

226.  Tada K, Susumu H, Sakuno T, Watanabe Y. Condensin association with histone H2A shapes mitotic 

chromosomes. Nature. 2011;474(7352):477–83.  

227.  Nakazawa N, Mehrotra R, Ebe M, Yanagida M. Condensin phosphorylated by the Aurora-B-like kinase 

Ark1 is continuously required until telophase in a mode distinct from Top2. J Cell Sci. 2011;124(Pt 

11):1795–807.  

228.  Yong-Gonzalez V, Wang B-D, Butylin P, Ouspenski I, Strunnikov A. Condensin function at centromere 

chromatin facilitates proper kinetochore tension and ensures correct mitotic segregation of sister chromatids. 

Genes Cells. 2007;12(9):1075–90.  

229.  Verzijlbergen KF, Nerusheva OO, Kelly D, Kerr A, Clift D, de Lima Alves F, et al. Shugoshin biases 

chromosomes for biorientation through condensin recruitment to the pericentromere. Elife. 2014;3:e01374.  

230.  Prokocimer M, Davidovich M, Nissim-Rafinia M, Wiesel-Motiuk N, Bar DZ, Barkan R, et al. Nuclear 

lamins: key regulators of nuclear structure and activities. J Cell Mol Med. 2009;13(6):1059–85.  

231.  Akhtar A, Gasser SM. The nuclear envelope and transcriptional control. Nat Rev Genet. 2007;8(7):507–17.  

232.  Meister P, Taddei A. Building silent compartments at the nuclear periphery: a recurrent theme. Curr Opin 

Genet Dev. 2013;23(2):96–103.  

233.  Amendola M, van Steensel B. Mechanisms and dynamics of nuclear lamina-genome interactions. Curr Opin 

Cell Biol. 2014;28:61–8.  

 



46 

 

234.  Lemaître C, Bickmore WA. Chromatin at the nuclear periphery and the regulation of genome functions. 

Histochem Cell Biol. 2015;144(2):111–22.  

235.  Pickersgill H, Kalverda B, de Wit E, Talhout W, Fornerod M, van Steensel B. Characterization of the 

Drosophila melanogaster genome at the nuclear lamina. Nat Genet. 2006;38(9):1005–14.  

236.  Guelen L, Pagie L, Brasset E, Meuleman W, Faza MB, Talhout W, et al. Domain organization of human 

chromosomes revealed by mapping of nuclear lamina interactions. Nature. 2008;453(7197):948–51.  

237.  Meuleman W, Peric-Hupkes D, Kind J, Beaudry J, Pagie L, Kellis M, et al. Constitutive nuclear lamina-

genome interactions are highly conserved and associated with A/T-rich sequence. Genome Res. 

2013;23:270–80.  

238.  Wen B, Wu H, Shinkai Y, Irizarry RA, Feinberg AP. Large histone H3 lysine 9 dimethylated chromatin 

blocks distinguish differentiated from embryonic stem cells. Nat Genet. 2009;41(2):246–50.  

239.  Towbin BD, González-Aguilera C, Sack R, Gaidatzis D, Kalck V, Meister P, et al. Step-Wise Methylation 

of Histone H3K9 Positions Heterochromatin at the Nuclear Periphery. Cell. 2012;150(5):934–47.  

240.  Kind J, Pagie L, Ortabozkoyun H, Boyle S, de Vries SS, Janssen H, et al. Single-Cell Dynamics of Genome-

Nuclear Lamina Interactions. Cell. 2013;153(1):178–92.  

241.  Zullo JM, Demarco IA, Piqué-Regi R, Gaffney DJ, Epstein CB, Spooner CJ, et al. DNA sequence-

dependent compartmentalization and silencing of chromatin at the nuclear lamina. Cell. 2012;149(7):1474–

87.  

242.  Ye Q, Callebaut I, Pezhman A, Courvalin JC, Worman HJ. Domain-specific Interactions of Human HP1-

type Chromodomain Proteins and Inner Nuclear Membrane Protein LBR. J Biol Chem. 

1997;272(23):14983–9.  

243.  Mattout-Drubezki A, Gruenbaum Y. Dynamic interactions of nuclear lamina proteins with chromatin and 

transcriptional machinery. Cell Mol Life Sci. 2003;60(10):2053–63.  

244.  Makatsori D, Kourmouli N, Polioudaki H, Shultz LD, McLean K, Theodoropoulos PA, et al. The inner 

nuclear membrane protein lamin B receptor forms distinct microdomains and links epigenetically marked 

chromatin to the nuclear envelope. J Biol Chem. 2004;279(24):25567–73.  

245.  Demmerle J, Koch AJ, Holaska JM. The nuclear envelope protein emerin binds directly to histone 

deacetylase 3 (HDAC3) and activates HDAC3 activity. J Biol Chem. 2012;287(26):22080–8.  

246.  Peric-Hupkes D, Meuleman W, Pagie L, Bruggeman SWM, Solovei I, Brugman W, et al. Molecular Maps 

of the Reorganization of Genome-Nuclear Lamina Interactions during Differentiation. Mol Cell. 

2010;38(4):603–13.  

247.  Zuleger N, Boyle S, Kelly DA, de las Heras JI, Lazou V, Korfali N, et al. Specific nuclear envelope 

transmembrane proteins can promote the location of chromosomes to and from the nuclear periphery. 

Genome Biol. 2013;14(2):R14.  

248.  Kind J, Pagie L, de Vries SS, Nahidiazar L, Dey SS, Bienko M, et al. Genome-wide Maps of Nuclear 

Lamina Interactions in Single Human Cells. Cell. 2015;163(1):134–47.  

249.  Shevelyov YY, Lavrov SA, Mikhaylova LM, Nurminsky ID, Kulathinal RJ, Egorova KS, et al. The B-type 

lamin is required for somatic repression of testis-specific gene clusters. Proc Natl Acad Sci U S A. 

2009;106(9):3282–7.  

250.  Kosak ST, Skok JA, Medina KL, Riblet R, Le Beau MM, Fisher AG, et al. Subnuclear 

compartmentalization of immunoglobulin loci during lymphocyte development. Science. 

2002;296(5565):158–62.  

251.  Fuxa M, Skok J, Souabni A, Salvagiotto G, Roldan E, Busslinger M. Pax5 induces V-to-DJ rearrangements 

and locus contraction of the immunoglobulin heavy-chain gene. Genes Dev. 2004;18(4):411–22.  



47 

 

252.  Proudhon C, Hao B, Raviram R, Chaumeil J, Skok JA. Long-Range Regulation of V(D)J Recombination. 

Adv Immunol. 2015;128:123–82.  

253.  Ragoczy T, Bender MA, Telling A, Byron R, Groudine M. The locus control region is required for 

association of the murine beta-globin locus with engaged transcription factories during erythroid maturation. 

Genes Dev. 2006;20(11):1447–57.  

254.  Hepperger C, Mannes A, Merz J, Peters J, Dietzel S. Three-dimensional positioning of genes in mouse cell 

nuclei. Chromosoma. 2008;117(6):535–51.  

255.  Bian Q, Khanna N, Alvikas J, Belmont AS. β-Globin cis-elements determine differential nuclear targeting 

through epigenetic modifications. J Cell Biol. 2013;203(5):767–83.  

256.  Williams RRE, Azuara V, Perry P, Sauer S, Dvorkina M, Jørgensen H, et al. Neural induction promotes 

large-scale chromatin reorganisation of the Mash1 locus. J Cell Sci. 2006;119(Pt 1):132–40.  

257.  Hiratani I, Ryba T, Itoh M, Yokochi T, Schwaiger M, Chang C-W, et al. Global reorganization of replication 

domains during embryonic stem cell differentiation. PLoS Biol. 2008;6(10):e245.  

258.  Kohwi M, Lupton JR, Lai S-L, Miller MR, Doe CQ. Developmentally Regulated Subnuclear Genome 

Reorganization Restricts Neural Progenitor Competence in Drosophila. Cell. 2013;152(1-2):97–108.  

259.  Yao J, Fetter RD, Hu P, Betzig E, Tjian R. Subnuclear segregation of genes and core promoter factors in 

myogenesis. Genes Dev. 2011;25(6):569–80.  

260.  Takizawa T, Gudla PR, Guo L, Lockett S, Misteli T. Allele-specific nuclear positioning of the 

monoallelically expressed astrocyte marker GFAP. Genes Dev. 2008;22(4):489–98.  

261.  Zhao H, Sifakis EG, Sumida N, Millán-Ariño L, Scholz BA, Svensson JP, et al. PARP1- and CTCF-

Mediated Interactions between Active and Repressed Chromatin at the Lamina Promote Oscillating 

Transcription. Mol Cell. 2015;59(6):984–97.  

262.  Zink D, Amaral MD, Englmann A, Lang S, Clarke LA, Rudolph C, et al. Transcription-dependent spatial 

arrangements of CFTR and adjacent genes in human cell nuclei. J Cell Biol. 2004;166(6):815–25.  

263.  Tumbar T, Belmont AS. Interphase movements of a DNA chromosome region modulated by VP16 

transcriptional activator. Nat Cell Biol. 2001;3(2):134–9.  

264.  Chuang C-H, Carpenter AE, Fuchsova B, Johnson T, de Lanerolle P, Belmont AS. Long-range directional 

movement of an interphase chromosome site. Curr Biol. 2006;16(8):825–31.  

265.  Dundr M, Ospina JK, Sung M-H, John S, Upender M, Ried T, et al. Actin-dependent intranuclear 

repositioning of an active gene locus in vivo. J Cell Biol. 2007;179(6):1095–103.  

266.  Andrulis ED, Neiman AM, Zappulla DC, Sternglanz R. Perinuclear localization of chromatin facilitates 

transcriptional silencing. Nature. 1998;394(6693):592–5.  

267.  Finlan LE, Sproul D, Thomson I, Boyle S, Kerr E, Perry P, et al. Recruitment to the nuclear periphery can 

alter expression of genes in human cells. PLoS Genet. 2008;4(3):e1000039.  

268.  Kumaran RI, Spector DL. A genetic locus targeted to the nuclear periphery in living cells maintains its 

transcriptional competence. J Cell Biol. 2008;180(1):51–65.  

269.  Reddy KL, Zullo JM, Bertolino E, Singh H. Transcriptional repression mediated by repositioning of genes 

to the nuclear lamina. Nature. 2008;452(7184):243–7.  

270.  Dialynas G, Speese S, Budnik V, Geyer PK, Wallrath LL. The role of Drosophila Lamin C in muscle 

function and gene expression. Development. 2010;137(18):3067–77.  

271.  Therizols P, Illingworth RS, Courilleau C, Boyle S, Wood AJ, Bickmore WA. Chromatin decondensation is 

sufficient to alter nuclear organization in embryonic stem cells. Science. 2014;346(6214):1238–42.  



48 

 

272.  Chambeyron S, Bickmore WA. Chromatin decondensation and nuclear reorganization of the HoxB locus 

upon induction of transcription. Genes Dev. 2004;18(10):1119–30.  

273.  Dietzel S, Zolghadr K, Hepperger C, Belmont AS. Differential large-scale chromatin compaction and 

intranuclear positioning of transcribed versus non-transcribed transgene arrays containing beta-globin 

regulatory sequences. J Cell Sci. 2004;117(Pt 19):4603–14.  

274.  Morey C, Da Silva NR, Perry P, Bickmore WA. Nuclear reorganisation and chromatin decondensation are 

conserved, but distinct, mechanisms linked to Hox gene activation. Development. 2007;134(5):909–19.  

275.  Strambio-De-Castillia C, Niepel M, Rout MP. The nuclear pore complex: bridging nuclear transport and 

gene regulation. Nat Rev Mol Cell Biol. 2010;11(7):490–501.  

276.  Liang Y, Hetzer MW. Functional interactions between nucleoporins and chromatin. Curr Opin Cell Biol. 

2011;23(1):65–70.  

277.  Hoelz A, Debler EW, Blobel G. The structure of the nuclear pore complex. Annu Rev Biochem. 

2011;80:613–43.  

278.  Grossman E, Medalia O, Zwerger M. Functional architecture of the nuclear pore complex. Annu Rev 

Biophys. 2012;41:557–84.  

279.  Schmid M, Arib G, Laemmli C, Nishikawa J, Durussel T, Laemmli UK. Nup-PI: The nucleopore-promoter 

interaction of genes in yeast. Mol Cell. 2006;21(3):379–91.  

280.  Taddei A, Van Houwe G, Hediger F, Kalck V, Cubizolles F, Schober H, et al. Nuclear pore association 

confers optimal expression levels for an inducible yeast gene. Nature. 2006;441(7094):774–8.  

281.  Cabal GG, Genovesio A, Rodriguez-Navarro S, Zimmer C, Gadal O, Lesne A, et al. SAGA interacting 

factors confine sub-diffusion of transcribed genes to the nuclear envelope. Nature. 2006;441(7094):770–3.  

282.  Swift H. Studies on nuclear fine structure. Brookhaven Symp Biol. 1959;12:134–52.  

283.  Watson ML. Further Observations on the Nuclear Envelope of the Animal Cell. J Biophys Biochem Cytol. 

1959;6(2):147–56.  

284.  Casolari JM, Brown CR, Komili S, West J, Hieronymus H, Silver PA. Genome-wide localization of the 

nuclear transport machinery couples transcriptional status and nuclear organization. Cell. 2004;117(4):427–

39.  

285.  Vaquerizas JM, Suyama R, Kind J, Miura K, Luscombe NM, Akhtar A. Nuclear pore proteins nup153 and 

megator define transcriptionally active regions in the Drosophila genome. PLoS Genet. 2010;6(2):e1000846.  

286.  Capelson M, Liang Y, Schulte R, Mair W, Wagner U, Hetzer MW. Chromatin-bound nuclear pore 

components regulate gene expression in higher eukaryotes. Cell. 2010;140(3):372–83.  

287.  Rabut G, Doye V, Ellenberg J. Mapping the dynamic organization of the nuclear pore complex inside single 

living cells. Nat Cell Biol. 2004;6(11):1114–21.  

288.  Kalverda B, Pickersgill H, Shloma V V, Fornerod M. Nucleoporins directly stimulate expression of 

developmental and cell-cycle genes inside the nucleoplasm. Cell. 2010;140(3):360–71.  

289.  Németh A, Längst G. Genome organization in and around the nucleolus. Trends Genet. 2011;27(4):149–56.  

290.  Boisvert F-M, van Koningsbruggen S, Navascués J, Lamond AI. The multifunctional nucleolus. Nat Rev 

Mol Cell Biol. 2007;8(7):574–85.  

291.  Németh A, Conesa A, Santoyo-Lopez J, Medina I, Montaner D, Péterfia B, et al. Initial genomics of the 

human nucleolus. PLoS Genet. 2010;6(3):e1000889.  

 



49 

 

292.  van Koningsbruggen S, Gierlinski M, Schofield P, Martin D, Barton GJ, Ariyurek Y, et al. High-resolution 

whole-genome sequencing reveals that specific chromatin domains from most human chromosomes 

associate with nucleoli. Mol Biol Cell. 2010;21(21):3735–48.  

293.  Jakociunas T, Domange Jordö M, Aït Mebarek M, Bünner CM, Verhein-Hansen J, Oddershede LB, et al. 

Subnuclear relocalization and silencing of a chromosomal region by an ectopic ribosomal DNA repeat. Proc 

Natl Acad Sci U S A. 2013;110(47):E4465–73.  

294.  Padeken J, Heun P. Nucleolus and nuclear periphery: velcro for heterochromatin. Curr Opin Cell Biol. 

2014;28:54–60.  

295.  Dimitrova DS, Gilbert DM. The Spatial Position and Replication Timing of Chromosomal Domains Are 

Both Established in Early G1 Phase. Mol Cell. 1999;4(6):983–93.  

296.  Thomson I, Gilchrist S, Bickmore WA, Chubb JR. The Radial Positioning of Chromatin Is Not Inherited 

through Mitosis but Is Established De Novo in Early G1. Curr Biol. 2004;14(2):166–72.  

297.  Solovei I, Schermelleh L, Düring K, Engelhardt A, Stein S, Cremer C, et al. Differences in centromere 

positioning of cycling and postmitotic human cell types. Chromosoma. 2004;112(8):410–23.  

298.  Zhang L-F, Huynh KD, Lee JT. Perinucleolar targeting of the inactive X during S phase: evidence for a role 

in the maintenance of silencing. Cell. 2007;129(4):693–706.  

299.  Mohammad F, Pandey RR, Nagano T, Chakalova L, Mondal T, Fraser P, et al. Kcnq1ot1/Lit1 noncoding 

RNA mediates transcriptional silencing by targeting to the perinucleolar region. Mol Cell Biol. 

2008;28(11):3713–28.  

300.  Towbin BD, Gonzalez-Sandoval A, Gasser SM. Mechanisms of heterochromatin subnuclear localization. 

Trends Biochem Sci. 2013;38(7):356–63.  

301.  Heitz E. Das Heterochromatin der Moose, 1. Jahrb Wiss Bot. 1928;69:762–818.  

302.  Heitz E. Heterochromatin, Chromocentren, Chromomeren (Vorlaufige Mitteilung). Ber Dtsch Bot Ges. 

1929;47:274–84.  

303.  Passarge E. Emil Heitz and the Concept of Heterochromatin: Longitudinal Chromosome Differentiation was 

Recognized Fifty Years Ago. Am J Hum Genet. 1979;31(2):106–15.  

304.  Grewal SIS, Jia S. Heterochromatin revisited. Nat Rev Genet. 2007;8(1):35–46.  

305.  Filion GJ, van Bemmel JG, Braunschweig U, Talhout W, Kind J, Ward LD, et al. Systematic protein 

location mapping reveals five principal chromatin types in Drosophila cells. Cell. 2010;143(2):212–24.  

306.  Beisel C, Paro R. Silencing chromatin: comparing modes and mechanisms. Nat Rev Genet. 2011;12(2):123–

35.  

307.  Black JC, Van Rechem C, Whetstine JR. Histone Lysine Methylation Dynamics: Establishment, Regulation, 

and Biological Impact. Mol Cell. 2012;48(4):491–507.  

308.  Politz JCR, Scalzo D, Groudine M. Something silent this way forms: the functional organization of the 

repressive nuclear compartment. Annu Rev Cell Dev Biol. 2013;29:241–70.  

309.  Politz JCR, Scalzo D, Groudine M. The redundancy of the mammalian heterochromatic compartment. Curr 

Opin Genet Dev. 2016;37:1–8.  

310.  Zink D. The temporal program of DNA replication: new insights into old questions. Chromosoma. 

2006;115(4):273–87.  

311.  Berger SL. The complex language of chromatin regulation during transcription. Nature. 

2007;447(7143):407–12.  

 



50 

 

312.  Saksouk N, Simboeck E, Déjardin J. Constitutive heterochromatin formation and transcription in mammals. 

Epigenetics Chromatin. 2015;8:3.  

313.  Trojer P, Reinberg D. Facultative heterochromatin: is there a distinctive molecular signature? Mol Cell. 

2007;28(1):1–13.  

314.  Peng JC, Karpen GH. H3K9 methylation and RNA interference regulate nucleolar organization and repeated 

DNA stability. Nat Cell Biol. 2007;9(1):25–35.  

315.  Pinheiro I, Margueron R, Shukeir N, Eisold M, Fritzsch C, Richter FM, et al. Prdm3 and Prdm16 are 

H3K9me1 methyltransferases required for mammalian heterochromatin integrity. Cell. 2012;150(5):948–60.  

316.  Muller HJ. Types of visible variations induced by X-rays in Drosophila. J Genet. 1930;22(3):299–334.  

317.  Girton JR, Johansen KM. Chromatin structure and the regulation of gene expression: the lessons of PEV in 

Drosophila. Adv Genet. 2008;61:1–43.  

318.  Pearson CE, Nichol Edamura K, Cleary JD. Repeat instability: mechanisms of dynamic mutations. Nat Rev 

Genet. 2005;6(10):729–42.  

319.  Peng JC, Karpen GH. Epigenetic regulation of heterochromatic DNA stability. Curr Opin Genet Dev. 

2008;18(2):204–11.  

320.  Chiolo I, Minoda A, Colmenares SU, Polyzos A, Costes S V, Karpen GH. Double-strand breaks in 

heterochromatin move outside of a dynamic HP1a domain to complete recombinational repair. Cell. 

2011;144(5):732–44.  

321.  Chiolo I, Tang J, Georgescu W, Costes S V. Nuclear dynamics of radiation-induced foci in euchromatin and 

heterochromatin. Mutat Res. 2013;750(1-2):56–66.  

322.  Dronamraju R, Mason JM. MU2 and HP1a regulate the recognition of double strand breaks in Drosophila 

melanogaster. PLoS One. 2011;6(9):e25439.  

323.  Jakob B, Splinter J, Conrad S, Voss K-O, Zink D, Durante M, et al. DNA double-strand breaks in 

heterochromatin elicit fast repair protein recruitment, histone H2AX phosphorylation and relocation to 

euchromatin. Nucleic Acids Res. 2011;39(15):6489–99.  

324.  Ryu T, Spatola B, Delabaere L, Bowlin K, Hopp H, Kunitake R, et al. Heterochromatic breaks move to the 

nuclear periphery to continue recombinational repair. Nat Cell Biol. 2015;17(11):1401–11.  

325.  Heard E, Disteche CM. Dosage compensation in mammals: fine-tuning the expression of the X 

chromosome. Genes Dev. 2006;20(14):1848–67.  

326.  Lee JT. Sex chromosome inactivation: the importance of pairing. Curr Biol. 2005;15(7):R249–52.  

327.  Masui O, Heard E. RNA and protein actors in X-chromosome inactivation. Cold Spring Harb Symp Quant 

Biol. 2006;71:419–28.  

328.  Starmer J, Magnuson T. A new model for random X chromosome inactivation. Development. 

2009;136(1):1–10.  

329.  Disteche CM. Dosage Compensation of the Sex Chromosomes. Annu Rev Genet. 2012;46:537–60.  

330.  Margueron R, Reinberg D. The Polycomb complex PRC2 and its mark in life. Nature. 2011;469(7330):343–

9.  

331.  Cheutin T, Cavalli G. Polycomb silencing: from linear chromatin domains to 3D chromosome folding. Curr 

Opin Genet Dev. 2014;25:30–7.  

332.  Messmer S, Franke A, Paro R. Analysis of the functional role of the Polycomb chromo domain in 

Drosophila melanogaster. Genes Dev. 1992;6(7):1241–54.  



51 

 

333.  Alkema MJ, Bronk M, Verhoeven E, Otte A, van ’t Veer LJ, Berns A, et al. Identification of Bmi1-

interacting proteins as constituents of a multimeric mammalian polycomb complex. Genes Dev. 

1997;11(2):226–40.  

334.  Buchenau P, Hodgson J, Strutt H, Arndt-Jovin DJ. The Distribution of Polycomb-Group Proteins During 

Cell Division and Development in Drosophila Embryos: Impact on Models for Silencing. J Cell Biol. 

1998;141(2):469–81.  

335.  Saurin AJ, Shiels C, Williamson J, Satijn DP, Otte AP, Sheer D, et al. The Human Polycomb Group 

Complex Associates with Pericentromeric Heterochromatin to Form a Novel Nuclear Domain. J Cell Biol. 

1998;142(4):887–98.  

336.  Cheutin T, Cavalli G. Progressive polycomb assembly on H3K27me3 compartments generates polycomb 

bodies with developmentally regulated motion. PLoS Genet. 2012;8(1):e1002465.  

337.  Wani AH, Boettiger AN, Shoderet P, Ergun A, Munger C, Sadreyev RI, et al. Chromatin topology is 

coupled to Polycomb Group protein subnuclear organization. Nat Commun. 2016;7:10291.  

338.  Lanzuolo C, Roure V, Dekker J, Bantignies F, Orlando V. Polycomb response elements mediate the 

formation of chromosome higher-order structures in the bithorax complex. Nat Cell Biol. 2007;9(10):1167–

74.  

339.  Bantignies F, Roure V, Comet I, Leblanc B, Schuettengruber B, Bonnet J, et al. Polycomb-dependent 

regulatory contacts between distant Hox loci in Drosophila. Cell. 2011;144(2):214–26.  

340.  Solovei I, Kreysing M, Lanctôt C, Kösem S, Peichl L, Cremer T, et al. Nuclear architecture of rod 

photoreceptor cells adapts to vision in mammalian evolution. Cell. 2009;137(2):356–68.  

341.  Eberhart A, Feodorova Y, Song C, Wanner G, Kiseleva E, Furukawa T, et al. Epigenetics of eu- and 

heterochromatin in inverted and conventional nuclei from mouse retina. Chromosome Res. 2013;21(5):535–

54.  

342.  Nguyen HQ, Bosco G. Gene Positioning Effects on Expression in Eukaryotes. Annu Rev Genet. 

2015;49:627–46.  

343.  Manuelidis L. Individual interphase chromosome domains revealed by in situ hybridization. Hum Genet. 

1985;71(4):288–93.  

344.  Schardin M, Cremer T, Hager HD, Lang M. Specific staining of human chromosomes in Chinese hamster x 

man hybrid cell lines demonstrates interphase chromosome territories. Hum Genet. 1985;71(4):281–7.  

345.  Lichter P, Cremer T, Borden J, Manuelidis L, Ward DC. Delineation of individual human chromosomes in 

metaphase and interphase cells by in situ suppression hybridization using recombinant DNA libraries. Hum 

Genet. 1988;80(3):224–34.  

346.  Cremer T, Lichter P, Borden J, Ward DC, Manuelidis L. Detection of chromosome aberrations in metaphase 

and interphase tumor cells by in situ hybridization using chromosome-specific library probes. Hum Genet. 

1988;80(3):235–46.  

347.  Pinkel D, Landegent J, Collins C, Fuscoe J, Segraves R, Lucas J, et al. Fluorescence in situ hybridization 

with human chromosome-specific libraries: detection of trisomy 21 and translocations of chromosome 4. 

Proc Natl Acad Sci U S A. 1988;85(23):9138–42.  

348.  Croft JA, Bridger JM, Boyle S, Perry P, Teague P, Bickmore WA. Differences in the Localization and 

Morphology of Chromosomes in the Human Nucleus. J Cell Biol. 1999;145(6):1119–31.  

349.  Boyle S, Gilchrist S, Bridger JM, Mahy NL, Ellis JA, Bickmore WA. The spatial organization of human 

chromosomes within the nuclei of normal and emerin-mutant cells. Hum Mol Genet. 2001;10(3):211–9.  

350.  Cremer M, von Hase J, Volm T, Brero A, Kreth G, Walter J, et al. Non-random radial higher-order 

chromatin arrangements in nuclei of diploid human cells. Chromosom Res. 2001;9(7):541–67.  



52 

 

351.  Cremer M, Küpper K, Wagler B, Wizelman L, von Hase J, Weiland Y, et al. Inheritance of gene density-

related higher order chromatin arrangements in normal and tumor cell nuclei. J Cell Biol. 2003;162(5):809–

20.  

352.  Bolzer A, Kreth G, Solovei I, Koehler D, Saracoglu K, Fauth C, et al. Three-dimensional maps of all 

chromosomes in human male fibroblast nuclei and prometaphase rosettes. PLoS Biol. 2005;3(5):e157.  

353.  Murmann AE, Gao J, Encinosa M, Gautier M, Peter ME, Eils R, et al. Local gene density predicts the spatial 

position of genetic loci in the interphase nucleus. Exp Cell Res. 2005;311(1):14–26.  

354.  Wiblin AE, Cui W, Clark AJ, Bickmore WA. Distinctive nuclear organisation of centromeres and regions 

involved in pluripotency in human embryonic stem cells. J Cell Sci. 2005;118(Pt 17):3861–8.  

355.  Mayer R, Brero A, von Hase J, Schroeder T, Cremer T, Dietzel S. Common themes and cell type specific 

variations of higher order chromatin arrangements in the mouse. BMC Cell Biol. 2005;6:44.  

356.  Küpper K, Kölbl A, Biener D, Dittrich S, von Hase J, Thormeyer T, et al. Radial chromatin positioning is 

shaped by local gene density, not by gene expression. Chromosoma. 2007;116(3):285–306.  

357.  Goetze S, Mateos-Langerak J, Gierman HJ, de Leeuw W, Giromus O, Indemans MHG, et al. The three-

dimensional structure of human interphase chromosomes is related to the transcriptome map. Mol Cell Biol. 

2007;27(12):4475–87.  

358.  Grasser F, Neusser M, Fiegler H, Thormeyer T, Cremer M, Carter NP, et al. Replication-timing-correlated 

spatial chromatin arrangements in cancer and in primate interphase nuclei. J Cell Sci. 2008;121(11):1876–

86.  

359.  Tanabe H, Müller S, Neusser M, von Hase J, Calcagno E, Cremer M, et al. Evolutionary conservation of 

chromosome territory arrangements in cell nuclei from higher primates. Proc Natl Acad Sci U S A. 

2002;99(7):4424–9.  

360.  Neusser M, Schubel V, Koch A, Cremer T, Müller S. Evolutionarily conserved, cell type and species-

specific higher order chromatin arrangements in interphase nuclei of primates. Chromosoma. 

2007;116(3):307–20.  

361.  Habermann FA, Cremer M, Walter J, Kreth G, von Hase J, Bauer K, et al. Arrangements of macro- and 

microchromosomes in chicken cells. Chromosom Res. 2001;9(7):569–84.  

362.  Federico C, Scavo C, Cantarella CD, Motta S, Saccone S, Bernardi G. Gene-rich and gene-poor 

chromosomal regions have different locations in the interphase nuclei of cold-blooded vertebrates. 

Chromosoma. 2006;115(2):123–8.  

363.  Koehler D, Zakhartchenko V, Froenicke L, Stone G, Stanyon R, Wolf E, et al. Changes of higher order 

chromatin arrangements during major genome activation in bovine preimplantation embryos. Exp Cell Res. 

2009;315(12):2053–63.  

364.  Parada LA, McQueen PG, Munson PJ, Misteli T. Conservation of relative chromosome positioning in 

normal and cancer cells. Curr Biol. 2002;12(19):1692–7.  

365.  Roix JJ, McQueen PG, Munson PJ, Parada LA, Misteli T. Spatial proximity of translocation-prone gene loci 

in human lymphomas. Nat Genet. 2003;34(3):287–91.  

366.  Parada LA, McQueen PG, Misteli T. Tissue-specific spatial organization of genomes. Genome Biol. 

2004;5(7):R44.  

367.  Branco MR, Pombo A. Intermingling of Chromosome Territories in Interphase Suggests Role in 

Translocations and Transcription-Dependent Associations. PLoS Biol. 2006;4(5):e138.  

368.  Cornforth MN, Greulich-Bode KM, Loucas BD, Arsuaga J, Vázquez M, Sachs RK, et al. Chromosomes are 

predominantly located randomly with respect to each other in interphase human cells. J Cell Biol. 

2002;159(2):237–44.  



53 

 

369.  Dietzel S, Schiebel K, Little G, Edelmann P, Rappold GA, Eils R, et al. The 3D positioning of ANT2 and 

ANT3 genes within female X chromosome territories correlates with gene activity. Exp Cell Res. 

1999;252(2):363–75.  

370.  Verschure PJ, van Der Kraan I, Manders EM, van Driel R. Spatial Relationship between Transcription Sites 

and Chromosome Territories. J Cell Biol. 1999;147(1):13–24.  

371.  Volpi E V, Chevret E, Jones T, Vatcheva R, Williamson J, Beck S, et al. Large-scale chromatin organization 

of the major histocompatibility complex and other regions of human chromosome 6 and its response to 

interferon in interphase nuclei. J Cell Sci. 2000;113(Pt 9):1565–76.  

372.  Mahy NL, Perry PE, Bickmore WA. Gene density and transcription influence the localization of chromatin 

outside of chromosome territories detectable by FISH. J Cell Biol. 2002;159(5):753–63.  

373.  Williams RRE, Broad S, Sheer D, Ragoussis J. Subchromosomal positioning of the epidermal differentiation 

complex (EDC) in keratinocyte and lymphoblast interphase nuclei. Exp Cell Res. 2002;272(2):163–75.  

374.  Chambeyron S, Da Silva NR, Lawson KA, Bickmore WA. Nuclear re-organisation of the Hoxb complex 

during mouse embryonic development. Development. 2005;132(9):2215–23.  

375.  Würtele H, Chartrand P. Genome-wide scanning of HoxB1-associated loci in mouse ES cells using an open-

ended Chromosome Conformation Capture methodology. Chromosome Res. 2006;14(5):477–95.  

376.  Amano T, Sagai T, Tanabe H, Mizushina Y, Nakazawa H, Shiroishi T. Chromosomal dynamics at the Shh 

locus: limb bud-specific differential regulation of competence and active transcription. Dev Cell. 

2009;16(1):47–57.  

377.  Verschure PJ, van der Kraan I, Manders EMM, Hoogstraten D, Houtsmuller AB, van Driel R. Condensed 

chromatin domains in the mammalian nucleus are accessible to large macromolecules. EMBO Rep. 

2003;4(9):861–6.  

378.  Morey C, Kress C, Bickmore WA. Lack of bystander activation shows that localization exterior to 

chromosome territories is not sufficient to up-regulate gene expression. Genome Res. 2009;19(7):1184–94.  

379.  Gandhi MS, Stringer JR, Nikiforova MN, Medvedovic M, Nikiforov YE. Gene position within chromosome 

territories correlates with their involvement in distinct rearrangement types in thyroid cancer cells. Genes 

Chromosomes Cancer. 2009;48(3):222–8.  

380.  Sexton T, Yaffe E, Kenigsberg E, Bantignies F, Leblanc B, Hoichman M, et al. Three-dimensional folding 

and functional organization principles of the Drosophila genome. Cell. 2012;148(3):458–72.  

381.  Zhang Y, McCord RP, Ho Y-J, Lajoie BR, Hildebrand DG, Simon AC, et al. Spatial organization of the 

mouse genome and its role in recurrent chromosomal translocations. Cell. 2012;148(5):908–21.  

382.  Crane E, Bian Q, McCord RP, Lajoie BR, Wheeler BS, Ralston EJ, et al. Condensin-driven remodelling of 

X chromosome topology during dosage compensation. Nature. 2015;523(7559):240–4.  

383.  Dixon JR, Selvaraj S, Yue F, Kim A, Li Y, Shen Y, et al. Topological domains in mammalian genomes 

identified by analysis of chromatin interactions. Nature. 2012;485(7398):376–80.  

384.  Nora EP, Lajoie BR, Schulz EG, Giorgetti L, Okamoto I, Servant N, et al. Spatial partitioning of the 

regulatory landscape of the X-inactivation centre. Nature. 2012;485(7398):381–5.  

385.  Hou C, Li L, Qin ZS, Corces VG. Gene density, transcription, and insulators contribute to the partition of 

the Drosophila genome into physical domains. Mol Cell. 2012;48(3):471–84.  

386.  Eagen KP, Hartl TA, Kornberg RD. Stable Chromosome Condensation Revealed by Chromosome 

Conformation Capture. Cell. 2015;163(4):934–46.  

 

 



54 

 

387.  Phillips-Cremins JE, Sauria MEG, Sanyal A, Gerasimova TI, Lajoie BR, Bell JSK, et al. Architectural 

protein subclasses shape 3D organization of genomes during lineage commitment. Cell. 2013;153(6):1281–

95.  

388.  Anderson E, Devenney PS, Hill RE, Lettice LA. Mapping the Shh long-range regulatory domain. 

Development. 2014;141(20):3934–43.  

389.  Symmons O, Uslu VV, Tsujimura T, Ruf S, Nassari S, Schwarzer W, et al. Functional and topological 

characteristics of mammalian regulatory domains. Genome Res. 2014;24(3):390–400.  

390.  Smith EM, Lajoie BR, Jain G, Dekker J. Invariant TAD Boundaries Constrain Cell-Type-Specific Looping 

Interactions between Promoters and Distal Elements around the CFTR Locus. Am J Hum Genet. 

2016;98(1):185–201.  

391.  Li L, Lyu X, Hou C, Takenaka N, Nguyen HQ, Ong C-T, et al. Widespread rearrangement of 3D chromatin 

organization underlies polycomb-mediated stress-induced silencing. Mol Cell. 2015;58(2):216–31.  

392.  Lupiáñez DG, Kraft K, Heinrich V, Krawitz P, Brancati F, Klopocki E, et al. Disruptions of Topological 

Chromatin Domains Cause Pathogenic Rewiring of Gene-Enhancer Interactions. Cell. 2015;161(5):1012–

25.  

393.  Wijchers PJ, Krijger PHL, Geeven G, Zhu Y, Denker A, Verstegen MJAM, et al. Cause and Consequence of 

Tethering a SubTAD to Different Nuclear Compartments. Mol Cell. 2016;61(3):461–73.  

394.  Gasser SM. Visualizing chromatin dynamics in interphase nuclei. Science. 2002;296(5572):1412–6.  

395.  Chubb JR, Boyle S, Perry P, Bickmore WA. Chromatin Motion Is Constrained by Association with Nuclear 

Compartments in Human Cells. Curr Biol. 2002;12(6):439–45.  

396.  Cavalli G, Misteli T. Functional implications of genome topology. Nat Struct Mol Biol. 2013;20(3):290–9.  

397.  de Laat W, Duboule D. Topology of mammalian developmental enhancers and their regulatory landscapes. 

Nature. 2013;502(7472):499–506.  

398.  Kalhor R, Tjong H, Jayathilaka N, Alber F, Chen L. Genome architectures revealed by tethered chromosome 

conformation capture and population-based modeling. Nat Biotechnol. 2012;30(1):90–8.  

399.  Spilianakis CG, Lalioti MD, Town T, Lee GR, Flavell RA. Interchromosomal associations between 

alternatively expressed loci. Nature. 2005;435(7042):637–45.  

400.  Zhao Z, Tavoosidana G, Sjölinder M, Göndör A, Mariano P, Wang S, et al. Circular chromosome 

conformation capture (4C) uncovers extensive networks of epigenetically regulated intra- and 

interchromosomal interactions. Nat Genet. 2006;38(11):1341–7.  

401.  Ling JQ, Li T, Hu JF, Vu TH, Chen HL, Qiu XW, et al. CTCF mediates interchromosomal colocalization 

between Igf2/H19 and Wsb1/Nf1. Science. 2006;312(5771):269–72.  

402.  Apostolou E, Ferrari F, Walsh RM, Bar-Nur O, Stadtfeld M, Cheloufi S, et al. Genome-wide chromatin 

interactions of the Nanog locus in pluripotency, differentiation, and reprogramming. Cell Stem Cell. 

2013;12(6):699–712.  

403.  Jackson DA, Hassan AB, Errington RJ, Cook PR. Visualization of focal sites of transcription within human 

nuclei. EMBO J. 1993;12(3):1059–65.  

404.  Wansink DG, Schul W, van der Kraan I, van Steensel B, van Driel R, de Jong L. Fluorescent labeling of 

nascent RNA reveals transcription by RNA polymerase II in domains scattered throughout the nucleus. J 

Cell Biol. 1993;122(2):283–93.  

405.  Iborra FJ, Pombo A, Jackson DA, Cook PR. Active RNA polymerases are localized within discrete 

transcription "factories’ in human nuclei. J Cell Sci. 1996;109(Pt 6):1427–36.  

 



55 

 

406.  Grande MA, van der Kraan I, de Jong L, van Driel R. Nuclear distribution of transcription factors in relation 

to sites of transcription and RNA polymerase II. J Cell Sci. 1997;110(Pt 15):1781–91.  

407.  Jackson DA, Iborra FJ, Manders EM, Cook PR. Numbers and organization of RNA polymerases, nascent 

transcripts, and transcription units in HeLa nuclei. Mol Biol Cell. 1998;9(6):1523–36.  

408.  Zaidi SK, Sullivan AJ, van Wijnen AJ, Stein JL, Stein GS, Lian JB. Integration of Runx and Smad 

regulatory signals at transcriptionally active subnuclear sites. Proc Natl Acad Sci U S A. 2002;99(12):8048–

53.  

409.  Osborne CS, Chakalova L, Brown KE, Carter D, Horton A, Debrand E, et al. Active genes dynamically 

colocalize to shared sites of ongoing transcription. Nat Genet. 2004;36(10):1065–71.  

410.  Cisse II, Izeddin I, Causse SZ, Boudarene L, Senecal A, Muresan L, et al. Real-time dynamics of RNA 

polymerase II clustering in live human cells. Science. 2013;341(6146):664–7.  

411.  Zhao ZW, Roy R, Gebhardt JCM, Suter DM, Chapman AR, Xie XS. Spatial organization of RNA 

polymerase II inside a mammalian cell nucleus revealed by reflected light-sheet superresolution microscopy. 

Proc Natl Acad Sci U S A. 2014;111(2):681–6.  

412.  Buckley MS, Lis JT. Imaging RNA Polymerase II transcription sites in living cells. Curr Opin Genet Dev. 

2014;25:126–30.  

413.  Brown JM, Green J, das Neves RP, Wallace HAC, Smith AJH, Hughes J, et al. Association between active 

genes occurs at nuclear speckles and is modulated by chromatin environment. J Cell Biol. 

2008;182(6):1083–97.  

414.  Lamond AI, Spector DL. Nuclear speckles: a model for nuclear organelles. Nat Rev Mol Cell Biol. 

2003;4(8):605–12.  

415.  Hall LL, Smith KP, Byron M, Lawrence JB. Molecular anatomy of a speckle. Anat Rec A Discov Mol Cell 

Evol Biol. 2006;288(7):664–75.  

416.  Lawrence JB, Clemson CM. Gene associations: true romance or chance meeting in a nuclear neighborhood? 

J Cell Biol. 2008;182(6):1035–8.  

417.  Vernimmen D, Bickmore WA. The Hierarchy of Transcriptional Activation: From Enhancer to Promoter. 

Trends Genet. 2015;31(12):696–708.  

418.  Hou C, Corces VG. Throwing transcription for a loop: expression of the genome in the 3D nucleus. 

Chromosoma. 2012;121(2):107–16.  

419.  Kadauke S, Blobel GA. Chromatin loops in gene regulation. Biochim Biophys Acta. 2009;1789(1):17–25.  

420.  Kim A, Dean A. Chromatin loop formation in the β-globin locus and its role in globin gene transcription. 

Mol Cells. 2012;34(1):1–5.  

421.  Carter D, Chakalova L, Osborne CS, Dai Y, Fraser P. Long-range chromatin regulatory interactions in vivo. 

Nat Genet. 2002;32(4):623–6.  

422.  Tolhuis B, Palstra R-J, Splinter E, Grosveld F, de Laat W. Looping and Interaction between Hypersensitive 

Sites in the Active β-globin Locus. Mol Cell. 2002;10(6):1453–65.  

423.  Palstra R-J, Tolhuis B, Splinter E, Nijmeijer R, Grosveld F, de Laat W. The beta-globin nuclear 

compartment in development and erythroid differentiation. Nat Genet. 2003;35(2):190–4.  

424.  Drissen R, Palstra R-J, Gillemans N, Splinter E, Grosveld F, Philipsen S, et al. The active spatial 

organization of the beta-globin locus requires the transcription factor EKLF. Genes Dev. 2004;18(20):2485–

90.  

425.  Vakoc CR, Letting DL, Gheldof N, Sawado T, Bender MA, Groudine M, et al. Proximity among distant 

regulatory elements at the beta-globin locus requires GATA-1 and FOG-1. Mol Cell. 2005;17(3):453–62.  



56 

 

426.  Song S-H, Hou C, Dean A. A positive role for NLI/Ldb1 in long-range beta-globin locus control region 

function. Mol Cell. 2007;28(5):810–22.  

427.  Deng W, Lee J, Wang H, Miller J, Reik A, Gregory PD, et al. Controlling Long-Range Genomic 

Interactions at a Native Locus by Targeted Tethering of a Looping Factor. Cell. 2012;149(6):1233–44.  

428.  Deng W, Rupon JW, Krivega I, Breda L, Motta I, Jahn KS, et al. Reactivation of developmentally silenced 

globin genes by forced chromatin looping. Cell. 2014;158(4):849–60.  

429.  Williams A, Spilianakis CG, Flavell RA. Interchromosomal association and gene regulation in trans. Trends 

Genet. 2010;26(4):188–97.  

430.  Clowney EJ, LeGros MA, Mosley CP, Clowney FG, Markenskoff-Papadimitriou EC, Myllys M, et al. 

Nuclear aggregation of olfactory receptor genes governs their monogenic expression. Cell. 

2012;151(4):724–37.  

431.  Markenscoff-Papadimitriou E, Allen WE, Colquitt BM, Goh T, Murphy KK, Monahan K, et al. Enhancer 

interaction networks as a means for singular olfactory receptor expression. Cell. 2014;159(3):543–57.  

432.  Sandhu KS, Shi C, Sjölinder M, Zhao Z, Göndör A, Liu L, et al. Nonallelic transvection of multiple 

imprinted loci is organized by the H19 imprinting control region during germline development. Genes Dev. 

2009;23(22):2598–603.  

433.  Kim LK, Esplugues E, Zorca CE, Parisi F, Kluger Y, Kim TH, et al. Oct-1 regulates IL-17 expression by 

directing interchromosomal associations in conjunction with CTCF in T cells. Mol Cell. 2014;54(1):56–66.  

434.  Harada A, Mallappa C, Okada S, Butler JT, Baker SP, Lawrence JB, et al. Spatial re-organization of 

myogenic regulatory sequences temporally controls gene expression. Nucleic Acids Res. 2015;43(4):2008–

21.  

435.  Pearson JC, Lemons D, McGinnis W. Modulating Hox gene functions during animal body patterning. Nat 

Rev Genet. 2005;6(12):893–904.  

436.  Bantignies F, Grimaud C, Lavrov S, Gabut M, Cavalli G. Inheritance of Polycomb-dependent chromosomal 

interactions in Drosophila. Genes Dev. 2003;17(19):2406–20.  

437.  Rabl C. Uber Zelltheilung. Morph Jb. 1885;10:214–330.  

438.  Funabiki H, Hagan I, Uzawa S, Yanagida M. Cell cycle-dependent specific positioning and clustering of 

centromeres and telomeres in fission yeast. J Cell Biol. 1993;121(5):961–76.  

439.  Hou H, Zhou Z, Wang Y, Wang J, Kallgren SP, Kurchuk T, et al. Csi1 links centromeres to the nuclear 

envelope for centromere clustering. J Cell Biol. 2012;199(5):735–44.  

440.  Agard DA, Sedat JW. Three-dimensional architecture of a polytene nucleus. Nature. 1983;302(5910):676–

81.  

441.  Mathog D, Hochstrasser M, Gruenbaum Y, Saumweber H, Sedat J. Characteristic folding pattern of 

polytene chromosomes in Drosophila salivary gland nuclei. Nature. 1984;308(5958):414–21.  

442.  Foe VE, Alberts BM. Reversible chromosome condensation induced in Drosophila embryos by anoxia: 

visualization of interphase nuclear organization. J Cell Biol. 1985;100(5):1623–36.  

443.  Hochstrasser M, Mathog D, Gruenbaum Y, Saumweber H, Sedat JW. Spatial organization of chromosomes 

in the salivary gland nuclei of Drosophila melanogaster. J Cell Biol. 1986;102(1):112–23.  

444.  Hochstrasser M, Sedat JW. Three-Dimensional Organization of Drosophila melanogaster Interphase Nuclei. 

I. Tissue-specific Aspects of Polytene Nuclear Architecture. J Cell Biol. 1987;104(6):1455–70.  

445.  Hiraoka Y, Agard DA, Sedat JW. Temporal and Spatial Coordination of Chromosome Movement, Spindle 

Formation, and Nuclear Envelope Breakdown During Prometaphase in Drosophila melanogaster Embryos. J 

Cell Biol. 1990;111(No. 6 Pt. 2):2815–28.  



57 

 

446.  Marshall WF, Dernburg AF, Harmon B, Agard DA, Sedat JW. Specific interactions of chromatin with the 

nuclear envelope: positional determination within the nucleus in Drosophila melanogaster. Mol Biol Cell. 

1996;7(5):825–42.  

447.  Csink AK, Henikoff S. Large-scale chromosomal movements during interphase progression in Drosophila. J 

Cell Biol. 1998;143(1):13–22.  

448.  Lowenstein MG, Goddard TD, Sedat JW. Long-range interphase chromosome organization in Drosophila: a 

study using color barcoded fluorescence in situ hybridization and structural clustering analysis. Mol Biol 

Cell. 2004;15(12):5678–92.  

449.  Stack SM, Clarke CR. Chromosome polarization and nuclear rotation in Allium cepa roots. Cytologia. 

1974;39(3):553–60.  

450.  Fussell CP. The position of interphase chromosomes and late replicating DNA in centromere and telomere 

regions of Allium cepa L. Chromosoma. 1975;50(2):201–10.  

451.  Abranches R, Beven AF, Aragón-Alcaide L, Shaw PJ. Transcription sites are not correlated with 

chromosome territories in wheat nuclei. J Cell Biol. 1998;143(1):5–12.  

452.  Dong F, Jiang J. Non-Rabl Patterns of Centromere and Telomere Distribution in the Interphase Nuclei of 

Plant Cells. Chromosom Res. 1998;6(7):551–8.  

453.  Shaw PJ, Abranches R, Paula Santos A, Beven AF, Stoger E, Wegel E, et al. The architecture of interphase 

chromosomes and nucleolar transcription sites in plants. J Struct Biol. 2002;140(1-3):31–8.  

454.  Hsu TC, Cooper JE, Mace ML, Brinkley BR. Arrangement of centromeres in mouse cells. Chromosoma. 

1971;34(1):73–87.  

455.  Manuelidis L. Different central nervous system cell types display distinct and nonrandom arrangements of 

satellite DNA sequences. Proc Natl Acad Sci U S A. 1984;81(10):3123–7.  

456.  Manuelidis L. Indications of centromere movement during interphase and differentiation. Ann N Y Acad 

Sci. 1985;450:205–21.  

457.  Haaf T, Schmid M. Centromeric association and non-random distribution of centromeres in human tumour 

cells. Hum Genet. 1989;81(2):137–43.  

458.  Haaf T, Schmid M. Chromosome topology in mammalian interphase nuclei. Exp Cell Res. 

1991;192(2):325–32.  

459.  Bartholdi MF. Nuclear distribution of centromeres during the cell cycle of human diploid fibroblasts. J Cell 

Sci. 1991;99 (Pt 2):255–63.  

460.  Vourc’h C, Taruscio D, Boyle AL, Ward DC. Cell cycle-dependent distribution of telomeres, centromeres, 

and chromosome-specific subsatellite domains in the interphase nucleus of mouse lymphocytes. Exp Cell 

Res. 1993;205(1):142–51.  

461.  Weierich C, Brero A, Stein S, von Hase J, Cremer C, Cremer T, et al. Three-dimensional arrangements of 

centromeres and telomeres in nuclei of human and murine lymphocytes. Chromosom Res. 2003;11(5):485–

502.  

462.  Guenatri M, Bailly D, Maison C, Almouzni G. Mouse centric and pericentric satellite repeats form distinct 

functional heterochromatin. J Cell Biol. 2004;166(4):493–505.  

463.  Probst A V, Almouzni G. Pericentric heterochromatin: dynamic organization during early development in 

mammals. Differentiation. 2008;76(1):15–23.  

464.  King MC, Drivas TG, Blobel G. A network of nuclear envelope membrane proteins linking centromeres to 

microtubules. Cell. 2008;134(3):427–38.  

 



58 

 

465.  Carvalho C, Pereira HM, Ferreira J, Pina C, Mendonca D, Rosa AC, et al. Chromosomal G-dark Bands 

Determine the Spatial Organization of Centromeric Heterochromatin in the Nucleus. Mol Biol Cell. 

2001;12(11):3563–72.  

466.  Gilchrist S, Gilbert N, Perry P, Bickmore WA. Nuclear organization of centromeric domains is not 

perturbed by inhibition of histone deacetylases. Chromosome Res. 2004;12(5):505–16.  

467.  Zuccotti M, Garagna S, Merico V, Monti M, Alberto Redi C. Chromatin organisation and nuclear 

architecture in growing mouse oocytes. Mol Cell Endocrinol. 2005;234(1-2):11–7.  

468.  Padeken J, Mendiburo MJ, Chlamydas S, Schwarz H-J, Kremmer E, Heun P. The nucleoplasmin homolog 

NLP mediates centromere clustering and anchoring to the nucleolus. Mol Cell. 2013;50(2):236–49.  

469.  Solovei I, Grandi N, Knoth R, Volk B, Cremer T. Positional changes of pericentromeric heterochromatin 

and nucleoli in postmitotic Purkinje cells during murine cerebellum development. Cytogenet Genome Res. 

2004;105(2-4):302–10.  

470.  Alcobia I, Dilão R, Parreira L. Spatial associations of centromeres in the nuclei of hematopoietic cells: 

evidence for cell-type-specific organizational patterns. Blood. 2000;95(5):1608–15.  

471.  Martou G, De Boni U. Nuclear topology of murine, cerebellar Purkinje neurons: changes as a function of 

development. Exp Cell Res. 2000;256(1):131–9.  

472.  Ferguson M, Ward DC. Cell cycle dependent chromosomal movement in pre-mitotic human T-lymphocyte 

nuclei. Chromosoma. 1992;101(9):557–65.  

473.  Beil M, Dürschmied D, Paschke S, Schreiner B, Nolte U, Bruel A, et al. Spatial distribution patterns of 

interphase centromeres during retinoic acid-induced differentiation of promyelocytic leukemia cells. 

Cytometry. 2002;47(4):217–25.  

474.  Alcobia I, Quina AS, Neves H, Clode N, Parreira L. The spatial organization of centromeric 

heterochromatin during normal human lymphopoiesis: evidence for ontogenically determined spatial 

patterns. Exp Cell Res. 2003;290(2):358–69.  

475.  Brero A, Easwaran HP, Nowak D, Grunewald I, Cremer T, Leonhardt H, et al. Methyl CpG-binding proteins 

induce large-scale chromatin reorganization during terminal differentiation. J Cell Biol. 2005;169(5):733–

43.  

476.  Scherthan H. A bouquet makes ends meet. Nat Rev Mol Cell Biol. 2001;2(8):621–7.  

477.  Bass HW. Telomere dynamics unique to meiotic prophase: formation and significance of the bouquet. Cell 

Mol Life Sci. 2003;60(11):2319–24.  

478.  Stewart MN, Dawson DS. Changing partners: moving from non-homologous to homologous centromere 

pairing in meiosis. Trends Genet. 2008;24(11):564–73.  

479.  Da Ines O, White CI. Centromere Associations in Meiotic Chromosome Pairing. Annu Rev Genet. 

2015;49:95–114.  

480.  Brown KE, Guest SS, Smale ST, Hahm K, Merkenschlager M, Fisher AG. Association of transcriptionally 

silent genes with Ikaros complexes at centromeric heterochromatin. Cell. 1997;91(6):845–54.  

481.  Brown KE, Baxter J, Graf D, Merkenschlager M, Fisher AG. Dynamic repositioning of genes in the nucleus 

of lymphocytes preparing for cell division. Mol Cell. 1999;3(2):207–17.  

482.  Grogan JL, Mohrs M, Harmon B, Lacy DA, Sedat JW, Locksley RM. Early Transcription and Silencing of 

Cytokine Genes Underlie Polarization of T Helper Cell Subsets. Immunity. 2001;14(3):205–15.  

483.  Wijchers PJ, Geeven G, Eyres M, Bergsma AJ, Janssen M, Verstegen M, et al. Characterization and 

dynamics of pericentromere-associated domains in mice. Genome Res. 2015;25(7):958–69.  

 



59 

 

484.  Schübeler D, Francastel C, Cimbora DM, Reik A, Martin DI, Groudine M. Nuclear localization and histone 

acetylation: a pathway for chromatin opening and transcriptional activation of the human beta-globin locus. 

Genes Dev. 2000;14(8):940–50.  

485.  Scherf A, Figueiredo LM, Freitas-Junior LH. Plasmodium telomeres: a pathogen’s perspective. Curr Opin 

Microbiol. 2001;4(4):409–14.  

486.  Duraisingh MT, Voss TS, Marty AJ, Duffy MF, Good RT, Thompson JK, et al. Heterochromatin silencing 

and locus repositioning linked to regulation of virulence genes in Plasmodium falciparum. Cell. 

2005;121(1):13–24.  

487.  Ay F, Bunnik EM, Varoquaux N, Bol SM, Prudhomme J, Vert J-P, et al. Three-dimensional modeling of the 

P. falciparum genome during the erythrocytic cycle reveals a strong connection between genome 

architecture and gene expression. Genome Res. 2014;24(6):974–88.  

488.  McKee BD. Homologous pairing and chromosome dynamics in meiosis and mitosis. Biochim Biophys 

Acta. 2004;1677(1-3):165–80.  

489.  Apte MS, Meller VH. Homologue pairing in flies and mammals: gene regulation when two are involved. 

Genet Res Int. 2012;2012:430587.  

490.  Stevens NM. A study of the germ cells of certain Diptera, with reference to the heterochromosomes and 

phenomena of synapsis. J Exp Zool. 1908;5(3):359–74.  

491.  Metz CW. Chromosome studies on the Diptera: II. The paired association of chromosomes in the Diptera 

and its significance. J Exp Zool. 1916;21(2):213–79.  

492.  Smith A V, Orr-Weaver TL. The regulation of the cell cycle during Drosophila embryogenesis: the 

transition to polyteny. Development. 1991;112(4):997–1008.  

493.  Urata Y, Parmelee SJ, Agard DA, Sedat JW. A three-dimensional structural dissection of Drosophila 

polytene chromosomes. J Cell Biol. 1995;131(2):279–95.  

494.  Hiraoka Y, Dernburg AF, Parmelee SJ, Rykowski MC, Agard DA, Sedat JW. The Onset of Homologous 

Chromosome Pairing during Drosophila melanogaster Embryogenesis. J Cell Biol. 1993;120(3):591–600.  

495.  Fung JC, Marshall WF, Dernburg AF, Agard DA, Sedat JW. Homologous chromosome pairing in 

Drosophila melanogaster proceeds through multiple independent initiations. J Cell Biol. 1998;141(1):5–20.  

496.  Gemkow MJ, Verveer PJ, Arndt-Jovin DJ. Homologous association of the Bithorax-Complex during 

embryogenesis: consequences for transvection in Drosophila melanogaster. Development. 

1998;125(22):4541–52.  

497.  Fritsch C, Ploeger G, Arndt-Jovin DJ. Drosophila under the lens: imaging from chromosomes to whole 

embryos. Chromosom Res. 2006;14(4):451–64.  

498.  Bateman JR, Wu C-T. A genomewide survey argues that every zygotic gene product is dispensable for the 

initiation of somatic homolog pairing in Drosophila. Genetics. 2008;180(3):1329–42.  

499.  Joyce EF, Apostolopoulos N, Beliveau BJ, Wu C-T. Germline Progenitors Escape the Widespread 

Phenomenon of Homolog Pairing during Drosophila Development. PLoS Genet. 2013;9(12):e1004013.  

500.  Wu C-T, Morris J. Transvection and other homology effects. Curr Opin Genet Dev. 1999;9(2):237–46.  

501.  Duncan IW. Transvection effects in Drosophila. Annu Rev Genet. 2002;36:521–56.  

502.  Kennison JA, Southworth JW. Transvection in Drosophila. Adv Genet. 2002;46:399–420.  

503.  Lewis EB. The theory and application of a new method of detecting chromosomal rearrangements in 

Drosophila melanogaster. Am Nat. 1954;88(841):225–39.  

 



60 

 

504.  Geyer PK, Green MM, Corces VG. Tissue-specific transcriptional enhancers may act in trans on the gene 

located in the homologous chromosome: the molecular basis of transvection in Drosophila. EMBO J. 

1990;9(7):2247–56.  

505.  Morris JR, Chen J-L, Geyer PK, Wu C-T. Two modes of transvection: enhancer action in trans and bypass 

of a chromatin insulator in cis. Proc Natl Acad Sci U S A. 1998;95(18):10740–5.  

506.  Morris JR, Chen J-L, Filandrinos ST, Dunn RC, Fisk R, Geyer PK, et al. An Analysis of Transvection at the 

yellow Locus of Drosophila melanogaster. Genetics. 1999;151(2):633–51.  

507.  Ou SA, Chang E, Lee S, So K, Wu C-T, Morris JR. Effects of chromosomal rearrangements on transvection 

at the yellow gene of Drosophila melanogaster. Genetics. 2009;183(2):483–96.  

508.  Gelbart WM. Synapsis-dependent allelic complementation at the decapentaplegic gene complex in 

Drosophila melanogaster. Proc Natl Acad Sci U S A. 1982;79(8):2636–40.  

509.  Leiserson WM, Bonini NM, Benzer S. Transvection at the eyes absent gene of Drosophila. Genetics. 

1994;138(4):1171–9.  

510.  Sipos L, Mihály J, Karch F, Schedl P, Gausz J, Gyurkovics H. Transvection in the Drosophila Abd-B 

domain: extensive upstream sequences are involved in anchoring distant cis-regulatory regions to the 

promoter. Genetics. 1998;149(2):1031–50.  

511.  Chen J-L, Huisinga KL, Viering MM, Ou SA, Wu C-T, Geyer PK. Enhancer action in trans is permitted 

throughout the Drosophila genome. Proc Natl Acad Sci U S A. 2002;99(6):3723–8.  

512.  Bateman JR, Johnson JE, Locke MN. Comparing Enhancer Action in Cis and in Trans. Genetics. 

2012;191(4):1143–55.  

513.  Mellert DJ, Truman JW. Transvection Is Common Throughout the Drosophila Genome. Genetics. 

2012;191(4):1129–41.  

514.  Bing X, Rzezniczak TZ, Bateman JR, Merritt TJS. Transvection-Based Gene Regulation in Drosophila Is a 

Complex and Plastic Trait. G3 (Bethesda). 2014;4(11):2175–87.  

515.  Slatis HMM. Position effects at the brown locus in Drosophila melanogaster. Genetics. 1955;40(1):5–23.  

516.  Henikoff S, Dreesen TD. Trans-inactivation of the Drosophila brown gene: evidence for transcriptional 

repression and somatic pairing dependence. Proc Natl Acad Sci U S A. 1989;86(17):6704–8.  

517.  Dreesen TD, Henikoff S, Loughney K. A pairing-sensitive element that mediates trans-inactivation is 

associated with the Drosophila brown gene. Genes Dev. 1991;5:331–40.  

518.  Talbert PB, LeCiel CD, Henikoff S. Modification of the Drosophila heterochromatic mutation brown 

Dominant by linkage alterations. Genetics. 1994;136(2):559–71.  

519.  Henikoff S, Jackson JM, Talbert PB. Distance and pairing effects on the brownDominant heterochromatic 

element in Drosophila. Genetics. 1995;140(3):1007–17.  

520.  Dernburg AF, Broman KW, Fung JC, Marshall WF, Philips J, Agard DA, et al. Perturbation of nuclear 

architecture by long-distance chromosome interactions. Cell. 1996;85(5):745–59.  

521.  Csink AK, Henikoff S. Genetic modification of heterochromatic association and nuclear organization in 

Drosophila. Nature. 1996;381(6582):529–31.  

522.  Sage BT, Csink AK. Heterochromatic Self-Association, a Determinant of Nuclear Organization, Does Not 

Require Sequence Homology in Drosophila. Genetics. 2003;165(3):1183–93.  

523.  Sage BT, Wu MD, Csink AK. Interplay of developmentally regulated gene expression and heterochromatic 

silencing in trans in Drosophila. Genetics. 2008;178(2):749–59.  

 



61 

 

524.  Sass GL, Henikoff S. Comparative analysis of position-effect variegation mutations in Drosophila 

melanogaster delineates the targets of modifiers. Genetics. 1998;148(2):733–41.  

525.  Sass GL, Henikoff S. Pairing-dependent mislocalization of a Drosophila brown gene reporter to a 

heterochromatic environment. Genetics. 1999;152(2):595–604.  

526.  Schneiderman JI, Goldstein S, Ahmad K. Perturbation analysis of heterochromatin-mediated gene silencing 

and somatic inheritance. PLoS Genet. 2010;6(9):e1001095.  

527.  Kassis JA, VanSickle EP, Sensabaugh SM. A fragment of engrailed regulatory DNA can mediate 

transvection of the white gene in Drosophila. Genetics. 1991;128(4):751–61.  

528.  Kassis JA. Unusual properties of regulatory DNA from the Drosophila engrailed gene: three “pairing-

sensitive” sites within a 1.6-kb region. Genetics. 1994;136(3):1025–38.  

529.  Kassis JA. Pairing-Sensitive Silencing, Polycomb Group Response Elements, and Transposon Homing in 

Drosophila. Adv Genet. 2002;46:421–38.  

530.  Selker EU. Premeiotic instability of repeated sequences in Neurospora crassa. Annu Rev Genet. 

1990;24:579–613.  

531.  Rossignol JL, Faugeron G. Gene inactivation triggered by recognition between DNA repeats. Experientia. 

1994;50(3):307–17.  

532.  Gladyshev E, Kleckner N. Direct recognition of homology between double helices of DNA in Neurospora 

crassa. Nat Commun. 2014;5:3509.  

533.  Chandler VL, Stam M. Chromatin conversations: mechanisms and implications of paramutation. Nat Rev 

Genet. 2004;5(7):532–44.  

534.  Arteaga-Vazquez MA, Chandler VL. Paramutation in maize: RNA mediated trans-generational gene 

silencing. Curr Opin Genet Dev. 2010;20(2):156–63.  

535.  Suter CM, Martin DIK. Paramutation: the tip of an epigenetic iceberg? Trends Genet. 2010;26(1):9–14.  

536.  Heride C, Ricoul M, Kiêu K, von Hase J, Guillemot V, Cremer C, et al. Distance between homologous 

chromosomes results from chromosome positioning constraints. J Cell Sci. 2010;123(Pt 23):4063–75.  

537.  Bacher CP, Guggiari M, Brors B, Augui S, Clerc P, Avner P, et al. Transient colocalization of X-

inactivation centres accompanies the initiation of X inactivation. Nat Cell Biol. 2006;8(3):293–9.  

538.  Xu N, Tsai C-L, Lee JT. Transient homologous chromosome pairing marks the onset of X inactivation. 

Science. 2006;311(5764):1149–52.  

539.  Augui S, Filion GJ, Huart S, Nora E, Guggiari M, Maresca M, et al. Sensing X chromosome pairs before X 

inactivation via a novel X-pairing region of the Xic. Science. 2007;318(5856):1632–6.  

540.  Masui O, Bonnet I, Le Baccon P, Brito I, Pollex T, Murphy N, et al. Live-cell chromosome dynamics and 

outcome of X chromosome pairing events during ES cell differentiation. Cell. 2011;145(3):447–58.  

541.  Hewitt SL, Yin B, Ji Y, Chaumeil J, Marszalek K, Tenthorey J, et al. RAG-1 and ATM coordinate 

monoallelic recombination and nuclear positioning of immunoglobulin loci. Nat Immunol. 2009;10(6):655–

64.  

542.  Chaumeil J, Micsinai M, Ntziachristos P, Deriano L, Wang JM-H, Ji Y, et al. Higher-order looping and 

nuclear organization of Tcra facilitate targeted RAG cleavage and regulated rearrangement in recombination 

centers. Cell Rep. 2013;3(2):359–70.  

543.  LaSalle JM, Lalande M. Homologous association of oppositely imprinted chromosomal domains. Science. 

1996;272(5262):725–8.  

 



62 

 

544.  Thatcher KN, Peddada S, Yasui DH, Lasalle JM. Homologous pairing of 15q11-13 imprinted domains in 

brain is developmentally regulated but deficient in Rett and autism samples. Hum Mol Genet. 

2005;14(6):785–97.  

545.  Meguro-Horike M, Yasui DH, Powell W, Schroeder DI, Oshimura M, Lasalle JM, et al. Neuron-specific 

impairment of inter-chromosomal pairing and transcription in a novel model of human 15q-duplication 

syndrome. Hum Mol Genet. 2011;20(19):3798–810.  

546.  Krueger C, King MR, Krueger F, Branco MR, Osborne CS, Niakan KK, et al. Pairing of homologous 

regions in the mouse genome is associated with transcription but not imprinting status. PLoS One. 

2012;7(7):e38983.  

547.  Hogan MS, Parfitt DE, Zepeda-Mendoza CJ, Shen MM, Spector DL. Transient pairing of homologous Oct4 

alleles accompanies the onset of embryonic stem cell differentiation. Cell Stem Cell. 2015;16(3):275–88.  

548.  Gandhi M, Evdokimova VN, Cuenco KT, Nikiforova MN, Kelly LM, Stringer JR, et al. Homologous 

chromosomes make contact at the sites of double-strand breaks in genes in somatic G0/G1-phase human 

cells. Proc Natl Acad Sci U S A. 2012;109(24):9454–9.  

549.  Gandhi M, Evdokimova VN, Cuenco KT, Bakkenist CJ, Nikiforov YE. Homologous chromosomes move 

and rapidly initiate contact at the sites of double-strand breaks in genes in G₀-phase human cells. Cell Cycle. 

2013;12(4):547–52.  

550.  Koeman JM, Russell RC, Tan M-H, Petillo D, Westphal M, Koelzer K, et al. Somatic pairing of 

chromosome 19 in renal oncocytoma is associated with deregulated EGLN2-mediated oxygen-sensing 

response. PLoS Genet. 2008;4(9):e1000176.  

551.  Malhas A, Lee CF, Sanders R, Saunders NJ, Vaux DJ. Defects in lamin B1 expression or processing affect 

interphase chromosome position and gene expression. J Cell Biol. 2007;176(5):593–603.  

552.  Mewborn SK, Puckelwartz MJ, Abuisneineh F, Fahrenbach JP, Zhang Y, MacLeod H, et al. Altered 

chromosomal positioning, compaction, and gene expression with a lamin A/C gene mutation. PLoS One. 

2010;5(12):e14342.  

553.  Gómez-Díaz E, Corces VG. Architectural proteins: regulators of 3D genome organization in cell fate. 

Trends Cell Biol. 2014;24(11):703–11.  

554.  Cubeñas-Potts C, Corces VG. Architectural proteins, transcription, and the three-dimensional organization 

of the genome. FEBS Lett. 2015;589(20 Pt A):2923–30.  

555.  Ali T, Renkawitz R, Bartkuhn M. Insulators and domains of gene expression. Curr Opin Genet Dev. 

2016;37:17–26.  

556.  Grosveld F, van Assendelft GB, Greaves DR, Kollias G. Position-independent, high-level expression of the 

human beta-globin gene in transgenic mice. Cell. 1987;51(6):975–85.  

557.  Kellum R, Schedl P. A position-effect assay for boundaries of higher order chromosomal domains. Cell. 

1991;64(5):941–50.  

558.  Kellum R, Schedl P. A group of scs elements function as domain boundaries in an enhancer-blocking assay. 

Mol Cell Biol. 1992;12(5):2424–31.  

559.  Narendra V, Rocha PP, An D, Raviram R, Skok JA, Mazzoni EO, et al. CTCF establishes discrete 

functional chromatin domains at the Hox clusters during differentiation. Science. 2015;347(6225):1017–21.  

560.  Van Bortle K, Nichols MH, Li L, Ong C-T, Takenaka N, Qin ZS, et al. Insulator function and topological 

domain border strength scale with architectural protein occupancy. Genome Biol. 2014;15(6):R82.  

561.  Ong C-T, Corces VG. CTCF: an architectural protein bridging genome topology and function. Nat Rev 

Genet. 2014;15(4):234–46.  



63 

 

562.  Phillips-Cremins JE, Corces VG. Chromatin insulators: linking genome organization to cellular function. 

Mol Cell. 2013;50(4):461–74.  

563.  Zuin J, Dixon JR, van der Reijden MIJA, Ye Z, Kolovos P, Brouwer RWW, et al. Cohesin and CTCF 

differentially affect chromatin architecture and gene expression in human cells. Proc Natl Acad Sci U S A. 

2014;111(3):996–1001.  

564.  Sanborn AL, Rao SSP, Huang S-C, Durand NC, Huntley MH, Jewett AI, et al. Chromatin extrusion explains 

key features of loop and domain formation in wild-type and engineered genomes. Proc Natl Acad Sci U S A. 

2015;112(47):E6456–65.  

565.  Chen H, Tian Y, Shu W, Bo X, Wang S. Comprehensive identification and annotation of cell type-specific 

and ubiquitous CTCF-binding sites in the human genome. PLoS One. 2012;7(7):e41374.  

566.  Wang H, Maurano MT, Qu H, Varley KE, Gertz J, Pauli F, et al. Widespread plasticity in CTCF occupancy 

linked to DNA methylation. Genome Res. 2012;22(9):1680–8.  

567.  Kim TH, Abdullaev ZK, Smith AD, Ching KA, Loukinov DI, Green RD, et al. Analysis of the vertebrate 

insulator protein CTCF-binding sites in the human genome. Cell. 2007;128(6):1231–45.  

568.  Xie X, Mikkelsen TS, Gnirke A, Lindblad-Toh K, Kellis M, Lander ES. Systematic discovery of regulatory 

motifs in conserved regions of the human genome, including thousands of CTCF insulator sites. Proc Natl 

Acad Sci U S A. 2007;104(17):7145–50.  

569.  Wendt KS, Yoshida K, Itoh T, Bando M, Koch B, Schirghuber E, et al. Cohesin mediates transcriptional 

insulation by CCCTC-binding factor. Nature. 2008;451(7180):796–801.  

570.  Parelho V, Hadjur S, Spivakov M, Leleu M, Sauer S, Gregson HC, et al. Cohesins functionally associate 

with CTCF on mammalian chromosome arms. Cell. 2008;132(3):422–33.  

571.  Stedman W, Kang H, Lin S, Kissil JL, Bartolomei MS, Lieberman PM. Cohesins localize with CTCF at the 

KSHV latency control region and at cellular c-myc and H19/Igf2 insulators. EMBO J. 2008;27(4):654–66.  

572.  Rubio ED, Reiss DJ, Welcsh PL, Disteche CM, Filippova GN, Baliga NS, et al. CTCF physically links 

cohesin to chromatin. Proc Natl Acad Sci U S A. 2008;105(24):8309–14.  

573.  Rollins RA, Morcillo P, Dorsett D. Nipped-B, a Drosophila homologue of chromosomal adherins, 

participates in activation by remote enhancers in the cut and Ultrabithorax genes. Genetics. 

1999;152(2):577–93.  

574.  Krantz ID, McCallum J, DeScipio C, Kaur M, Gillis LA, Yaeger D, et al. Cornelia de Lange syndrome is 

caused by mutations in NIPBL, the human homolog of Drosophila melanogaster Nipped-B. Nat Genet. 

2004;36(6):631–5.  

575.  Tonkin ET, Wang T-J, Lisgo S, Bamshad MJ, Strachan T. NIPBL, encoding a homolog of fungal Scc2-type 

sister chromatid cohesion proteins and fly Nipped-B, is mutated in Cornelia de Lange syndrome. Nat Genet. 

2004;36(6):636–41.  

576.  Musio A, Selicorni A, Focarelli ML, Gervasini C, Milani D, Russo S, et al. X-linked Cornelia de Lange 

syndrome owing to SMC1L1 mutations. Nat Genet. 2006;38(5):528–30.  

577.  Deardorff MA, Kaur M, Yaeger D, Rampuria A, Korolev S, Pie J, et al. Mutations in cohesin complex 

members SMC3 and SMC1A cause a mild variant of cornelia de Lange syndrome with predominant mental 

retardation. Am J Hum Genet. 2007;80(3):485–94.  

578.  Remeseiro S, Cuadrado A, Kawauchi S, Calof AL, Lander AD, Losada A. Reduction of Nipbl impairs 

cohesin loading locally and affects transcription but not cohesion-dependent functions in a mouse model of 

Cornelia de Lange Syndrome. Biochim Biophys Acta. 2013;1832(12):2097–102.  

579.  Bartkuhn M, Straub T, Herold M, Herrmann M, Rathke C, Saumweber H, et al. Active promoters and 

insulators are marked by the centrosomal protein 190. EMBO J. 2009;28(7):877–88.  



64 

 

580.  Dorsett D. Cohesin, gene expression and development: lessons from Drosophila. Chromosom Res. 

2009;17(2):185–200.  

581.  Remeseiro S, Cuadrado A, Losada A. Cohesin in development and disease. Development. 

2013;140(18):3715–8.  

582.  Ball AR, Chen Y-Y, Yokomori K. Mechanisms of cohesin-mediated gene regulation and lessons learned 

from cohesinopathies. Biochim Biophys Acta. 2014;1839(3):191–202.  

583.  Watrin E, Kaiser FJ, Wendt KS. Gene regulation and chromatin organization: relevance of cohesin 

mutations to human disease. Curr Opin Genet Dev. 2016;37:59–66.  

584.  Seitan VC, Faure AJ, Zhan Y, McCord RP, Lajoie BR, Ing-Simmons E, et al. Cohesin-based chromatin 

interactions enable regulated gene expression within preexisting architectural compartments. Genome Res. 

2013;23(12):2066–77.  

585.  Sofueva S, Yaffe E, Chan W-C, Georgopoulou D, Vietri Rudan M, Mira-Bontenbal H, et al. Cohesin-

mediated interactions organize chromosomal domain architecture. EMBO J. 2013;32(24):3119–29.  

586.  Kagey MH, Newman JJ, Bilodeau S, Zhan Y, Orlando DA, van Berkum NL, et al. Mediator and cohesin 

connect gene expression and chromatin architecture. Nature. 2010;467(7314):430–5.  

587.  Unal E, Arbel-Eden A, Sattler U, Shroff R, Lichten M, Haber JE, et al. DNA damage response pathway uses 

histone modification to assemble a double-strand break-specific cohesin domain. Mol Cell. 2004;16(6):991–

1002.  

588.  Ström L, Lindroos HB, Shirahige K, Sjögren C. Postreplicative recruitment of cohesin to double-strand 

breaks is required for DNA repair. Mol Cell. 2004;16(6):1003–15.  

589.  Wu N, Yu H. The Smc complexes in DNA damage response. Cell Biosci. 2012;2:5.  

590.  Gerlich D, Koch B, Dupeux F, Peters JM, Ellenberg J. Live-cell imaging reveals a stable cohesin-chromatin 

interaction after but not before DNA replication. Curr Biol. 2006;16(15):1571–8.  

591.  Heidinger-Pauli JM, Mert O, Davenport C, Guacci V, Koshland D. Systematic Reduction of Cohesin 

Differentially Affects Chromosome Segregation, Condensation, and DNA Repair. Curr Biol. 

2010;20(10):957–63.  

592.  Wood AJ, Severson AF, Meyer BJ. Condensin and cohesin complexity: the expanding repertoire of 

functions. Nat Rev Genet. 2010;11(6):391–404.  

593.  Lupo R, Breiling A, Bianchi ME, Orlando V. Drosophila chromosome condensation proteins 

Topoisomerase II and Barren colocalize with Polycomb and maintain Fab-7 PRE silencing. Mol Cell. 

2001;7(1):127–36.  

594.  Rawlings JS, Gatzka M, Thomas PG, Ihle JN. Chromatin condensation via the condensin II complex is 

required for peripheral T-cell quiescence. EMBO J. 2011;30(2):263–76.  

595.  Machín F, Paschos K, Jarmuz A, Torres-Rosell J, Pade C, Aragón L. Condensin regulates rDNA silencing 

by modulating nucleolar Sir2p. Curr Biol. 2004;14(2):125–30.  

596.  Thompson M, Haeusler RA, Good PD, Engelke DR. Nucleolar clustering of dispersed tRNA genes. Science. 

2003;302(5649):1399–401.  

597.  Haeusler RA, Pratt-Hyatt M, Good PD, Gipson TA, Engelke DR. Clustering of yeast tRNA genes is 

mediated by specific association of condensin with tRNA gene transcription complexes. Genes Dev. 

2008;22(16):2204–14.  

598.  D’Ambrosio C, Schmidt CK, Katou Y, Kelly G, Itoh T, Shirahige K, et al. Identification of cis-acting sites 

for condensin loading onto budding yeast chromosomes. Genes Dev. 2008;22(16):2215–27.  

 



65 

 

599.  Cobbe N, Savvidou E, Heck MMS. Diverse mitotic and interphase functions of condensins in Drosophila. 

Genetics. 2006;172(2):991–1008.  

600.  Hartl TA, Smith HF, Bosco G. Chromosome alignment and transvection are antagonized by condensin II. 

Science. 2008;322(5906):1384–7.  

601.  Joyce EF, Williams BR, Xie T, Wu C-T. Identification of genes that promote or antagonize somatic 

homolog pairing using a high-throughput FISH-based screen. PLoS Genet. 2012;8(5):e1002667.  

602.  Buster DW, Daniel SG, Nguyen HQ, Windler SL, Skwarek LC, Peterson M, et al. SCF Slimb ubiquitin 

ligase suppresses condensin II-mediated nuclear reorganization by degrading Cap-H2. J Cell Biol. 

2013;201(1):49–63.  

603.  Smith HF, Roberts MA, Nguyen HQ, Peterson M, Hartl TA, Wang XJ, et al. Maintenance of interphase 

chromosome compaction and homolog pairing in Drosophila is regulated by the condensin Cap-H2 and its 

partner Mrg15. Genetics. 2013;195(1):127–46.  

604.  Wallace HA, Klebba JE, Kusch T, Rogers GC, Bosco G. Condensin II Regulates Interphase Chromatin 

Organization Through the Mrg-Binding Motif of Cap-H2. G3 (Bethesda). 2015;5(5):803–17.  

605.  Nguyen HQ, Nye J, Buster DW, Klebba JE, Rogers C, Bosco G. Drosophila Casein Kinase I Alpha 

Regulates Homolog Pairing and Genome Organization by Modulating Condensin II Subunit Cap-H2 Levels. 

PLoS Genet. 2015;11(2):e1005014.  

606.  Bauer CR, Hartl TA, Bosco G. Condensin II Promotes the Formation of Chromosome Territories by 

Inducing Axial Compaction of Polyploid Interphase Chromosomes. PLoS Genet. 2012;8(8):e1002873.  

607.  Chujo T, Yamazaki T, Hirose T. Architectural RNAs (arcRNAs): A class of long noncoding RNAs that 

function as the scaffold of nuclear bodies. Biochim Biophys Acta. 2016;1859(1):139–46.  

608.  Splinter E, de Wit E, Nora EP, Klous P, van de Werken HJG, Zhu Y, et al. The inactive X chromosome 

adopts a unique three-dimensional conformation that is dependent on Xist RNA. Genes Dev. 

2011;25(13):1371–83.  

609.  Engreitz JM, Pandya-Jones A, McDonel P, Shishkin A, Sirokman K, Surka C, et al. The Xist lncRNA 

exploits three-dimensional genome architecture to spread across the X chromosome. Science. 

2013;341(6147):1237973.  

610.  Minajigi A, Froberg JE, Wei C, Sunwoo H, Kesner B, Colognori D, et al. A comprehensive Xist interactome 

reveals cohesin repulsion and an RNA-directed chromosome conformation. Science. 2015;349(6245).  

611.  Hacisuleyman E, Goff LA, Trapnell C, Williams A, Henao-Mejia J, Sun L, et al. Topological organization 

of multichromosomal regions by the long intergenic noncoding RNA Firre. Nat Struct Mol Biol. 

2014;21(2):198–206.  

612.  Yang F, Deng X, Ma W, Berletch JB, Rabaia N, Wei G, et al. The lncRNA Firre anchors the inactive X 

chromosome to the nucleolus by binding CTCF and maintains H3K27me3 methylation. Genome Biol. 

2015;16:52.  

613.  Ding D-Q, Okamasa K, Yamane M, Tsutsumi C, Haraguchi T, Yamamoto M, et al. Meiosis-specific 

noncoding RNA mediates robust pairing of homologous chromosomes in meiosis. Science. 

2012;336(6082):732–6.  

614.  Williams BR, Bateman JR, Novikov ND, Wu C-T. Disruption of topoisomerase II perturbs pairing in 

Drosophila cell culture. Genetics. 2007;177(1):31–46.  

 



 

 

 

 

 

 

 

Chapter 2 

 

The pairing of homologs and sister chromatids in interphase 

nuclei of Drosophila melanogaster is cohesin-independent 

 

 

 

 

 

 

 

 

 

This chapter is based on: 

 

Senaratne TN, Joyce EF and Wu, C-T. Drosophila Nuclei Have Genome-Wide Cohesin-Independent Sister 

Chromatid Cohesion in Interphase That is Regulated by Condensin Activity. Manuscript in revision. 

 

Author contributions: TNS performed experiments and carried out data analysis. TNS and EFJ provided reagents. 

TNS, EFJ and C-TW conceived and designed the experiments.  TNS and C-TW wrote the paper. 

  



67 

 

Abstract 

 

Following DNA replication, sister chromatids must stay connected for the remainder of the cell cycle in 

order to ensure accurate segregation in the subsequent cell division. This important function involves an 

evolutionarily conserved protein complex known as cohesin; any loss of cohesin causes premature sister chromatid 

separation in mitosis. We examined the role of cohesin prior to mitosis, using fluorescence in situ hybridization 

(FISH) to assay the association of sister chromatids in interphase Drosophila cells. Because maternal and paternal 

homologs are paired in Drosophila cells, these assays allowed us to also investigate the role of cohesin in homolog 

pairing. Surprisingly, we found that cohesin is not required for homolog pairing in interphase nuclei, and further, 

that sister chromatids remain closely aligned in G2 with little to no cohesin. We present data showing that cohesin-

independent pairing is widespread in Drosophila, unlike in other systems where it has only been observed at specific 

chromosomal regions, and further, that the cohesin-independent pairing of sisters observed in interphase is not 

dependent on the presence of a homolog. These results suggest that there may be mechanisms contributing to the 

organization of sister chromatids in interphase independently of cohesin proteins. 

 

Introduction 

 

Nuclear organization is a fundamental aspect of genome regulation and function [1–4]. In addition to cell-

type specific interactions between and within chromosomes [5,6], this organization is shaped by chromosome-wide 

changes in structure that are inherent to the process of nuclear division. For instance, in addition to condensing their 

chromosomes into the compacted forms found in metaphase, mitotically dividing cells double their DNA content 

and thus their chromosome number during S-phase. Diploid cells therefore transition from a G1 phase with two 

copies of each chromosome, called the maternal and paternal homologs, to a G2 phase with four copies of each 

chromosome, each homolog having been replicated to form a set of sister chromatids. Importantly, sister chromatids 

are held together by physical connections that are critical for ensuring that the two chromatids ultimately segregate 

between daughter cells in mitosis [7–9]. Remarkably, these connections, known as cohesion, exist in interphase 

amidst a variety of other inter- and intra-chromosomal interactions, and yet are uniquely maintained between sisters. 
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Cohesion between sister chromatids is known to require the highly conserved SMC complex known as 

cohesin [10–12]. Cohesin consists of four subunits known as Rad21, Smc1, Smc3 and SA, which come together to 

form a ring-shaped protein complex [13]. Cohesin is loaded onto chromatin before or during S-phase (depending on 

the organism), and the presence of cohesin during replication is essential for proper sister cohesion at later stages in 

the cell cycle, suggesting that S-phase is the stage when establishment of cohesion occurs [12,14–16]. Ultimately, 

the Rad21 subunit of cohesin is cleaved at anaphase causing cohesin dissociation, a step that is both necessary and 

sufficient for sister chromatid separation during mitosis [17–22]. These and other results have led to multiple models 

of how cohesin functions, including the “embrace” model, wherein a single cohesin protein encircles two sister 

chromatids from the time of replication until mitosis (Figure 2.1), or “snap” models, in which cohesin molecules 

bind individual chromatids and then self-associate [13,22–26]. Regardless of how cohesin associates with DNA, the 

temporal pattern of its association, and the requirement for cohesion establishment in S-phase, suggest that cohesin 

is involved in maintaining cohesion from the time of DNA replication, through G2, and until segregation in mitosis. 

Consistent with this idea, observations in many different organisms demonstrate that loss of cohesin results in 

premature sister chromatid separation in metaphase [10–12,27–30]. While most studies of cohesin function in sister 

chromatid organization have focused on mitosis, studies in human and in chicken cells that have examined cohesion 

in S/G2 using fluorescent in situ hybridization (FISH) have found that loss of cohesin results in phenotypes 

consistent with sister chromatid separation in interphase, including an increase in the number of FISH signals, 

increased distance between signals, or abnormally shaped signals (Figure 2.2) [27,31–35]. These results further 

highlight the importance of cohesin at multiple stages in the cell cycle.  
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Figure 2.1 Model showing how the yeast cohesin complex may function in sister chromatid cohesion. Figure 

reproduced with permission from Haering et al., 2002 [23]. (A) Cohesin components form a ring shape. A 10 nm 

chromatin fiber and a DNA double helix are shown on the right for scale comparison. (B) Representation of the 

“embrace” model.  
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Figure 2.2 Examples of FISH studies that observed disruption of cohesion in interphase. Figures reproduced 

with permission from: (A) Sonoda et al., 2001 [27], (B) Schmitz et al., 2007 [32], (C) Nishiyama et al., 2010 [33], 

(D) Toyoda and Yanagida, 2006 [31], (E) Manning et al., 2014 [34], (F) Dupont et al., 2014 (content available under 

a Creative Commons Attribution (CC-BY) license) [35]. These studies found an increase in the number of FISH 

signals, increased distance between signals, or abnormally shaped signals in G2 or S-phase when cohesin or cohesin 

regulators were knocked down or mutated. Scc1 is Rad21; Sororin (Sor) and pRB regulate the association of cohesin 

with DNA; Roberts Syndrome is caused by mutations in ESCO2, a factor required for the establishment of cohesion. 



71 

 

The nuclei of Drosophila melanogaster and other Dipteran insects present a unique situation, where sister 

chromatid cohesion is not the only association between chromosomes that are homologous to each other. In these 

insects, maternal and paternal homologs show robust pairing in somatic cells, occurring in different stages of the cell 

cycle and in many different tissues [36–41]. Additionally, this pairing impacts gene expression through mechanisms 

known as transvection [42–50]. Therefore, homolog pairing is a prominent and functional feature of Dipteran 

nuclear organization. Since cohesion and somatic homolog pairing are both interactions between chromosomes 

sharing sequence homology, it is reasonable to ask whether mechanisms of cohesion between sisters play a role in 

somatic homolog pairing in Drosophila. For example, cohesin molecules may encircle or otherwise spatially restrict 

homologs as well as sisters, or the presence of cohesion between sister chromatids may facilitate alignment and/or 

recombination of homologs, as occurs during meiosis in many organisms [51,52]. The role of cohesins in pairing 

homologs is supported by observations that meiosis I, which involves segregation of homologs but not sisters, 

requires separase, an enzyme that cleaves cohesin proteins [53–56]. While Drosophila is somewhat divergent from 

other organisms in the proteins that provide cohesion in meiosis, cohesion is still required for meiotic homolog 

pairing [57–62]. Therefore, cohesion might also be expected to play a role in somatic homolog pairing.   

 

In an effort to identify mechanisms responsible for somatic homolog pairing and other forms of interphase 

nuclear organization, our laboratory previously conducted a genome-wide RNAi screen in Drosophila cells, assaying 

pairing at two distinct heterochromatic loci using high-throughput fluorescent in situ hybridization (Hi-FISH) [63]. 

In this study, a single FISH signal for a given target indicated that all copies of that locus were in close proximity to 

each other, and RNAi knockdowns leading to more or fewer FISH signals than observed in control cells identified 

candidate genes for promoting or antagonizing pairing respectively [63]. As such, we expected to identify cohesin 

proteins in this screen; loss of cohesion was expected to cause separation of sister chromatids in G2, thus increasing 

the number of FISH signals observed (Figure 2.3). Surprisingly, cohesin proteins were not among the 105 genes 

identified. This was our first indication that Drosophila cells might have cohesin-independent pairing of homologous 

chromosomes as well as of sister chromatids in interphase, though there were many other reasons why cohesin 

proteins might not have been identified in the screen. 
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In this chapter, I present characterization of this phenomenon of cohesin-independent pairing, 

demonstrating that our results cannot be explained by inefficient cohesin knockdown, cell cycle arrest, or other 

complicating factors. Additionally, I show that cohesin-independent pairing occurs genome-wide in Drosophila 

interphase cells, including pericentric repetitive as well as single-copy euchromatic regions. Finally, I present 

evidence suggesting that cohesin-independent pairing does not require the presence of a homolog, or of pre-

established homolog pairing, suggesting that sister chromatids themselves may have some amount of cohesin-

independent pairing between them, which allows them to remain in close proximity in G2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 Cohesin knockdown was expected to cause sister chromatid separation in G2 and in metaphase. 

(A) When a specific DNA sequence is targeted by fluorescent in situ hybridization (FISH) in Drosophila cells, most 

cells show a single FISH signal (red spot) in interphase because of homolog pairing and sister chromatid cohesion. 

(B) Knockdown of cohesin was expected to cause sister chromatid separation and thus an increase in the number of 

FISH signals both in G2 and in metaphase. Note that only one homolog is shown for clarity; in reality, multiple 

homologs may be present, and an increase in the number of FISH signals would be expected if there was homolog 

unpairing, loss of sister chromatid cohesion, or both.  
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Materials and Methods 

 

Cell culture and RNAi 

 

Kc167, S2R+ and Clone 8 cells were cultured according to standard protocols (see www.flyrnai.org). RNAi 

treatments were started in each case one day after the cells had been split as part of their regular passaging. RNAi 

treatments lasted for four days unless otherwise specified. For Kc167 and S2R+, cells were seeded at 0.5-0.8 million 

cells/mL with 15 ug of RNA per well in a 6-well plate or 5 ug of RNA per well in a 24-well plate. For Clone 8, cells 

were transfected with dsRNA using Effectene transfection reagent from Qiagen, with a GFP-expressing plasmid as a 

co-transfection marker. When using Effectene, the amount of dsRNA was reduced to 1.2 ug per well in a 24-well 

plate. dsRNA primers were designed using the SnapDragon tool for primer design (http://www.flyrnai.org/cgi-

bin/RNAi_find_primers.pl) and synthesized by PCR amplification from genomic DNA followed by an in vitro 

transcription reaction using a MEGAscript® T7 Transcription Kit (Thermo Fisher Scientific). 

 

Quantitative PCR 

 

Quantitative PCR was used to assay efficiency of RNAi knockdowns according to standard techniques. 

Briefly, total RNA was isolated from cells using a Qiagen RNeasy Plus kit and then converted to cDNA using the 

Invitrogen SuperScript® III First-Strand Synthesis System for RT-PCR. Primers for qPCR were designed using the 

Primer-BLAST website (http://www.ncbi.nlm.nih.gov/tools/primer-blast/). Reactions were set up using KAPA 

SYBR® FAST qPCR kits and run on an Applied Biosystems 7300 Real-Time PCR System.  

 

Western blot 

 

Cells were collected after four days of RNAi and their protein levels were analyzed by western blot 

according to standard protocols. Blots were probed using a rabbit anti-Rad21 antibody (generous gift from Dr. 

Stefan Heidmann; used at 1:3000) to assay cohesin knockdown and a mouse anti-α-tubulin antibody (Sigma-

Aldrich; 1:5000) to assay loading, followed by secondary antibodies conjugated to HRP (GE Healthcare Life 

http://www.ncbi.nlm.nih.gov/tools/primer-blast/
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Sciences), anti-rabbit (1:5000) and anti-mouse (1:10000). Blots were then stained using Pierce ECL Western 

Blotting Substrate (ThermoFisher Scientific).  

 

Fluorescence Activated Cell Sorting (FACS) 

 

Following RNAi treatment, cells were harvested, resuspended in ice cold 100% ethanol, allowed to warm 

up to 37°C and then stained using a PI/RNase Staining Buffer (BD Pharmingen). Cell populations were assayed 

based on DNA content to determine their cell cycle profile using a BD LSR II Analyzer. 

 

Immunofluorescence (IF) 

 

Cells were plated onto slides at concentrations of 1-5 million cells/mL and allowed to adhere for 1-2 hours. 

Slides were washed in PBS and fixed in 4% paraformaldehyde for 5-10 minutes. The slides were then washed in 

PBS and used immediately or stored in PBS at 4°C. IF slides were washed in PBS-T (PBS with 0.1% Tween-20), 

blocked in 1% BSA/PBS-T for 30 minutes at room temperature, and incubated with primary antibody at 4°C 

overnight followed by three more PBS-T washes and incubation with secondary antibody either for 2 hours at room 

temperature or overnight at 4°C. Slides were then washed in PBS-T and mounted using Slowfade with DAPI 

(Thermo Fisher Scientific), followed by imaging. Primary antibodies used:  rabbit α-Rad21 (gift of Dr. Stefan 

Heidmann; 1:200), mouse α-cyclin B (Developmental Studies Hybridoma Bank; 1:100). Secondary antibodies used: 

Cy3-conjugated anti-rabbit (1:165), 488-conjugated anti-mouse (1:100), Cy5-conjugated anti-mouse (1:20) (all from 

Jackson ImmunoResearch Laboratories). 

 

Fluorescence in situ hybridization (FISH) 

 

Our FISH protocol has been previously published [63,64] and was adapted from standard protocols [65–

67]. In brief, cells were fixed as above and then washed in PBS, 2x SSCT (0.3M sodium chloride, 0.03M sodium 

citrate, 0.1% Tween-20), and 50% formamide/2x SSCT. Slides were either used for FISH immediately or stored in 

50% formamide/2x SSCT at 4°C. FISH slides were pre-denatured in 50% formamide/2x SSCT at 92°C for 2.5 
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minutes and then at 60°C for 20 minutes. FISH probes were added in a hybridization solution of 10% dextran 

sulphate/2x SSCT/50% formamide containing 10-20 pmol of probe per hybridization. The slides were then 

denatured by placing them on a heat block at 92°C for 2.5 minutes and allowed to hybridize overnight at room 

temperature for heterochromatic probes and at 37-42°C for euchromatic probes. Following hybridization, slides 

were washed in 2x SSCT at 60°C for 15 minutes, 2x SSCT at room temperature for 10 minutes, and 0.2x SSC at 

room temperature for 10 minutes before being mounted using Slowfade with DAPI (Thermo Fisher Scientific) and 

imaged. In cases where both IF and FISH were carried out, generally the two protocols were carried out in 

succession and the slides imaged afterwards. For some more sensitive antibodies, such as that identifying Cyclin B, 

the cells were imaged following IF, then washed, used for FISH, and re-imaged, using software-assisted stage 

navigation to relocate the same fields. We applied this method to Clone 8 cells to examine the localization of FISH 

probes in cells where we had previously determined the presence or absence of various proteins by IF (Figure 2.6).  

 

Most euchromatic FISH probes used in this study were designed and generated using our published 

Oligopaints protocol [64], including 5A, 16E, 24D, 28B, 69C, 89B, 89E, and 100B, as well as the chromosome 

paints on 2R (41E-44C, 50D-53C, 58D-60E). One experiment at the 28B locus used a probe synthesized from a P1 

plasmid (Berkeley Drosophila Genome Project) containing cloned Drosophila genomic DNA corresponding to 

chromosomal regions 28B1-28B2 (DS01529) and then labeled by nick translation/direct labeling (Vysis). 

Heterochromatic repeat regions were assayed using previously described FISH probe sequences [65,66] synthesized 

by Integrated DNA Technologies (IDT). 

 

Metaphase spreads 

 

Metaphase spreads were prepared using protocols adapted from published methods [68,69]. Cells were 

obtained from actively growing cultures without the use of any drugs to increase mitotic index unless otherwise 

specified. In the case where microtubule inhibitors were used, colchicine was added to the media of growing cells at 

a concentration of 30 μM for 2 hours prior to spread preparation. Cells from 5 mL of culture were spun down, 

washed once in PBS, and then gradually resuspended in 10 mL 1% sodium citrate. Sodium citrate was added in a 

dropwise manner, interspersed with frequent mixing to ensure even resuspension of the cells. The cells were then 
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incubated at room temperature for 30 minutes. We then added 1 mL of cold fixative (3:1 methanol: glacial acetic 

acid solution), spun down the cells, and washed three more times in 10 mL of the same fixative. Addition of fixative 

was also performed slowly. Finally, cells were resuspended in 100-500 μL fixative and dropped onto a glass slide 

under humidified conditions. The slide was allowed to dry in a humidified chamber and then washed in 70%, 90% 

and 100% ethanol successively, before being dried and imaged. For metaphase FISH, these slides were then 

denatured in 70% formamide/2X SSCT at 70°C for 90 seconds followed by washes in cold 70%, 90% and 100% 

ethanol. FISH probes were added and the cells were allowed to hybridize without any additional denaturing, 

followed by our standard FISH washes. 

 

Image acquisition and automated analysis using MATLAB 

 

All images were obtained using an Olympus IX83 epifluorescence microscope with a 60x oil objective and 

the CellSens acquisition software. Raw TIFF files were analyzed using custom-written MATLAB scripts (described 

in [63] and subsequently adapted) for measuring different properties such as the number of FISH dots per nucleus, 

their area, and the intensity of IF signals. First, nuclei were identified in the DAPI image, starting with correction for 

background followed by image segmentation based on a Ridler-Calvard thresholding algorithm [70]. Identified 

nuclei were filtered on the basis of shape and size, to eliminate clusters of nuclei or dead cells. Next, the areas 

corresponding to the identified nuclei were mapped in the images corresponding to the different FISH signals, and a 

threshold based on local background was used to identify all signals within each nucleus, which were then filtered 

on the basis of size. All uniquely identifiable foci of fluorescent signal (above background) were counted as FISH 

signals, regardless of the distance between them. When identifying FISH signals corresponding to large 

chromosomal targets, we found that the intensity of the FISH signals varied depending on the compaction status of 

the chromosome, so different thresholds were used based on the maximum intensity within that nucleus. Counts of 

FISH signals per nucleus along with other statistics were recorded, along with segmented output images, allowing 

the examination of results on a per-cell or per-image basis. Counts obtained from MATLAB algorithms were 

compared to manual counts of the same images to confirm that the results were comparable. 
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Statistical analyses 

 

When assaying the number of FISH signals in a nucleus, a whole population of cells was scored and each 

nucleus classified as either having one signal (homolog pairing as well as sister chromatid cohesion intact) or more 

than one signal (homologs and/or sisters have become unpaired). The relative numbers of cells having one signal or 

more than one signal were then compared between different conditions using a two-tailed Fisher’s Exact Test. 

Similar analyses were used when comparing the percentages of metaphase spreads with intact versus perturbed sister 

chromatid cohesion. When examining the areas of FISH signals representing larger chromosomal regions, a 

Student’s t-test was used to compare the distribution of areas obtained. Finally, when examining the number of FISH 

signals in metaphase spreads, a Mann-Whitney U test was used to compare the different conditions.  
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Results 

 

Pairing of homologs and sister chromatids at heterochromatic loci in Drosophila interphase cells can be 

maintained with little to no cohesin protein. 

 

In our previously published screen for genes involved in homolog pairing [63], we applied Hi-FISH to 

tetraploid Kc167 cells in 384-well plates seeded with a whole-genome RNAi library and assayed pairing at two 

pericentric heterochromatic loci, one consisting of the 359 satellite repeats [71] on the X chromosome and the other 

consisting of the dodeca satellite repeats [72,73] on chromosome 3. In this study, the extent of homolog pairing was 

defined operationally as the percentage of nuclei in a population with one FISH signal per locus, and because a 

single signal would also require the close proximity of sister chromatids, our assay of homolog pairing also reflected 

sister chromatid pairing. Surprisingly, no cohesin subunits or associated proteins were identified in the screen, 

suggesting that pairing of homologs as well as sisters can occur independently of cohesin protein at the two loci 

assayed. 

 

Given the unexpected nature of these findings, we began our studies by determining whether our failure to 

identify cohesin in the screen was due to an artifact of culturing cells in 384-well plates and using Hi-FISH as part of 

the screening protocol and/or due to incomplete knockdown by RNAi. To do so, we performed studies using 

conventional slide-based FISH in both Kc167 cells and another Drosophila cell line, S2R+. Under these conditions, 

we found that Rad21 was depleted below detectable levels by western blot or immunofluorescence after four days of 

RNAi, which was the duration of RNAi knockdown used in the screen (Figure 2.4, A&B). Furthermore, the mRNA 

levels of Rad21, Smc1, Smc3, and Stromalin (SA) were reduced by 80-90% as compared to levels in control cells 

when they were individually knocked down and assayed by qPCR (Supplementary Figure A1.1). Importantly, no 

significant reduction in the percentage of nuclei with only a single FISH signal was observed in cohesin RNAi-

treated cells as compared to controls when we targeted FISH to 359 (81.8% versus 78.9%, P=0.4526) and dodeca 

(40.9% versus 36.0%, P=0.3909), as well as the AACAC pericentric heterochromatic repeat locus [74] on 

chromosome 2 (55.0% versus 58.0%, P=0.6214) (Figure 2.4C; values are for S2R+ cells, but lack of a significant 

reduction was also observed with Kc167 cells, see Figure 2.5 for more details). We also tested simultaneous 
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knockdowns of multiple cohesin proteins (Supplementary Figure A1.2A) and longer RNAi treatments 

(Supplementary Figure A1.2B) and found no consistently significant effects on the percentage of nuclei with single 

FISH signals.  

 

Efficient knockdown of cohesin was also confirmed by the observation of premature sister chromatid 

separation in metaphase following cohesin RNAi (Figure 2.4D and Supplementary Figure A1.3). That is, after 

knockdown of Rad21, Smc1, or Smc3, sister chromatids appeared as single chromosomes rather than the pairs of 

connected chromatids that are normally observed in metaphase spreads (Supplementary Figure A1.3). We then 

extended this analysis to quantify the amount of separation caused by cohesin RNAi, focusing on Rad21 because the 

extent of unpairing observed following Rad21 knockdown was more severe than that observed following 

knockdown of either Smc1 or Smc3 (Supplementary Figure A1.3).  
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Figure 2.4 Cohesin knockdown in Drosophila cells disrupts sister chromatid cohesion in mitosis, but not the 

pairing of sisters or homologs in interphase. (A) Western blot showing that, after four days of RNAi in S2R+ 

cells, Rad21 knockdown is efficient. (B) Immunofluorescence for Rad21 confirms knockdown at the level of 

individual cells. (C) FISH targeting pericentric heterochromatin of the X chromosome and chromosomes 2 and 3 

shows that Rad21 knockdown does not increase the number of FISH signals observed in interphase (dotted line, 

perimeter of DAPI signal). Graph shows percentages of nuclei with single FISH signals in Rad21 RNAi-treated cells 

compared to controls (controls include untreated cells and those treated with LacZ dsRNA; result is mean of 8-10 
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Figure 2.4 (Continued) independent trials; error bars = SD; n>190 nuclei per knockdown per trial; differences 

between controls and Rad21 RNAi were not significant by Fisher’s exact test (calculated for each trial) and by 

Student’s t-test for pooled averages from multiple trials (P=0.3909, P=0.6214, P=0.4526 for 359, AACAC and 

dodeca, respectively)). (D) Metaphase spreads with FISH show that Rad21 knockdown causes sister chromatid 

separation in mitosis, increasing the number of FISH signals per locus. Boxplot shows results from a single trial 

(n≥32 mitotic nuclei per knockdown; differences between controls and Rad21 RNAi treated cells were significant by 

Mann-Whitney U test, P<0.0001 for AACAC and dodeca, P=0.0126 for 359). For another independent trial, see 

Supplementary Figure A1.6. All scale bars represent 5 μm.  

 

 

Here, we first determined the copy number of each chromosome in control cells by performing FISH on 

metaphase spreads, confirming that our S2R+ cell line has an irregular but stable karyotype, with two copies of the 

X, three copies of Chr. 2, and four copies of Chr. 3 (Figure 2.4D). We then applied FISH after Rad21 knockdown 

and observed an increase in the number of FISH signals at AACAC and dodeca (P<0.0001 for both); the median 

numbers of FISH signals increased from 3.0 and 4.0 signals in control cells at AACAC and dodeca, respectively, to 

6.0 and 7.5 in Rad21 RNAi-treated cells (Figure 2.4D). While we cannot rule out contributions from aneuploidy, the 

approximate doubling of the median along with the observation of unpaired chromatids is strongly indicative of 

sister chromatid separation after cohesin knockdown. Importantly, this loss of cohesion in mitotic cells was unlikely 

to have had a significant impact on the overall percentage of nuclei with single FISH signals, since mitotic nuclei 

represent only a small percentage of a cycling population, around 7% following Rad21 knockdown in our assays 

(consistent with published results [28]). 

 

Note that, while cohesin knockdown approximately doubled the median numbers of FISH signals in mitotic 

cells at AACAC and dodeca, it was not sufficient to completely disrupt cohesion at 359; while there was sometimes 

a significant increase in the number of FISH signals at 359 (P=0.0126), the median was unchanged, remaining at 2.0 

and indicating that in many cells, sister chromatids remained connected (Figure 2.4D; note that significance was not 

always achieved for 359, see Supplementary Figure A1.6). It is possible that this could be explained by the presence 

of residual cohesin following RNAi treatment that is specifically enriched at this locus. Alternatively, it is possible 
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that 359 may retain a cohesin-independent connection between chromatids in mitosis, similar to that observed in 

interphase.  

 

To better understand the progression of cohesin depletion, we performed a timecourse of Rad21 

knockdown in Kc167 cells and observed premature sister chromatid separation in mitotic cells as early as the third 

day following RNAi treatment (Supplementary Figure A1.4C). As Kc167 cells complete the cell cycle in 24-30 hours 

[75], this observation argues that populations of cells that have been treated with RNAi for four days should have 

experienced cohesin depletion for the duration of at least one cell cycle. These studies also enabled us to address 

whether our inability to observe an effect of cohesin knockdown in interphase cells resulted from inadvertent 

disruption of the cell cycle; for example, arrest in G1, prior to S phase, would necessarily preclude sister chromatid 

separation. Evidence against this explanation was the fact that, while Rad21 knockdown caused an increased mitotic 

index, cells continued cycling, albeit with a delay as compared to control cells (Supplementary Figure A1.4A), 

consistent with published results [28,76]. In addition, both FACS analysis (Supplementary Figure A1.4B) and 

immunofluorescence for cyclin B, a protein that is expressed from S-phase through G2/M-phase [77–80] 

(Supplementary Figure A1.8B), confirmed that at least two-thirds of the cell population is in G2 following cohesin 

knockdown. These observations argue that the apparent maintenance of sister chromatid pairing following cohesin 

knockdown cannot be explained by a paucity of G2 nuclei. Thus, in conjunction with the findings described above, 

our studies indicate that the 384-well FISH format cannot explain why cohesin was not identified as a candidate 

gene in our pairing screen [63], and further, that neither inefficient knockdown nor a paucity of G2 nuclei can 

explain why cohesin RNAi treatment does not disrupt pairing in interphase cells. As such, our studies suggest the 

existence of a cohesin-independent mechanism maintaining the pairing of homologs throughout interphase as well 

as of sister chromatids in G2. 

 

Metaphase separation of sister chromatids in the absence of cohesin is not dependent on spindle assembly. 

 

Given that we observed sister chromatid separation in mitosis but not in interphase following Rad21 

knockdown, we considered the possibility that this phenotype requires not only cohesin depletion but also the 

physical forces that separate sister chromatids in mitosis. As such, in G2 cells, perhaps sister chromatid pairing is 
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maintained not because sisters are held together in the absence of cohesin, but because they are not actively pulled 

apart. To address this possibility, we sought to determine whether the sister chromatid separation observed in 

metaphase following Rad21 knockdown is dependent on the formation of a mitotic spindle, by preparing metaphase 

spreads both in the absence and presence of the microtubule polymerization inhibitor colchicine.  

 

Addition of colchicine increased the number of metaphase spreads that were obtained from 1.25% to 3.88% 

in control cells, and from 1.86% to 4.84% in Rad21 RNAi-treated cells (Table 2.1), consistent with its role in 

inhibiting the passage of cells through mitosis by blocking spindle assembly. However, we found that cohesion in 

metaphase following Rad21 knockdown was not significantly altered by the addition of colchicine (Table 2.1); the 

percentage of metaphase spreads with intact sister chromatid cohesion after Rad21 RNAi was 25.0% without 

colchicine and 33.6% with colchicine (P=0.1570), both of which were significantly less than the 77.1% observed in 

control cells treated with colchicine (P<0.0001) demonstrating that loss of cohesion in mitosis does not depend on 

spindle assembly. This suggests that the failure of Rad21 knockdown to cause sister chromatid separation in G2 is 

due to some other difference between interphase and mitosis, perhaps the existence of pairing mechanisms in 

interphase. 

 

Table 2.1 Separation of sister chromatids following Rad21 RNAi is not dependent on microtubule 

polymerization.  

RNAi Colchicine 
Percentage of Metaphase Spreads with Intact 

Sister Chromatid Cohesion 

Percentage of Metaphase 

Cells 

Untreated - 70.9% (n = 103) 1.25% (n = 1844) 

Untreated + 77.1% (n = 118) 3.88% (n = 1700) 

Rad21 - 25.0% (n = 120) 1.86% (n = 1021) 

Rad21 + 33.6% (n = 119) 4.84% (n = 826) 
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Cohesin-independent pairing of sisters and homologs is widespread in the Drosophila genome during 

interphase.  

 

To determine whether cohesin-independent pairing of chromosomes is unique to centromeric regions 

and/or pericentric heterochromatin, we used FISH to target eleven euchromatic regions in a variety of genomic 

locations (Figure 2.5). Applying Oligopaint [64] FISH probes to control and Rad21 RNAi-treated cells, we targeted 

eight euchromatic loci ranging in size from tens to hundreds of kilobases and representing all major Drosophila 

chromosomes: 5A (X chromosome, target size 672.0 kb), 16E (X, 700.0 kb), 24D (2L, 490.6 kb), 28B (2L, 680.0 

kb), 69C (3L, 674.0kb), 89B (3R, 49.7 kb), 89E (3R, 49.7 kb) and 100B (3R, 462.3 kb) (Figure 2.5, A&C). 

Strikingly, we did not find the percentage of nuclei with a single FISH signal to be consistently and significantly 

reduced at any locus following Rad21 knockdown in either Kc167 or S2R+ cells (Figure 2.5C). These data suggest 

that cohesin-independent pairing is widespread in the Drosophila genome and pertains to single-copy euchromatic as 

well as to pericentric repetitive regions.  
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Figure 2.5 Pairing of homologs and sister chromatids in interphase remains unaffected genome-wide after 

knockdown of Rad21. (A) FISH targeting the 69C euchromatic locus (chromosome 3L, 674 kb) shows that the 

number of FISH signals per nucleus did not increase following Rad21 RNAi (dotted line, DAPI perimeter; scale bar 

= 5 µm). (B) FISH targeting the 41E, 50D and 58D loci (chromosome 2R, total of 8.4 Mb) shows that following 

Rad21 RNAi the size of the FISH signals did not increase (dotted line = DAPI perimeter; scale bar = 10 µm). (C) 

Schematic showing the three major chromosomes of Drosophila and summarizing the effects of Rad21 knockdown, 
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Figure 2.5 (Continued) with heterochromatic FISH targets highlighted in grey, smaller euchromatic FISH targets 

(tens to hundreds of kilobases) highlighted in yellow, and larger euchromatic FISH targets (several megabases) 

highlighted in pink. The sizes of these targets are as follows: 359 (estimated size ~11 Mb [65]), AACAC (size 

unknown), dodeca (size unknown), 5A (672.0 kb), 16E (700.0 kb), 24D (490.6 kb), 28B (680.0 kb), 69C (674.0 kb), 

89B (49.7 kb), 89E (49.7 kb), 100B (462.3 kb), 41E-44C (3.1 Mb), 50D-53C (2.7 Mb), 58D-60E (2.6 Mb). For the 

grey and yellow targets, percentages represent the proportion of nuclei in a cycling cell population with a single 

FISH signal, while, for the pink targets, percentages represent the proportion of the nuclear area occupied by the 

FISH signals. Results for Kc167 are shown above each chromosome while those for S2R+ cells are shown below. 

(Data are from single trials except for 359, AACAC, dodeca, 16E, and 100B, where the percentages are the mean 

results from 2 or more trials; for all loci, n≥150 nuclei per trial. Significance was assessed using Fisher’s exact test 

(calculated separately for each trial), except for the pink targets, when a t-test was used to compare FISH signal 

areas (asterisks, P<0.05 for difference between control and Rad21 knockdowns in each trial)). A simple separation 

of sister chromatids would be expected to cause a decrease in the percentage of nuclei with a single FISH signal, or 

an increase in the area of FISH signals; we observed neither (see main text for details). 

 

 

Considering the possibility that cohesin might be required to maintain pairing on a more global scale in 

ways not obvious from the analysis of short chromosomal regions, we also tested cohesin knockdowns with 

Oligopaints targeting three large regions on the right arm of chromosome 2 (3.1 Mb, 2.7 Mb and 2.6 Mb) (Figure 

2.5B). Examining a large region minimized the chances of visualizing only late-replicating regions where, in early 

G2, sister chromatids may not yet have formed. Additionally, large FISH targets allowed a greater dynamic range in 

the size of the FISH signals, permitting us to more easily measure the area of the FISH signals in maximum-Z 

projections, in addition to counting the number of signals. We reasoned that an assay of signal size might be more 

sensitive to local unpairing of sister chromatids and/or homologs occurring anywhere along the chromosome arm 

even if complete separation had not occurred.  

 

Following knockdown of Rad21 and FISH targeting these regions on chromosome 2R, neither the number 

of FISH signals nor the area of the image covered by these signals showed a significant increase, contrary to what 
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might have been expected if sister chromatids had simply separated (Figure 2.5C). The combined area of the FISH 

signals was 23.8% and 17.5% of the nuclear area in control and Rad21 RNAi-treated cells, respectively (P<0.0001 

indicating a significant decrease). The decrease in signal areas we observed following Rad21 knockdown was 

unexpected, and could indicate an interesting role for cohesin in antagonizing compaction of chromatin, though 

further experiments are necessary to confirm this trend. Along these lines, it is interesting to note the significant 

increase in the percentage of nuclei with a single FISH signal at some loci examined with smaller FISH probe sets, 

specifically 89B in S2R+ cells and AACAC in Kc167 cells (see Figure 2.5C). Regardless, our data suggest that sister 

chromatids as well as homologs can remain paired in interphase across all major chromosome arms in the absence of 

Rad21. Therefore, cohesin-independent pairing may be a genome-wide phenomenon. 

 

Cohesin-independent pairing of sister chromatids in interphase does not require the presence of a 

homologous chromosome. 

 

Because homolog pairing does not appear to require cohesin proteins, we wondered if cohesin-independent 

mechanisms that regulate the pairing of homologs also regulate the pairing of sisters. For example, the mechanisms 

that pair homologs might also act directly between sister chromatids, keeping them in close proximity in interphase 

even in the absence of cohesin. Alternatively, it is possible that, because homologs are paired in G1, the replication 

products of these chromosomes can remain closely associated in G2 without mechanisms acting directly to hold 

sisters together (Figure 2.6A). To test this second possibility, we investigated whether cohesin-independent pairing 

of chromatids requires the presence of a homolog, by studying a chromosome that does not have a homolog, that is, 

the single X chromosome in a diploid XY male cell line. We reasoned that when we knock down cohesin, the 

alignment of sister chromatids in interphase will depend on cohesin-independent mechanisms, and if these 

mechanisms require the presence of a homolog, the X chromosome in a male cell line should display disrupted 

cohesion while the autosomes, which are present in two copies, should not.   
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Figure 2.6 Cohesin-independent pairing between sister chromatids does not require the presence of a 

homolog. (A) Cartoon showing theoretical interactions between chromosomes. Homologs and sister chromatids can 

be held together by a combination of homolog-homolog and sister-sister interactions (left) or just homolog-homolog 

interactions that indirectly hold sister chromatids together (middle, right). (B) Karyotype of Clone 8 cells, which 

have two copies of the autosomes (long arrows) and a single X chromosome (arrowhead). Scale bar = 5 μm. (C) 

Clone 8 cells following Rad21 knockdown (top row, immunofluorescence; bottom row, FISH). GFP serves as a 

marker for cells transfected with dsRNA, while Cyclin B (CycB) indicates cells in the G2 stage of the cell cycle. 

The cell marked by the arrow is in G2 and depleted for cohesin, but FISH indicates that sister chromatid pairing is 

unperturbed, both for an autosome (dodeca, 3rd Chr.) and for the X chromosome (16E). Scale bar = 5 μm. (D) 
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Figure 2.6 (Continued) Quantification of results for experiment illustrated in (C) showing percentage of nuclei with 

a single FISH signal at dodeca and 16E. (Means represent three independent trials; error bars = SD; n≥40 per trial 

per knockdown). Differences between control and Rad21 knockdown cells were not significant by Fisher’s exact 

test (P=0.0654 and P=0.7992 for dodeca and 16E, respectively).  

 

 

For these studies we selected Drosophila Clone 8 (Cl.8+) cells, which we confirmed by karyotyping to be 

stably diploid and XY (Figure 2.6B). Given the low efficiency of RNAi in Clone 8, as versus Kc167 or S2R+ cells, 

we used GFP as a co-transfection marker for dsRNA. We carried out immunofluorescence for GFP, cyclin B (a G2 

marker), and Rad21 to identify the cells of interest (positive for GFP and cyclin B and negative for Rad21) followed 

by FISH targeting 16E on the X chromosome and dodeca on chromosome 3 (Figure 2.6C). This allowed the 

identification of G2 cells in which cohesin was efficiently depleted, and the analysis of FISH results specifically 

from these cells. Consistent with our results in other cell lines, the percentage of nuclei with a single FISH signal at 

dodeca was not significantly different between control G2 cells and those treated with Rad21 RNAi (78.9% and 

87.8%, respectively, P=0.0654) (Figure 2.6D). Remarkably, sister chromatid pairing at 16E on the X chromosome 

was also unaffected by cohesin knockdown, with 95.2% and 95.9% of control and Rad21 RNAi-treated G2 cells, 

respectively, having a single FISH signal (P=0.7992) (Figure 2.6D). These observations argue that, barring intrinsic 

features that may be specific to the X chromosome, cohesin-independent pairing of sister chromatids requires 

neither the presence of a homolog in G2 nor the pairing of homologs in the preceding G1. Thus, our data suggest 

that, whatever mechanism might be compensating for the loss of cohesin and keeping sister chromatids in close 

proximity in interphase, it initiates in G2 and acts directly between sister chromatids.  

 

Note that 16E is located within the euchromatic arm of the X and >5 Mb away from the rDNA locus near 

the centromere. Thus, while the rDNA loci of the X and Y chromosomes support local pairing [81], we consider it 

unlikely that rDNA pairing accounts for cohesin-independent pairing of sister chromatids at 16E. That being said, it 

remains possible that inter-chromosomal associations occurring near the centromere might influence larger-scale 

organization. For example, pairing of X and Y near the centromere might lead to nonhomologous “pairing” between 

their arms, which could influence sister chromatid pairing as well.  
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Discussion 

 

Our results show that Drosophila interphase cells lacking cohesin display levels of pairing comparable to 

control cells, as assayed by FISH at resolutions allowed by light-microscopy. These data suggest that pairing 

between maternal and paternal homologs as well as between sister chromatids can be maintained with little to no 

cohesin in interphase. While our studies cannot rule out that very low levels of cohesin persisted after RNAi 

treatment and/or that cohesin knockdown only affected a small proportion of cells, it remains surprising that the 

majority of cells maintain interphase chromosome organization with such low levels of cohesin (Figure 2.4, A&B). 

Indeed, non-mitotic functions of cohesin are thought to be more sensitive to cohesin depletion than mitotic ones 

based on studies in yeast [82], and mouse models of Cornelia de Lange syndrome, a developmental disorder caused 

by mutations in cohesin and other associated proteins, show that these mutations disrupt transcription but not 

chromosome cohesion in metaphase [83]. These observations suggest that the phenotypes we have observed in 

Drosophila cells may involve additional mechanisms that contribute to the organization of sister chromatids in 

interphase. We cannot rule out that such cohesin-independent pairing is induced in response to cohesin knockdown. 

Even so, our results demonstrate that cohesin is largely dispensable for the pairing of homologs throughout 

interphase and of sister chromatids in G2, suggesting that there may be cohesin-independent mechanisms 

contributing to this organization. 

 

An alternative interpretation of these results is that, since sister chromatids are related by replication, they 

are necessarily in close proximity and remain that way in G2 without the need for a connection between them. 

Findings that argue against this interpretation are FISH results from other organisms following knockdowns of 

cohesin proteins, which demonstrate phenotypes consistent with a separation of sister chromatids in G2 (Figure 2.2) 

[27,31–35]. Additionally, our results obtained from metaphase cells (Table 2.1) indicate that spindle assembly and 

the resulting physical forces pulling sister chromatids apart in mitosis are not necessary to observe sister chromatid 

separation following loss of Rad21. Further, our results clearly demonstrate that cohesin is not required for the 

pairing of homologs, implying the existence of cohesin-independent mechanisms that can hold together 

chromosomes that share homology but are not related by replication. Importantly, homolog pairing can be disrupted 
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in interphase by RNAi knockdowns of genes other than cohesin, to an extent that is detectable by FISH [eg. 

63,84,85]. 

 

While all the experiments presented here were done in Drosophila tissue culture cells, there is also evidence 

to suggest that cohesin is not required for the pairing of sisters and homologs in vivo. Studies in flies that have a 

TEV-protease cleavage site inserted into the Rad21 protein have been used to examine the effects of inducing 

premature dissociation of cohesin from chromatin in a tissue- and stage-specific manner [86]. Interestingly, in the 

salivary glands of Drosophila third instar larvae, Rad21 cleavage did not disrupt the alignment of polytene 

chromosomes [86]. This result is particularly striking because polytene chromosomes have been endoreduplicated, 

resulting in over 1000 sister chromatids held together in close alignment [87,88]. It will be of great interest to 

determine if this lack of a phenotype seen in polytene chromosomes will also be seen in other, actively dividing fly 

tissues. Another example of Rad21-independent cohesion is seen in Drosophila meiotic cells, which have meiosis-

specific cohesion proteins such as Solo or Ord [57–61]. Our experiments in which multiple cohesin subunits, 

including Rad21 as well as Smc1 and Smc3, were knocked down (Supplementary Figure A1.2) argue against the 

idea that the pairing of sister chromatids in these cells is mediated by other proteins taking the place of Rad21 in the 

cohesin complex. However, it is possible that there are multiple novel cohesion proteins that have not yet been 

identified in Drosophila somatic cells.  

 

A very interesting aspect of the biology of these cells is that they continue to cycle even in the absence of 

cohesin. We have shown that even following Rad21 depletion, cell populations continue to grow (Supplementary 

Figure A1.4), consistent with published results [28], and furthermore, that at least two-thirds of the population is in 

G2, the stage when sister chromatids are present (Supplementary Figures A1.4 & A1.8). This means that the loss of 

cohesion observed in metaphase chromosomes does not prevent passage through mitosis, even though this 

phenotype would be expected to activate the spindle assembly checkpoint (SAC) [89]. Interestingly, work done in 

Drosophila cells has shown that TEV-induced Rad21 cleavage only results in weak SAC activation and a short 

mitotic delay, the average length of mitosis being increased from 12 minutes to 38.1±13 minutes, with the frequency 

of unattached kinetochores being very low [76]. These results support our findings regarding cell cycle progression 
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following Rad21 knockdown, and hint at the possibility of cohesin-independent mechanisms that contribute to sister 

chromatid segregation in mitosis.  

 

Interestingly, there is evidence from other organisms suggesting that mechanisms other than those mediated 

by cohesin proteins can contribute to cohesion [90–92]. For example, sister chromatid separation at the rDNA locus 

during mitosis in S. cerevisiae requires the activity of other proteins in addition to cohesin cleavage, suggesting that 

this locus has connections between sisters that are independent of cohesin [93–97]. Intriguingly, the rDNA locus in 

Drosophila is proximal to the 359 locus [65], where we saw that cohesin knockdown does not cause complete sister 

chromatid separation even in mitosis. In yeast, however, cohesin-independent pairing of sisters is region-specific, as 

other loci show sister chromatid separation soon after or even before the completion of DNA replication if cohesion 

is not established [11,90,98]. Similarly, the extent of premature sister chromatid separation observed in metaphase in 

the absence of cohesin varies across chromosomes in Xenopus [30,99], chicken [27], and human cells [100]. What 

we have observed in Drosophila is somewhat unique in that, at least in interphase, cohesin-independent pairing is 

observed throughout the genome, including both repetitive heterochromatic sequences near the centromere as well 

as single-copy euchromatic regions at different locations along chromosome arms, ranging in size from 50 kb to 

multiple megabases (Figure 2.5). It may well be no coincidence that Drosophila also supports extensive pairing of 

homologs.  

 

Our work in Clone 8 cells demonstrates that cohesin-independent cohesion does not require the presence of 

a homolog, nor pre-established homolog pairing (Figure 2.6). One implication of this result is that whatever 

mechanisms maintaining the pairing of sisters in interphase can act directly between sisters, rather than relying on an 

indirect connection mediated through paired homologs. However, it is still possible that cohesin-independent pairing 

of sisters relies on homolog pairing in another way, by sharing a common regulatory mechanism. This possible 

relationship between sister chromatids and homologs, and the interactions taking place between them, is discussed in 

Chapter 3.  
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Abstract 

 

Given that sister chromatids are able to maintain relative positioning in interphase with little to no cohesin 

protein, we wondered if mechanisms that pair maternal and paternal homologous chromosomes in Drosophila also 

contribute to sister pairing. We found that condensin II and the SCF Ubiquitin ligase component Slmb, in addition to 

regulating pairing of homologs, also regulate the pairing of sister chromatids when cohesin is absent. These results 

support a model wherein cohesin and condensin II oppose each other’s functions in the alignment of sister 

chromatids, and suggests that homologs and sisters may be paired by common, cohesin-independent, mechanisms. 

Interestingly, not all genes identified as regulators of homolog pairing also regulate sister pairing, suggesting that 

these other factors may play roles in different steps of pairing regulation or at different stages in the cell cycle. We 

also show that the role of condensin II in unpairing sisters in interphase is at least partially redundant with the role of 

condensin I in sister chromatid resolution in mitosis, suggesting that the mechanism by which condensin II regulates 

homolog pairing in Drosophila may be related to that by which condensin I regulates cohesion in mitosis, a function 

that is conserved in many species. 

 

 

Introduction 

 

The surprising finding that Drosophila cells are able to maintain pairing of sister chromatids in interphase 

with little to no cohesin protein, as described in Chapter 2, led us to question if other mechanisms might be keeping 

sister chromatids in close alignment, and what those might be. Such a mechanism, in addition to playing an 

important cohesin-independent role in the organization of the interphase nucleus, might also facilitate cohesin’s 

other roles in the regulation of gene expression [1–4] and DNA repair [5,6]. Furthermore, given our current 

understanding of how cohesin mediates cohesion from S-phase onwards [7–9], the observation of cohesin-

independent pairing in G2 suggests that there may be more to be understood about the function of cohesin in G2, at 

least in Drosophila. In other organisms, there have been examples of “cohesin-independent cohesion” observed in 

metaphase chromosomes [reviewed by 10] but these reports have been limited to specific regions. The results 

described in Chapter 2 suggest that cohesin-independent pairing of sisters appears to occur chromosome-wide in 

Drosophila interphase cells. Since Drosophila are also somewhat unique in another aspect of nuclear organization, 
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which is the pairing of maternal and paternal homologs (Figure 3.1) [11–15], an attractive model is that the same 

mechanisms that pair homologs also act between sisters, thus maintaining the close alignment of sister chromatids in 

interphase even when cohesin proteins have been depleted to very low levels. If true, this idea would have several 

interesting implications for the nature of homolog pairing, which is still not well understood.   

 

 

 

Figure 3.1 Examples of paired Drosophila chromosomes in mitosis, in interphase, and in polytene nuclei. 

(Left) A mitotic spread from Drosophila cells, with homologous chromosomes highlighted by chromosome-specific 

FISH probes, shows that homologs are associated even in metaphase. (Middle) Image from Drosophila cell culture, 

showing nuclei in interphase with chromosome-specific FISH and DAPI staining. Note that there are four copies of 

this chromosome in this aneuploid cell line, but they are all kept in close proximity. (Right) Image of polytene 

chromosomes from Drosophila third instar larvae, showing that pairing provides close alignment of homologous 

sequences. Polytene image courtesy of Ting Wu.  

 

Studies in other organisms have revealed several factors that may regulate cohesion independently of 

cohesin proteins [10]. For example, in budding yeast, components of the origin recognition complex (ORC) have 

been implicated in mediating cohesion [16,17]. ORC proteins bind at eukaryotic replication origins where they 

recruit other replication proteins [18]. Mutants in ORC components in yeast have premature loss of cohesion, an 

effect which is additive in double mutants with cohesin proteins, and overexpression of ORC components can rescue 

the cohesion loss observed in cohesin mutants [16,17]. Moreover, the cohesion defects observed following ORC 

depletion can be rescued if ORC production is restored in G2 [17], which is not the case for cohesin-mediated 

cohesion [19–21]. Therefore, it is likely that ORC contributes to cohesion independently of cohesin. Conversely, 
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there are also proteins that antagonize cohesion independently of cohesin removal, implying the existence of 

cohesin-independent connections between sister chromatids. For example, topoisomerase II is an enzyme that 

removes catenations formed during replication and other processes, and proper regulation of catenations is important 

for sister chromatid segregation [22–35]. Recent work has shown not only that catenations contribute to cohesion 

but also that cohesin may play a role in maintaining catenations [36,37]. It is unclear from these studies if 

catenations can also contribute to cohesion independently of cohesin. 

 

Another group of proteins known to antagonize cohesion are condensin complexes [38,39]. Like cohesin, 

condensin has two SMC components, Smc2 and Smc4, in addition to non-SMC proteins [40]. Budding yeast has 

only one condensin complex, while most higher eukaryotes, including Drosophila, have two, both of which 

contribute to chromosome condensation [38,39]. Condensins also participate in other aspects of mitotic chromosome 

organization; for example, condensin mutants have errors in segregation such as anaphase bridges, which could be 

caused by defects in sister chromatid separation, in addition to condensation defects (for example, see Figure 3.2) 

[39,41–52]. Beyond these anaphase phenotypes, there is evidence from multiple organisms that condensin plays a 

direct role in antagonizing cohesion. For example, at the rDNA locus in budding yeast, condensin is required for the 

separation of sister chromatids even after cohesin cleavage, suggesting that there are cohesin-independent 

connections at this locus that are antagonized by condensin [53–57]. Additionally, in human cells, studies using 

premature chromosome condensation assays have found that condensin II begins the process of sister chromatid 

resolution beginning in late S-phase, prior to cohesin removal [58]. These results hint at an interesting interaction 

between cohesin and condensin, or at least, between their functions.  
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Figure 3.2 Examples of mitotic phenotypes caused by loss of the condensin I protein Barren in Drosophila. 

Figures reproduced with permission from: (A) Bhat et al., 1996 [41] and (B) Oliveira et al., 2005 [50]. In (A), 

embryos have been stained for DNA (red) and α-tubulin (green), and white arrows highlight mitotically dividing 

cells. In (B), panels represent images from a time-lapse movie of mitotically dividing cells having fluorescently-

labelled histones. Both barren mutants and Barren RNAi cells have defects in segregation, including anaphase 

bridges, which could be caused by failure to fully resolve sister chromatids. 

 

 

Intriguingly, condensin II is also known to regulate homolog pairing in Drosophila. Overexpression of 

condensin II causes unpairing of polytene chromosomes and disrupts transvection in vivo (Figure 3.3), suggesting a 

role for condensin II in antagonizing pairing [59]. Condensin II components were also found to be important for 

resolving chromosomes in anaphase I of Drosophila meiosis [60]. Additionally, a high-throughput FISH screen for 

factors that regulate homolog pairing in cell culture identified multiple components of condensin II as anti-pairers, 

while a negative regulator of condensin II, the SCF ubiquitin ligase component Slmb, was found to be a pairing-

promoter [61]. Further work has found condensin II to be important in the formation of chromosome territories [62] 

and identified additional regulators of condensin II that are required for proper nuclear organization [63–66]. For 
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example, Slmb is required for ubiquitination of the Cap-H2 subunit of condensin II, which results in down-

regulation of the complex [63]. Therefore, the effect of Slmb on homolog pairing is dependent on Cap-H2, and 

consistent with this, double knockdowns of the two genes have the same effect as knocking down Cap-H2 alone, 

which is to enhance pairing [61]. 

 

The fact that condensin proteins have been implicated in the regulation of homolog pairing in Drosophila, 

as well as in the regulation of cohesion in organisms where homolog pairing is not prevalent, raises the intriguing 

idea that homolog pairing in flies might be mechanistically related to cohesin-independent cohesion in other species 

[58]. Here, we present data from Drosophila cells showing that knockdown of pairing regulators such as Slmb and 

Cap-H2 modify the phenotypes observed following cohesin loss in interphase. These results are consistent with what 

one might expect if mechanisms of homolog pairing are also contributing to the pairing of sister chromatids in 

interphase. Additionally, our data show that the organization of sister chromatids reflects an interplay between the 

activity of cohesin and condensin proteins, supporting the idea that these important SMC complexes contribute to 

chromosome organization in multiple ways.  
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Figure 3.3 Condensin II overexpression causes polytene chromosome dispersal and homolog unpairing in 

Drosophila, while cohesin cleavage does not. Figures reproduced with permission from: (A) Hartl, Smith, and 

Bosco, 2008 [59] and (B) Pauli et al., 2008 (content available under a Creative Commons Attribution (CC-BY) 

license) [67]. (A) Salivary gland polytene chromosomes showing that overexpression of Cap-H2, a condensin II 

subunit, causes polytene chromosome disassembly as well as homolog unpairing. (B) Salivary gland polytene 

chromosomes from flies expressing TEV-cleavable Rad21, compared to flies without a cleavage site in Rad21 (left 

column). Induction of TEV-protease by heat shock causes Rad21 cleavage and dissociation from DNA (images 

labelled “myc”), but polytene chromosome alignment, assayed by DAPI staining, is unperturbed.  
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Another potential player in this process in the interplay between sisters, homologs, and the inter-

chromosomal interactions between them is the condensin I complex. Unlike condensin II, condensin I has not been 

implicated in the pairing of homologs in Drosophila interphase, but this is consistent with its known localization 

during this stage. Work done in mammalian cells has shown that the two condensin complexes have distinct 

subcellular localizations; condensin II is present in the nucleus throughout interphase and in mitosis, while 

condensin I is restricted to the cytoplasm until nuclear envelope breakdown in mitosis [52,68,69]. Consistent with 

this, condensin I proteins play many roles in mitotic cells, including in sister chromatid resolution, as described 

above [39,41–52]. To determine if the role played by condensin II in antagonizing sister chromatid pairing in 

interphase is similar to that played by condensin I in antagonizing cohesion in metaphase, we also present studies 

investigating the contributions of the two condensin complexes to sister chromatid cohesion in mitosis. 

 

 

 

Materials and Methods 

 

For a description of the methods used for cell culture, RNAi, qPCR, IF, FISH, metaphase spread 

preparation, image processing and statistical analyses, see the Materials and Methods of Chapter 2. Modifications 

specific to the work presented in this chapter are described below. 

 

RNAi 

 

The amount of dsRNA used for individual RNAi knockdowns in Kc167 or S2R+ cells was 15 ug of RNA per 

well in a 6-well plate or 5 ug of RNA per well in a 24-well plate. When knocking down multiple genes by RNAi, 

these amounts were scaled accordingly, with the amount of RNA for each target being kept the same as in the single 

knockdowns, resulting in a doubling of the total amount of dsRNA when simultaneously knocking down two genes, 

etc. We confirmed by qPCR that the increase in the amount of dsRNA did not affect the efficiency of RNAi 

knockdown (Supplementary Figure A1.5). 
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Antibodies  

 

Primary antibodies used: mouse α-cyclin B (Developmental Studies Hybridoma Bank; 1:100), rabbit α-pH3 

S10 (Epitomics, 1:100). Secondary antibodies used (Jackson ImmunoResearch Laboratories): Cy3-conjugated anti-

rabbit (1:165), 488-conjugated anti-mouse (1:100), Cy5-conjugated anti-mouse (1:20). 

 

Statistical Analysis 

 

When analyzing knockdowns that increased the number of FISH signals, nuclei were sorted based on the 

relevant criteria (for example, one FISH signal versus more than FISH signal when considering chromosome 

pairing, or fewer than four versus four or more FISH signals when considering possible sister chromatid separation 

at AACAC, etc.) followed by a two-tailed Fisher’s Exact Test to compare the effect of different dsRNAs on the 

distribution of nuclei between these different categories. Additionally, when multiple trials of certain conditions 

were being compared, a two-tailed Student’s t-test was used to compare the percentages of nuclei having a certain 

number of FISH signals obtained under the different conditions. 
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Results 

 

Slmb, a gene regulating the pairing of homologs, also regulates the pairing of sister chromatids in 

interphase. 

 

To determine if mechanisms contributing to homolog pairing also contribute to the pairing of sister 

chromatids in interphase, we combined cohesin knockdown with knockdown of Slmb, a gene which is required for 

homolog pairing. Slmb is a negative regulator of condensin II, and Slmb knockdown leads to an increased number 

of FISH signals [61]. If Slmb is also required for the pairing of sister chromatids, we might expect simultaneous 

knockdown of both Slmb and cohesin to disrupt the pairing of sisters as well as of homologs, leading to even more 

FISH signals than when Slmb alone is knocked down.  

 

We performed double knockdowns of Slmb and Rad21 in S2R+ cells and, having confirmed by qPCR that 

the knockdown of each gene was efficient (Supplementary Figure A1.5), assayed the number of FISH signals 

observed at pericentric heterochromatin (Figure 3.4A). Knockdowns of Slmb, whether alone or in combination with 

Rad21, reduced the percentages of nuclei with a single FISH signal at AACAC and dodeca from, respectively, 

52.5% and 38.0% in control cells to 18.8% and 10.0% after Slmb knockdown and 26.0% and 11.9% following 

knockdown of both Slmb and Rad21 (Figure 3.4B). Therefore, pairing levels were similarly reduced whether we 

knocked down only Slmb or both Rad21 and Slmb; however, when unpairing did occur, we often observed more 

FISH signals when both Rad21 and Slmb were knocked down (Figure 3.4A). In particular, the double knockdown of 

Rad21 and Slmb produced nuclei with four to six or more FISH signals at AACAC (Chr 2), or five to eight or more 

FISH signals at dodeca (Chr 3), which is noteworthy because our S2R+ cells typically carry only three copies of 

chromosome 2 and four copies of chromosome 3 (see Chapter 2, Figure 2.4D). We reasoned that the "extra" FISH 

signals likely represented the separation of sister chromatids and applied this approach in subsequent analyses. That 

is, we considered the presence of more than three AACAC FISH signals or four dodeca FISH signals in a nucleus as 

indicative of sister chromatid separation.  

 

Using this metric for identifying instances of sister chromatid separation, we observed that there is little 

sister chromatid separation following Slmb knockdown; the percentages of nuclei with more than three FISH signals 
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at AACAC or more than four FISH signals at dodeca were 4.7% and 11.2%, respectively, differing little from those 

of control cells (Figure 3.4C). This is consistent with findings for Slmb-depleted cells in mitosis, which have paired 

sister chromatids implying that cohesion is intact at this stage (Supplementary Figure A1.6). In contrast, the 

percentages of nuclei with more than three AACAC signals or more than four dodeca signals were 15.2% and 23.5% 

when both Rad21 and Slmb were knocked down, both values representing significant increases as compared to the 

outcome of knocking down Slmb alone (P<0.0001 and P=0.0035 for AACAC and dodeca, respectively) (Figure 

3.4C). These findings suggest that, unlike knockdown of either Slmb or Rad21 alone, the double knockdown of 

Slmb and Rad21 results in sister chromatid separation as well as homolog unpairing.  
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Figure 3.4 Slmb and condensin II regulate sister chromatid pairing in interphase when cohesin is absent. (A) 

Nuclei from different RNAi knockdowns in S2R+ cells with FISH targeting AACAC (Chr 2) and dodeca (Chr 3). 

Knockdown of both Rad21 and Slmb produced more FISH signals as compared to knockdown of Slmb alone. The 

extra FISH signals seen in the double knockdown of Rad21 and Slmb were suppressed in a triple knockdown with 

Cap-H2 (dotted line, DAPI perimeter; scale bar = 5 μm). (B) Quantification of results for experiments illustrated in 
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Figure 3.4 (Continued) (A) showing percentages of nuclei with a single FISH signal, indicating nuclei where all 

sisters and homologs are paired. (C) Quantification of results for experiments illustrated in (A) showing percentages 

of nuclei with more than 3 AACAC signals or more than 4 dodeca signals, indicating nuclei with possible sister 

chromatid separation in addition to homolog unpairing. (In B & C, means represent 4-6 independent trials; error bars 

= SD; n≥100 nuclei per knockdown per trial. Significance was calculated for each trial using Fisher’s exact test and 

across several trials using a Student’s t-test; results from pooled tests are shown (*, P<0.05; **, P<0.0001).) 

 

 

As the extra FISH signals could be explained by aneuploidy, we analyzed metaphase spreads following 

knockdowns, but did not find evidence for increased aneuploidy after double knockdown of Rad21 and Slmb as 

compared to knockdown of Slmb alone (Supplementary Figure A1.6). The extra FISH signals were also unlikely to 

reflect decompaction or fragmentation of heterochromatin, as double knockdowns of Rad21 and Slmb increased the 

number of signals at three out of five euchromatic loci studied (Supplementary Figure A1.7). The relatively modest 

effects observed at euchromatic as versus heterochromatic loci may stem from the overall higher levels of homolog 

pairing at euchromatin [61,70,71]. We also considered the possibility that the increase of nuclei with extra FISH 

signals represented the arrest of cells in mitosis, when sister chromatid cohesion is lost following cohesin 

knockdown. Here, we combined FISH with immunofluorescence to phosphorylated histone H3 (pH3) to identify 

mitotic cells [72] and, while the mitotic index is increased following knockdowns of Rad21 and Slmb, that increase 

cannot account for the overall increase in nuclei with extra FISH signals. In this experiment, after knockdown of 

both Rad21 and Slmb, the percentage of nuclei with more than three FISH signals at AACAC was 14.9%, and 

exclusion of pH3-stained nuclei dropped this number only slightly to 13.6%, which is still significantly higher than 

the percentage of interphase nuclei with more than three FISH signals after knockdown of Slmb alone (5.16%, 

P=0.0005). Furthermore, immunofluorescence for cyclin B confirmed that the increase in the number of FISH 

signals in the double knockdown was not caused by an enrichment of G2 cells (Supplementary Figure A1.8). In fact, 

knockdowns decreased the proportion of G2 cells from 66.9% in control cells to 46.2% after Slmb knockdown and 

41.9% after knockdown of both Rad21 and Slmb. This decrease limits the number of nuclei where sister chromatid 

separation is possible, and may explain why the percentage of nuclei with extra FISH signals was never more than 

30%. Therefore, while we cannot rule out the contributions of aneuploidy, disorganization of heterochromatin, or 
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cell cycle arrest, we favor the hypothesis in which the extra FISH signals in the double knockdowns of Rad21 and 

Slmb are caused by sister chromatid separation in interphase. This interpretation suggests that Slmb regulates sister 

chromatid pairing independently of cohesin.  

 

The effect of Slmb on sister chromatid pairing is dependent on condensin II. 

 

In addition to Slmb being identified as a pairing gene in the screen, several components of the condensin II 

complex were identified as causing increased pairing when knocked down (anti-pairers). Additionally, double 

knockdown of Slmb with condensin II component Cap-H2 suppressed the effect of Slmb, indicating that the effect 

of Slmb on pairing is dependent on condensin II [61,63]. Slmb is a negative regulator of condensin II, causing 

ubiquitination of the Cap-H2 subunit and destabilization of the complex [63]. Therefore, proper regulation of Cap-

H2 by Slmb is required to maintain homolog pairing at wild-type levels. To determine if the extra FISH signals we 

observed in the double knockdown of Rad21 and Slmb was also dependent on condensin II, we carried out a triple 

knockdown of Rad21, Slmb, and Cap-H2. Remarkably, the number of nuclei with extra FISH signals was 

suppressed to levels comparable to that observed for the knockdown of Rad21 or Slmb alone (Figure 3.4C). In 

particular, while the percentages of nuclei with more than three FISH signals at AACAC or more than four FISH 

signals at dodeca were, respectively, 15.2% and 23.5% for the double knockdown of Rad21 and Slmb, the triple 

knockdown of Rad21, Slmb and Cap-H2 gave significantly lower percentages, with only 5.0% and 4.8% of nuclei 

having extra FISH signals (P=0.0008 and P=0.0016 for AACAC and dodeca, respectively) (Figure 3.4C). 

Importantly, we confirmed that this effect was not due to a reduction in the percentage of G2 cells in the triple 

knockdown (Supplementary Figure A1.8). The capacity of the triple knockdown to suppress the extra FISH signals 

argues strongly that the extra FISH signals reflect a genetic interaction between Rad21 and Slmb and not an artifact 

of the double knockdown. These results suggest that condensin II activity is required for the extra FISH signals. We 

propose that condensin II regulates sister chromatid pairing in interphase; specifically, condensin II may separate 

sister chromatids independently of cohesin removal. 
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Not all genes involved in homolog pairing also regulate sister pairing. 

 

To determine if the interaction we observed between Rad21 and Slmb is a general consequence of 

unpairing homologs, rather than the result of a specific effect of Slmb and condensin II on sister chromatids, we 

tested if other candidate pairing genes showed similar genetic interactions with Rad21. Two other genes identified in 

the pairing screen [61] were Mcph1, a component of the microtubule organizing center (MTOC) [73], and Pavarotti 

(Pav), a protein involved in cytokinesis [74]. Both of these genes were found to reduce levels of pairing when 

knocked down, putting them in the category of pairing-promoting genes, like Slmb [61]. We combined knockdown 

of Mcph1 and Pav with that of Rad21, predicting that if Mcph1 and Pav are required for sister chromatid pairing as 

well as for homolog pairing, the double knockdowns with Rad21 should show an increase in the number of FISH 

signals, similar to that observed in the double knockdown of Rad21 and Slmb.  

 

 Examining pairing at AACAC and dodeca, we found that, compared to the single knockdowns of Mcph1 

and Pav, double knockdowns with Rad21 did not significantly increase the number of FISH signals (Figure 3.5). 

Comparing knockdowns of Mcph1 to those of both Rad21 and Mcph1, there was a slight increase in the percentages 

of nuclei with extra FISH signals observed following double knockdowns (2.2% versus 4.8% for AACAC and 3.8% 

versus 7.8% for dodeca) but these increases were not quite significant/not consistently significant between trials 

(Figure 3.5A). Knockdowns of Pavarotti, in addition to generating multinucleate cells, gave rise to individual nuclei 

having extra FISH signals because of aneuploidy, and the proportion of these nuclei in the double knockdown with 

Rad21 was not further increased (20.2% versus 15.7% for AACAC, and 22.3% versus 20.8% for dodeca) (Figure 

3.5A). Considering the possibility that a high level of aneuploidy makes it difficult to choose an appropriate 

threshold for the number of FISH signals, we also examined the total number of FISH signals observed and 

compared the distributions obtained after different knockdowns (Figure 3.5B). The distribution of nuclei was not 

observably changed in Rad21+Pav knockdowns compared to Pav knockdown, in contrast to the comparison 

between Rad21+Slmb knockdowns and Slmb knockdown (Figure 3.5B). These results raise two interesting points. 

Firstly, they suggest that the effect of Slmb/condensin II on sister chromatid pairing is not a general feature of genes 

that regulate homolog pairing. Secondly, because Pavarotti knockdown also leads to aneuploidy, the results of the 

Rad21+Pav double knockdown suggest that depleting cohesin from cells that are aneuploid does not necessarily lead 
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to an increased number of FISH signals. This is consistent with our hypothesis that the extra FISH signals observed 

in the Rad21+Slmb double knockdown are caused not by aneuploidy but rather by sister chromatid separation.  

 

 

 

Figure 3.5 Two genes that regulate homolog pairing, Mcph1 and Pavarotti, do not regulate the pairing of 

sister chromatids in interphase. (A) Graphs representing the proportion of nuclei having more than three FISH 

signals at AACAC and more than four FISH signals at dodeca following knockdowns of Mcph1, Rad21+Mcph1, 

Pav, and Rad21+Pav (shown are means from two independent trials, error bars = SD, with n>200 nuclei per 

knockdown per trial). The differences between knockdown of Mcph1 and Rad21+Mcph1 were nonsignificant for 

AACAC (Ptrial1=0.0868 and Ptrial2=0.2642) and not significant/borderline significant/for dodeca (Ptrial1=0.0570 and 

Ptrial2=0.048). The differences between knockdown of Pav and Rad21+Pav were nonsignificant at both loci 

(Ptrial1=0.5325 and Ptrial2=0.0772 for AACAC, and Ptrial1=0.9055 and Ptrial2=0.4189 for dodeca). (B) Distribution of 

the number of FISH signals per nucleus obtained after knockdown of Slmb or Pav, compared to double knockdowns 

with Rad21 (data in top histogram is the same as that shown in Figure 3.4C, right, while that in the bottom 

histogram is the same as that shown in Figure 3.5A, right). The distribution of nuclei after knockdown of 

Rad21+Slmb is shifted to the right compared to the distribution seen after Slmb knockdown, consistent with an 



115 

 

Figure 3.5 (Continued) increase in the number of FISH signals in the double knockdown. In contrast, the 

distribution of nuclei after knockdown of Rad21+Pav is not noticeably different from the distribution obtained 

following Pav knockdown.   

 

 

The role of condensin II in regulating sister pairing in interphase is redundant with the role of condensin I 

in mitosis. 

 

While the role of condensin II in antagonizing homolog pairing in interphase may be unique to Drosophila, 

Drosophila do have a second condensin complex, known as condensin I, and this complex plays multiple roles in 

mitosis including in sister chromatid resolution that appear to be conserved between Drosophila and other species 

[75]. For example, mutants or knockdowns of the Drosophila condensin I components Barren [41,44,50], Cap-G 

[47,48], and Cap-D2 [49] have segregation defects including anaphase bridges, which can result from failure to fully 

segregate sister chromatids in mitosis. We considered two possibilities for the role of condensin II in pairing. Firstly, 

condensin II might separate homologs and sisters in interphase by a completely different mechanism than that used 

by condensin I to segregate sisters in mitosis; alternatively, the two complexes might act by similar mechanisms and 

remove similar types of inter-chromosomal connections, with condensin II beginning the process in interphase and 

condensin I completing it in mitosis. If the latter is true, we would expect the contributions of condensin II in 

interphase to be redundant with those provided by condensin I in mitosis. 

 

Therefore, we assayed the roles of both condensin complexes in regulating cohesion in mitosis. At this 

stage, in addition to increasing the number of FISH signals, Rad21 knockdown results in abnormal nuclear 

morphologies (Figure 3.6, A&B). In particular, the shape of mitotic chromatin, as revealed by staining for pH3, was 

highly irregular in cohesin knockdowns, often showing multiple pH3-staining bodies rather than one compact 

structure, which may reflect unpaired chromatids that fail to congress at the metaphase plate. In support of previous 

results [43,76], we found that double knockdowns of Rad21 and Smc2 (condensin I and II), and double knockdowns 

of Rad21 and Barren (condensin I only) rescued the defects in morphology of mitotic nuclei observed following 

Rad21 depletion (Figure 3.6, C&D). In particular, the percentage of cells with multiple pH3-staining bodies 
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decreased from 72.5% in a Rad21 knockdown to 21.8% in the double knockdown of Rad21 and Smc2, and to 20.4% 

in the double knockdown of Rad21 and Barren (for both double knockdowns, P<0.0001 compared to Rad21 

knockdown). There was also a decrease in mitotic index, indicating reduced mitotic arrest.  

 

 

 

 

Figure 3.6 Knockdowns of condensin I proteins modify the mitotic phenotypes of cohesin knockdown, while 

condensin II does not play an additional role in regulating cohesion at this stage. (A) Rad21 knockdown leads 

to an increase in the number of FISH signals in mitotic nuclei, identified by staining for phosphorylated histone H3 
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Figure 3.6 (Continued) (pH3). (B) Rad21 knockdown also leads to abnormal morphologies of mitotic nuclei, 

including multi-lobed structures with breaks in the mass of chromosomes formed at mitosis. The dotted line 

indicates the DAPI perimeter. (C) Depletion of condensin protein Smc2 partially rescues defects observed after 

Rad21 knockdown; nuclear morphology resembles that of control cells. (D) Quantification of results for experiments 

in (B) and (C). Mitotic nuclei were classified as either having (Discontinuous) or not having (Continuous) 

discontinuities in structure, as revealed by pH3 staining. Results are shown for knockdowns of Rad21 alone and in 

combination with that of Smc2 (condensin I and II), Barren (condensin I only), and Cap-H2 (condensin II only). 

Significant rescues were observed in double knockdowns with condensin I proteins, while condensin II co-depletion 

did not consistently have a significant effect (Means represent three independent trials in S2R+ cells; error bars = 

SD; n≥53 mitotic nuclei per knockdown per trial; significance calculated for each trial using Fisher’s exact test (*, 

P<0.0001 in both trials; ~, P=0.1914 in one trial and P=0.0111 in another)). Mitotic index for each knockdown, 

determined as the percentage of pH3-positive nuclei, is shown beneath the graph (n≥850 per genotype). 

 

 

The fact that knocking down Smc2 (both condensins) did not significantly enhance cohesion compared to 

knocking down Barren (condensin I only) suggests that the function played by condensin II in interphase to separate 

sisters may be redundant with that of condensin I in mitosis. Consistent with this idea, the double knockdown of 

Rad21 and Cap-H2 (condensin II only), did not significantly rescue the mitotic phenotypes of Rad21 depletion; the 

percentage of mitotic cells with multiple pH3-staining bodies was 52.9% in the Rad21+Cap-H2 knockdown, which 

was not significantly different from the 72.5% observed following Rad21 knockdown (see Figure 3.6 legend). There 

is some amount of rescue, however, so we cannot completely rule out that condensin II has additional roles at this 

stage. Notably, the rescue of the mitotic phenotypes by knockdown of either condensin complex is not complete; the 

double knockdown of Rad21 and Smc2 still exhibits the increased number of FISH signals seen after Rad21 

knockdown (Figure 3.6C). Preliminary evidence suggests that this observation is true both at heterochromatic and 

euchromatic loci, and is not suppressed by the addition of colchicine to the cells to prevent spindle assembly (data 

not shown). This indicates that while reduced condensin activity improves the ability of cohesin-depleted cells to 

maintain cohesion in mitosis, cohesin-independent connections are not enough to maintain full alignment of sister 

chromatids at this stage like they seem to be in interphase.  
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Discussion 

 

Here, we report a genetic interaction between Rad21 and Slmb, a gene required for homolog pairing 

[61,63]. Specifically, we observed that simultaneous knockdown of Rad21 and Slmb resulted in more FISH signals 

than when Slmb alone was knocked down (Figure 3.4), suggesting that in the double knockdown, there is separation 

both of homologs and of sister chromatids. We cannot completely rule out other explanations for the increase in the 

number of FISH signals such as aneuploidy, cell cycle arrest, or disorganization of heterochromatic repeats. 

However, we also note that, even if Slmb does not regulate sister pairing as we have proposed, any of the alternative 

explanations outlined above would still indicate an interesting relationship between Rad21 and Slmb and, therefore, 

between cohesion and homolog pairing. For example, if the double knockdown of Rad21 and Slmb causes more 

aneuploidy or mitotic arrest than knockdowns of each individual gene, it would indicate that the combined loss of 

homolog pairing and cohesion causes significantly more issues in mitosis than the loss of just pairing or just 

cohesion. Nonetheless, the results of control experiments presented in this chapter suggest that aneuploidy or cell 

cycle arrest are unlikely, leading us to favor the hypothesis that the double knockdown of Rad21 and Slmb leads to 

separation of homologs as well as sisters in interphase. This suggests that Slmb, through regulation of Cap-H2, 

contributes to cohesin-independent pairing of sister chromatids, as well as to homolog pairing. 

 

Interestingly, this effect on sister pairing is not a general result of all genes that unpair homologs. 

Specifically, the factors Mcph1 and Pav, both of which increase the number of FISH signals when knocked down, 

likely reflecting unpaired homologs [61], do not show additional FISH signals when Rad21 is also knocked down, 

suggesting that the pairing of sister chromatids is intact in these cells (Figure 3.5). These findings highlight that the 

Slmb/condensin II pathway may be somewhat unique in its regulation of inter-sister as well as inter-homolog 

pairing. Perhaps this indicates that different pathways contribute to homolog pairing at different stages in the cell 

cycle. For example, since Mcph1 and Pav are both proteins that have their primary functions during mitosis, they 

may be involved in establishing patterns of chromosome organization, including homolog pairing, during this stage. 

The possible roles of mitotic factors in the establishment of interphase chromosome positioning will be discussed 

further in Chapter 4. Condensin II, on the other hand, may regulate pairing directly in interphase, including in G2, 

when sisters are present. In future studies, the presence or absence of interactions with Rad21 could be assayed for 
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additional candidate pairing genes and used as a metric to sort them into different pathways, which will help further 

our understanding of homolog pairing. 

 

Along these lines, the big question remaining is how condensin II is acting to antagonize sister as well as 

homolog pairing. Regarding the role of condensin I in sister chromatid segregation, various models have proposed 

that condensin may remove cohesin protein from chromosomes, or that it may recruit topoisomerases to remove 

catenations between chromosomes [75]. Our results might also be explained by condensin complexes having a role 

in cohesin removal; in this case, depletion of either condensin may stabilize a small population of cohesin protein 

remaining after RNAi, explaining the rescue of mitotic phenotypes in a double knockdown of cohesin and condensin 

(Figure 3.6). In interphase, Slmb knockdown may lead to more FISH signals by enhancing condensin II activity, 

which removes residual cohesin following Rad21 knockdown and resulting in sister chromatid separation. Two lines 

of evidence argue against this interpretation. Firstly, the efficiency of our Rad21 knockdown (Chapter 2, Figure 2.4, 

A&B) argues strongly in favor of a model wherein condensin regulates sister pairing in interphase and sister 

cohesion in metaphase independently of cohesin protein. Secondly, the knockdown of Slmb alone does not disrupt 

sister pairing, as demonstrated by the fact that sisters arrive in metaphase with intact cohesion (Supplementary 

Figure A1.6). Further investigations into the stability of Rad21 on interphase chromatin following Slmb knockdown 

will help answer this question.  

 

An alternate possibility is that condensin activity removes catenations that form between chromosomes 

during DNA replication. In fact, one of the earliest models for cohesion, proposed before cohesin proteins were 

known, posited that sister chromatids could be held together by DNA catenations [77–79]. Condensin proteins may 

resolve catenations by recruiting topoisomerase II to chromosomes, or in other ways [see 75 for review]. In addition 

to the roles played by mitotic condensin in sister chromatid segregation in many organisms [39,41–52], condensin II 

in human cells has been shown to begin separating sister chromatids beginning in late S-phase, when cohesin is still 

present on the chromosomes [58]. Further experiments investigating the exact timing of removal of pairing by 

condensin II, and determining whether or not topoisomerase II is involved in this regulation, will reveal more about 

condensin’s function in antagonizing sister chromatid pairing.  
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If catenations are the basis of cohesin-independent sister pairing, it would imply that catenations contribute 

to interphase nuclear organization, perhaps being the basis of pairing between homologs as well. In this regard, our 

work suggests that the pairing of homologs and its regulation by condensin II may not be a weird phenomenon 

specific to flies, but one that shares a mechanistic basis with condensin I-mediated sister chromatid resolution, a 

function that is conserved in many different species. Our results also add to the growing list of examples of how 

different SMC complexes, including both cohesin and condensin, have interacting functions. These ideas will be 

discussed further in Chapter 5.  
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Chapter 4 

 

Studies on the organization of pericentric heterochromatin and 

the clustering of centromeres in Drosophila cells 

 

 

 

 

 

 

 

 

 

 

This chapter presents the results of an unpublished collaboration between myself and Eric Joyce. Both Eric and I 

conceived and designed experiments, while Eric performed FISH experiments and carried out the imaging, and I 

developed image processing algorithms and carried out image and data analysis. I wrote all parts of this chapter. 

 

In the second part of this chapter, the images used to screen for candidate clustering genes were initially taken as 

part of a high-throughput FISH screen for genes that regulate homolog pairing, conducted by Eric and others, which 

is described in: 

 

Joyce EF, Williams BR, Xie T, and Wu, C-T. Identification of Genes that Promote or Antagonize Somatic Homolog 

Pairing Using a High-Throughput FISH-Based Screen. PLoS Genetics. 2012;8(5):e1002667. 
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Abstract 

 

Drosophila cells show robust clustering of their centromeres and pericentric heterochromatin in interphase, 

but only a few factors that regulate this important aspect of nuclear organization are currently known. Centromere 

clustering is also observed in Drosophila cultured cells, and we took advantage of this to further characterize this 

clustering and to screen for additional factors that regulate it. We present data from FISH experiments in which each 

centromere is uniquely identified showing that centromeres do not have preferences for clustering with other 

specific chromosomes, beyond their preference for homologous associations. We also present reanalysis of images 

taken during a previous high-throughput FISH screen for genes involved in somatic homolog pairing; specifically, 

we examined distances between nonhomologous FISH targets to identify genes involved in the clustering of 

pericentric heterochromatin. From a primary screen of 352 genes, we identified 54 candidate pro-clustering factors 

and 23 candidate anti-clustering factors, including several previously known regulators. Candidates were enriched 

for mitotic genes, highlighting the importance of the mitotic stage of the cell cycle in the establishment of 

centromere positioning in interphase. Finally, we also found that increased clustering was correlated with greater 

distances from the nuclear periphery, demonstrating that nuclear positioning is also an important aspect of clustering 

and suggesting that the clustering of centromeres and/or pericentric heterochromatin may influence nuclear 

organization on a broader scale.   

 

 

 

 

Introduction 

 

The clustering of centromeres in interphase is a common feature of nuclear organization that has been 

observed in different organisms. Since the regions surrounding centromeres are enriched for heterochromatic 

sequences, centromere clustering also involves heterochromatic associations [1,2], and these two features have 

multiple roles in the cell. For example, during interphase in fission yeast, centromeres are clustered at the nuclear 

envelope at a site associated with the spindle pole body (SPB) in the cytoplasm [3], and this clustering is important 

for nuclear envelope stability and the association of microtubules in the cytoplasm with the nucleus [4]. Centromere 

clustering is also tightly regulated; for example, during fission yeast meiosis, centromere clustering is disrupted 
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while telomeres form a bundle at the SPB, an exchange which is important for meiotic homolog pairing [5–7]. This 

role of clustering a certain part of the chromosome in establishing inter-chromosomal interactions elsewhere along 

the chromosome arm highlights that, in addition to playing structural roles in the communication between the 

nucleus and the cytoskeleton, centromere clustering also affects the structure of chromosomes within the nucleus, 

and does so beyond the organization of heterochromatin. Mathematical modeling of chromosome movements 

observed in vivo in budding yeast (which, like fission yeast, have both centromere clustering at the SPB as well as 

telomere clustering [8–11]) indicates that tethering of chromosomes at centromeres and telomeres determines the 

fluctuations of a chromosome arm and the formation of chromosome territories [12]. Therefore, centromere 

clustering may play multiple roles in chromosome and nuclear structure.  

 

Centromere clustering and pericentric heterochromatin also play roles in gene regulation. For example, in 

mammalian cells, rather than all centromeres forming one cluster, multiple small clusters containing more than one 

centromere are formed [13–18]. Known as chromocenters, these clusters establish heterochromatic compartments 

distributed around the nucleus, the extent and positioning of clustering varying by cell type and by organism [19–

23]. Genes that are not pericentromeric may be recruited to chromocenters for silencing [24]. In mouse primary B 

lymphocytes, silenced genes are associated with centromeres, a localization that is thought to involve the 

transcription factor Ikaros [25–29], and a similar stage-specific repositioning of genes is observed in the 

development of helper T cells, though these effects may be locus-specific [30]. Furthermore, in addition to playing a 

role in the regulation of specific genes, centromere clustering may be important at a broader scale in the 

establishment of a heterochromatic compartment. In Drosophila cells, where heterochromatin is spatially segregated 

from euchromatin (Figure 4.1A), knockdowns of genes required for centromere clustering also cause disorganization 

of heterochromatin and as a result, mis-regulation of transposable elements and genome instability (Figure 4.1B) 

[31]. These findings highlight the importance of centromere clustering for developmental processes as well as for 

functions essential in all cells.  
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Figure 4.1 Euchromatin and heterochromatin are spatially segregated in Drosophila nuclei, and the proper 

clustering of centromeres is required for this organization. (A) (Right) Example nucleus stained for histone 3 

lysine 4 dimethylation (H3K4me2) and Heterochromatin Protein 1α (HP1α) show that euchromatin and 

heterochromatin, respectively, form separate compartments. (Left) Map of Drosophila genome, showing location of 

major heterochromatic blocks. Figure courtesy of Eric Joyce. (B) Knockdown of NLP, a gene required for 

centromere clustering also disrupts organization of heterochromatin. Figures reproduced with permission from 
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Figure 4.1 (Continued) Padeken et al., 2013 [31]. (Top) RNAi for NLP in Drosophila S2 cells disrupts centromere 

clustering, increasing the number of CID dots in each nucleus, and also causes disorganization of heterochromatin, 

marked by histone 3 lysine 9 dimethylation (H3K9me2). Scale bar = 3 μm. (Bottom) Depletion of NLP or other 

genes required for centromere clustering leads to transcriptional derepression of repetitive elements. 

 

 

As the studies described above highlight, a few factors required for centromere clustering are already 

known. In fission yeast, the clustering of centromeres at the SPB requires  centrosome components [32], kinetochore 

proteins [33,34], nuclear proteins as well as nuclear envelope components [35], though the role of some nuclear 

envelope proteins is debated [4,36]. In Drosophila cells, centromere clustering occurs at the nucleolus and requires 

the protein NLP, or nucleoplasmin [31]. NLP is a Drosophila homolog of the nucleophosmin/nucleoplasmin family 

of nuclear chaperones [37]; nucleophosmin in humans is known to localize to the nucleolus [38,39], to associate 

with the nucleolar protein nucleolin (known as Modulo in Drosophila) [40], and to interact with centromeric histone 

H3 [41]. These observations in human cells are consistent with the idea that NLP/nucleophosmin might tether 

centromeres to the nucleolus [42], and work by Patrick Heun’s group showed that this is indeed the case in 

Drosophila, where NLP, along with Modulo and another protein known to interact with nucleophosmin, CTCF [43], 

are essential for both centromere clustering and tethering to the nucleolus (Figure 4.1B) [31]. Artificial targeting of 

NLP to the nuclear periphery also caused over 40% of centromere clusters to be localized at the periphery instead of 

at the nucleolus, suggesting that it might be sufficient to recruit centromeres [31], though in this case since the 

mechanisms required for native centromeres to cluster at the nucleolus are still intact, it is difficult to say whether 

NLP is also sufficient for clustering. Additionally, it is unclear when in the cell cycle this tethering takes place; for 

example, it is possible that repositioning of centromere clusters can take place during interphase, or alternatively, 

that passage through mitosis is required for centromere clusters to be recruited to either the periphery, in the case 

where NLP has been artificially targeted, or in the case of normal cells, to the nucleolus. 

 

The idea that features of interphase nuclear organization might be established during mitosis was first 

suggested by Carl Rabl in 1885, who proposed that the clustering of centromeres that occurs as they are pulled 

towards the spindle pole during anaphase is maintained in the subsequent interphase [44]. Consistent with this idea, 
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nuclei in many organisms, including in certain cell types in Drosophila, show clustering of centromeres at one end 

of the nucleus with clustering of telomeres at the other, an organization known as the “Rabl configuration” [3,35,45–

58]. Interestingly, the knockdown of NLP does not disrupt telomere clustering in Drosophila, so its effect is specific 

to centromeres [31]. Consistent with the idea that centromere clustering can be regulated independently of telomere 

organization and/or mitosis, centromere clustering is seen in cells that do not show the Rabl configuration, and the 

extent of centromere clustering can vary between cell types, during development, and even over the course of the 

cell cycle [14–16,22,23,52,59–69]. These findings suggest that there may be dynamic regulation of centromere 

clustering outside mitosis, and in cell types where clustering is observed, mechanisms to maintain this organization 

in interphase. Additionally, there have been studies showing that passage through mitosis is not necessarily required 

for establishing centromere clustering, further highlighting the possibility of interphase mechanisms involved in 

centromere clustering [9,70]. In Drosophila cells, the amount of clustering may vary between G1 and G2 (Figure 

4.2). Therefore, it is of great interest to identify factors that act to establish or regulate the clustering of centromeres 

in interphase as well as in mitosis, and to study the interactions between them. 

 

 

 

 

 

Figure 4.2 Centromere clustering in Drosophila interphase cells observed by CID staining. 

Immunofluorescence for CID (the centromeric histone H3 variant in Drosophila) and Fibrillarin identifies 

centromeres and the nucleolus, respectively, while cyclin B (CycB) identifies a cell in G2. Note that the amount of 

centromere clustering varies between the G1 nucleus (left) and the G2 nucleus (right) shown here. Figure courtesy 

of Eric Joyce. 
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Drosophila cells provide an ideal system for studying the different pathways that contribute to centromere 

clustering and positioning. The study examining the role of NLP in centromere clustering was done using 

immunofluorescence for centromeric proteins in Drosophila S2 cells, which show robust centromere clustering [31]. 

Given the ease of RNAi knockdown in Drosophila tissue culture cells and of high-throughput FISH assays, 

Drosophila cells can easily be screened for factors involved in nuclear organization. Our laboratory previously 

published a screen for genes involved in somatic homolog pairing, which examined the number of FISH signals 

observed at two different pericentric heterochromatic loci on different chromosomes [71]. Due to the genomic 

proximity of these sequences to centromeres, we realized that by considering the distance between the two loci, we 

could also use the data from this screen to identify potential factors involved in centromere clustering. In this 

chapter, I first describe results from five-color FISH experiments in which all centromeres are uniquely identified, 

showing that FISH to pericentric loci can be used to assay nonhomologous clustering. These results also 

demonstrate that there are no pairwise association preferences between nonhomologous centromeres, and that 

clustering is largely stochastic. I then describe our results from reanalysis of data from a previous screen, to identify 

genes that regulate the clustering of pericentric heterochromatin, and potentially, of centromeres. 

 

The work presented in this chapter was done in collaboration with Eric Joyce, a post-doctoral fellow in the 

Wu laboratory. Eric carried out the FISH and imaging experiments, and therefore contributed data to all figures and 

tables in this chapter. Since my contribution to the project was largely in the form of image analysis and data 

processing, in this chapter I focus on image analysis methods I developed for this project and the results obtained 

from these.  
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Materials and Methods 

 

For details of our FISH protocol, see the Materials and Methods of Chapter 2. The modifications presented 

here are specific to re-hybridization (experiments in which multiple rounds of FISH were carried out) and image 

registration (aligning images of the same nuclei taken on separate occasions). Additionally, the identification of 

candidate clustering factors described in the second part of this chapter was based on the analysis of images 

originally taken in a previous screen, using a high-throughput FISH protocol in 384-well plates that has been 

published [71]. Here describe how we identified candidate clustering genes from these images. 

 

Re-hybridization 

 

Our re-hybridization experiments used S2R+ and Clone 8 cells, with FISH probes targeting pericentric 

heterochromatic repeat loci. For multiple rounds of FISH, the first FISH experiment was carried out as previously 

described (Materials and Methods, Chapter 2). The FISH probes used in the first experiment and their conjugated 

fluorophores were dodeca-Alexa488 (Chr. 3), AACAC-Cy3 (Chr. 2), and 359-Cy5 (X Chr.). As in our other FISH 

experiments, probes were added following the denaturation step, in a hybridization mixture of 10% dextran 

sulphate/2x SSCT/50% formamide, with each probe being used at a 1:100 dilution. Probes were then allowed to 

hybridize at 37°C overnight, followed by washing, mounting the slide in DAPI, and microscopy. When imaging, the 

stage navigation tools in the Olympus CellSens software were used to save the position of each image acquisition.  

 

Following imaging, the coverslip of the slide was carefully removed and the slide was washed in 50% 

formamide/2x SSCT (2x SSCT = 0.3M sodium chloride, 0.03M sodium citrate, 0.1% Tween-20) at 60°C for 10 

minutes, followed by washing in 50% formamide/2x SSCT at room temperature for another 10 minutes. The slides 

were then allowed to dry and the second set of FISH probes was added (using the same hybridization mixture and 

probe concentration as before). The FISH probes used in the second experiment were dodeca-Alexa488 (Chr. 3), 

AATAC-Cy3 (Chr. Y), and AATAT-Cy5 (Chr. 4). Additionally, probes that were not conjugated with any 

fluorophores were added to the mixture, these probes being specifically designed to displace the AACAC and 359 

FISH probes used in the first experiment. Known as “toehold exchange” probes, these probes shift the 
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thermodynamic equilibrium in favor of strand displacement, by forming base-paired structures that are 

thermodynamically more stable than the original FISH probe duplexed with genomic DNA [72]. Toehold probes for 

AACAC and 359 were added at concentrations of 25 pmol. Some slides were imaged without the addition of the 

second set of labelled FISH probes, confirming that the first set was efficiently removed (data not shown). After the 

addition of probes, the FISH slides were placed on a heat block at 70°C for 5 minutes, and then allowed to hybridize 

overnight at 37°C, followed by the usual FISH washes, mounting in DAPI, and imaging. The stage navigation tools 

allowed approximate relocation of the same fields of cells acquired during the first round of imaging.    

  

Automated Image Registration 

 

When aligning images taken from different FISH experiments, I first analyzed the images corresponding to 

dodeca (the 488 channel) from each hybridization. Signals were identified in maximum-Z projections of each image 

in the same way as described previously (Materials and Methods, Chapter 2), and the centroid of each FISH signal 

was found. The two images were overlaid, with the FISH signals from separate images in different colors. Then, for 

each dodeca signal from the first image, the surrounding area was searched for the closest FISH centroid from the 

second image. For this step, I used nuclei with only one dodeca signal, to simplify identification of the 

corresponding signal from the second image. The pixel search area was varied by image and depended on the 

density of nuclei and the distance by which the two images were offset. When a corresponding FISH signal was 

identified, the distances between the signals in the X- and Y-planes were measured. After measuring distances for 

each nucleus, the average offset in XY was calculated for the image. Nuclei that were shifted by more than a 

standard deviation away from the mean were discarded, and the average offset was recalculated.  

 

Then, the dodeca image from the second hybridization was shifted in XY by the average offset calculated 

across the whole image, and the two dodeca images were again overlaid. The amount of pixel overlap between 

dodeca signals from different hybridizations was measured as a percentage of the area of the signal for each nucleus. 

Nuclei in which the overlap was less than 40% were noted, to be discarded from further analysis. This threshold was 

chosen based on visual analysis of aligned images, to allow the maximum number of nuclei for analysis while 

maintaining a good alignment (Supplementary Figure A2.1). Then, the additional three channels from the second 
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hybridization (DAPI, Cy3, Cy5) were all shifted in XY by the same offset calculated for the 488 (dodeca) channel, 

and all eight channels were overlaid. 

 

These registered images were then analyzed as usual, with DAPI segmentation followed by analysis of the 

six FISH channels, but only in nuclei that had been determined to have sufficient overlap between dodeca signals. 

The number of FISH signals in each channel was counted, and touching between signals (defined as any pixel 

overlap between different colors) was assayed in a pairwise fashion for each FISH probe. Pairwise frequencies of 

nonhomologous clustering were defined as the percentage of nuclei showing touching between the two FISH probes 

representing each pair of chromosomes. Frequency of homologous clustering was defined as the percentage of 

nuclei showing fewer FISH signals than expected for a given chromosome based on its copy number in that cell line 

(for example, if the cell line being examined had three copies of a given chromosome, nuclei with one or two FISH 

signals for that chromosome would be counted as having homologous touching). Finally, all six FISH signals were 

treated as a signal color, and the total number of centromere clusters was counted for each nucleus. 

 

Modification of high-throughput FISH screen analysis algorithm for the identification of candidate 

clustering genes 

 

The previously conducted FISH screen was analyzed by a custom-written MATLAB script that identified 

nuclei within an image and counted the number of FISH signals within them [71]. For identification of candidate 

clustering genes, I modified this script in several ways. Firstly, I added features to automatically find input images 

(rather than providing MATLAB with a list of images to analyze) to facilitate analysis of images from 384-well 

plates. Secondly, I added measures of distance between nonhomologous signals (that is, between dodeca and 359) to 

identify factors that change levels of clustering when knocked down. Thirdly, I identified the nuclear periphery as 

the perimeter of the DAPI signal, and calculated the closet distance between each FISH signal and the nuclear 

periphery. Measurements such as the mean, minimum and maximum distances between signals or between signals 

and the periphery were recorded for each cell, regardless of the number of FISH signals in each cell. Distances 

between FISH signals were then normalized to the approximate diameter of each nucleus. This diameter was 

calculated based on the area of DAPI signal for each nucleus, assuming a circular shape. Distances between FISH 
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signals and the nuclear periphery were normalized to nuclear radius, which was calculated based on DAPI area 

similarly to diameter. Subsequent analysis showed that these distance measures were not correlated with the number 

of FISH signals in a given nucleus (Supplementary Figure A2.2), indicating that they could be used to assay 

clustering and positioning regardless of homologous pairing status.  The average and standard deviation of these 

distances were reported across the whole image and across each well of the 384-well plate.  

 

Finally, to facilitate identification of screen hits, I wrote a script to sort control wells from experimental 

wells on each plate. In total we analyzed four 384-well plates, two plates with different dsRNAs tested in duplicate. 

Each plate had 157 control wells (a combination of no dsRNA and LacZ dsRNA wells, which were confirmed to not 

be significantly different from each other), and wells with experimental dsRNAs were compared to the average of 

control wells on the same plate. A z-score was calculated for each well in each different parameter measured, by 

taking the difference between the value in that well and the mean of control wells, divided by the standard deviation 

among control wells. The wells in each plate were then sorted by z-score to identify pro- and anti-clustering 

candidates. A gene was considered a candidate if its knockdown resulted in a z-score of either more than 1.5 or less 

than 1.5 in both duplicate wells.  
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Results 

  

MATLAB-based image registration for alignment of FISH images from multiple rounds of hybridization. 

  

Most FISH experiments are limited in the number of loci that can be simultaneously examined due to the 

number of fluorophores that can be accurately distinguished. For example, most widefield microscopes have filters 

that allow them to recognize the emission spectra of DAPI, a DNA dye, as well as several other fluorophores, 

including Alexa488/GFP, Cy3, and Cy5. This means that in addition to using DAPI to recognize nuclei, one has 

three additional colors to use for FISH probes. When examining the centromeres of all Drosophila chromosomes 

simultaneously, we needed four colors, or even five colors when examining male cell lines, which have both the X 

and Y chromosomes in addition to the three sets of autosomes. Therefore, we decided to use multiple rounds of 

hybridization, using three sets of FISH probes in the first round, imaging the slide, and washing off the FISH probes, 

before performing a second round of FISH and re-imaging the same nuclei.  

 

While software-assisted stage navigation is available to assist in finding the same field of cells in 

subsequent rounds of microscopy, we found that the alignment between the first and second image was never 

perfect, with differences of up to 3 µm in the position of FISH signals. These differences are quite significant, 

considering the fact that Drosophila nuclei themselves are 5 to 10 µm in diameter. For analysis of the relative 

positioning of FISH probes within a nucleus between multiple rounds of hybridization, a much closer alignment was 

needed. We believe the differences between successive images to be caused by small shifts in the placement of the 

slide on the microscope stage each time it was imaged, so to circumvent this issue, I wrote a MATLAB script for 

automated registration of two or more images of the same field of nuclei. To obtain the most accurate alignment, we 

decided to use a common FISH probe rather than the nuclear outline as the basis for aligning the two images. 

Therefore, the first hybridization used dodeca (Chr. 3), AACAC (Chr. 2) and 359 (X Chr.), while the second 

hybridization again used dodeca, but alongside AATAC (Y Chr.) and AATAT (Chr. 4) (Figure 4.3). Using these 

five probes allowed each chromosome to be uniquely identified, and using dodeca twice provided a common signal 

between the two images to use for their alignment. 
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Figure 4.3 Map of the Drosophila genome, showing FISH targets used in this study. Figure reproduced with 

permission from Dernburg and Sedat, 1998 [73], showing all Drosophila chromosomes and highlighting repeat loci 

that can be used as FISH targets. Colored boxes have been added to highlight FISH probes used in this study to 

uniquely identify each chromosome.  

 

Following image segmentation and thresholding to identify nuclei and the dodeca signals within them (see 

Materials and Methods of Chapter 2), the dodeca signals from the first image were compared to the dodeca signals 

from the corresponding second image (see Materials and Methods, this Chapter). In cases where the same dodeca 

signal was confidently identified in both images, the offset between them was measured, and the second image was 

shifted by the same distance to obtain overlap of the dodeca signals (Figure 4.4). Note that I assumed all nuclei 

within a given field had shifted by the same amount between images; however, there were cases where individual 

nuclei had shifted relative to those around them (for example, Figure 4.4C). This might be the result of perturbations 

caused when the coverslip was removed from the slide in between hybridizations. These nuclei were dropped from 

the analysis.  

 



139 

 

The nuclei we did score had at least 40% overlap of pixel area between the dodeca signals from different 

hybridizations; this threshold was chosen based on visual inspection of the quality of the alignment (Supplementary 

Figure A2.1), and allowed us to analyze >70% of all nuclei (Supplementary Table A2.1). Once the optimum shift for 

realignment of the two images had been determined based on analysis of dodeca signals, the images from other 

channels (AATAC and AATAT) were shifted by the same amount. Quality of the alignment was also assessed by 

measuring clustering frequencies between each signal and dodeca from the first hybridization, and comparing to the 

clustering frequencies between each signal and dodeca from the second hybridization (Table 4.1). If the alignment 

was perfect, these two frequencies should be the same. In our data, there were small variations in these frequencies 

(in Table 4.1, the average discrepancy between two channels was 3.9%, and the highest discrepancy between any 

two channels was 6.3%), and this margin of error must be kept in mind when interpreting the results described 

below. However, the fact that these differences are quite small indicated that the quality of the alignment is fairly 

high, and that these images can be used to estimate pairwise clustering frequencies between different chromosomes.  

 

 

 

Figure 4.4 Example images of the same nuclei acquired in different FISH experiments, and the use of dodeca 

signals to align them. The first two columns show images from the first and second hybridization, respectively, 
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Figure 4.4 (Continued) each of which has multiple FISH signals. The third column shows only the dodeca signals 

from each hybridization, those from Hyb. #1 colored in green with those from Hyb. #2 colored in purple. The offset 

between them is the result of small shifts in the position of the slide on the microscope stage each time it is imaged. 

The fourth column shows the alignment of dodeca signals following the use of our image registration algorithm, 

while the fifth column highlights the nuclei chosen for future analysis. (A) An image from Clone 8 cells, in which 

most nuclei had a single dodeca FISH signal, indicating that all the copies of Chromosome 3 were paired in those 

cells. (B) An image from S2R+ cells, in which most nuclei had more than one dodeca FISH signal, but the correct 

corresponding signals were still identified for realignment. (C) Another image from S2R+ cells, but in this case 

some nuclei had shifted relative to those around them and could not be properly aligned. As the image in the fifth 

column highlights, only the nuclei showing a good amount of overlap following registration were scored in further 

analyses. All scale bars = 10 µm. 

 

Table 4.1 Assessment of image registration based on clustering frequencies. Data shown is for Clone 8 cells 

(n=255 nuclei). For each FISH signal, its clustering frequency with dodeca from the first hybridization was 

compared to its clustering frequency with dodeca from the second hybridization. Clustering frequency is defined as 

the percentage of nuclei in which two different FISH signals are touching in overlaid images. Clustering between 

dodeca signals from the two hybridizations was always 100%. While there are small discrepancies in each row 

(mean difference = 3.9%) and possible reasons for this are discussed below, the clustering frequencies calculated for 

the two dodeca images were fairly similar, suggesting accurate alignment. 

 

Locus (Chr) % clustered with 

dodeca (Hyb #1) 

% clustered with 

dodeca (Hyb #2) 

359 (X) 49.8% 50.2% 

AATAC (Y) 37.2% 40.0% 

AACAC (2
nd

) 33.3% 39.6% 

AATAT (4
th

) 78.4% 84.3% 
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FISH targeting pericentric regions can be used to assay clustering, revealing that clustering of 

nonhomologous centromeres in Drosophila is stochastic. 

 

After realignment of FISH images from two rounds of hybridization, we were able to obtain images in 

which each the pericentric heterochromatin of each chromosome was uniquely identified (Figure 4.5). This analysis 

was done in two different Drosophila cell lines, Clone 8 and S2R+, which were originally derived from different 

tissues and have different karyotypes as well as different levels of homolog pairing (see Chapter 2). Specifically, 

S2R+ cells are embryonic in origin, while Clone 8 cells were derived from wing discs of third instar larvae. Our 

studies have shown that Clone 8 cells have higher percentages of nuclei showing a single FISH signal, indicating 

higher levels of homolog pairing (for example, see Chapter 2). Additionally, by performing FISH on metaphase 

spreads, I have confirmed that our S2R+ cells are stably aneuploid, having two copies of the X, three copies of 

chromosome 2, four copies of chromosome 3, and no Y chromosome (Figure 4.6, left). Our Clone 8 cells are diploid 

and male, having two copies of each autosome as well as an X and a Y (Figure 4.6, right). Chromosome 4 in 

Drosophila, which is quite small (~5 Mb), is often lost in metaphase spreads and therefore difficult to reliably 

karyotype, so a diploid copy number of 2 was assumed for both cell lines.   

 

 

 

Figure 4.5 Example of an interphase Clone 8 nucleus in which each chromosome has been uniquely identified. 

Overlay highlights that pericentric heterochromatin of each chromosome is in close proximity, indicative of 

centromere clustering. This particular nucleus was scored as having two clusters (see final panel). Blue line = DAPI 

perimeter; scale bar = 5 µm.  
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Figure 4.6 Metaphase spreads of Drosophila S2R+ and Clone 8 cells. Note that these images are from a single 

FISH experiment (not multiple hybridizations) so only three different chromosomes can be simultaneously labelled. 

S2R+ cells have two chromosomes labelled with 359 (X), three chromosomes labelled with AACAC (2
nd

), and four 

chromosomes labelled with dodeca (3
rd

). Clone 8 cells have one chromosome labelled with 359 (X) and two 

chromosomes each labelled with AACAC and dodeca (2
nd

 and 3
rd

). The unlabeled chromosome in Clone 8 cells has 

been confirmed in other experiments to be the Y chromosome. The copy number of chromosome 4 is difficult to 

estimate from spreads (the 4
th

 is the small dot chromosome present near the pair of 2
nd

 chromosomes in the Clone 8 

spread). Scale bar = 5 um.  

 

 

To compare how well FISH targets adjacent to the centromere reflected centromere positioning and 

clustering, I ignored the color of each signal, treating them all as centromere markers, and counted the number of 

clusters that were observed in each nucleus (Figure 4.5, last panel). These results show that the FISH signals do 

cluster, giving an average of 1.6 clusters per nucleus (n=255 nuclei) in Clone 8 cells, in which 5 different FISH 

targets were assayed (Chr. 2, 3, 4, X and Y), and 2.2 clusters per nucleus (n=103 nuclei) in S2R+ cells, in which 4 

different FISH targets were assayed (same as Clone 8 except for the Y). The small number of clusters, compared to 

the number of FISH targets assayed, indicates that pericentric regions do show nonhomologous clustering in these 

cells. The number of clusters observed by FISH are slightly lower than those observed by immunofluorescence 

targeting centromeric proteins such as CID (the Drosophila centromeric histone H3 variant), which allows direct 

visualization of the centromere. CID staining in these cells revealed an average of 2.2 signals per nucleus in Clone 8 
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cells (n=372 nuclei) and 3.4 signals per nucleus in S2R+ cells (n=303 nuclei). The differences might be explained by 

the fact that some of our FISH targets were quite large (the size of the 359 repeat is estimated to be ~11 Mb [73]) 

and the large signals produced might be more likely to overlap with other FISH signals, compared to the relatively 

small signals obtained from immunofluorescence for CID (compare the CID signals seen in Figure 4.2 to the FISH 

signals in Figure 4.5). Therefore, FISH targeting pericentric heterochromatic regions provides a slight over-estimate 

of centromere clustering, but is still sensitive to relative differences between cell lines. Therefore, we are confident 

in using FISH results as a proxy for centromere positioning.   

 

Given these findings, we then took the identity of each FISH probe into consideration and examined 

pairwise associations between them, with the aim of determining whether, beyond the pairing of homologs, 

centromeres show any preferential clustering. For example, the centromere of chromosome 2 might associate with 

the centromere of chromosome 3 more often than it does with that of the X chromosome. For nonhomologous 

assocations, we scored nuclei where there was any overlap between the FISH signals of the two chromosomes being 

examined (see Materials and Methods). For homologous associations, we scored nuclei where there were fewer 

FISH signals than might be expected given the copy number of that chromosome (for example, S2R+ cells have 

three copies of Chr. 2/AACAC, so any nuclei with 1 or 2 AACAC FISH signals would be scored as having 

homologous associations of chromosome 2). For chromosome 4, any nuclei with 1 AATAT FISH signal were 

scored as having homologous associations. Note that if the copy number of chromosome 4 is actually higher than 2, 

this analysis would provide an under-estimate of the amount of homologous pairing of the 4
th

 chromosome 

occurring in these cells. Finally, all of the FISH probes used in these studies were extremely efficient 

(Supplementary Table A2.2), meaning that we can be confident the decreases in the numbers of signals represented 

homologous chromosome pairing, rather than inefficient labeling.  

 

Having analyzed the pairwise associations between centromeres in this manner, we came up with estimates 

of the clustering frequencies of all the different chromosomes in Clone 8 cells (Table 4.2). As these results show, the 

frequencies of homologous touching (78 – 92%) are generally higher than those of nonhomologous touching (31 – 

52% for all chromosomes except Chr. 4), indicating that while all centromeres do cluster, there is still a preference 

for homologous pairing. Notably, this observation does not hold for chromosome 4, which shows nonhomologous 
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association frequencies as high as its frequency of homologous pairing. These results might be explained by the fact 

that chromosome 4 is almost entirely heterochromatic. For example, given the high proportion of heterochromatin, 

chromosome 4 may be segregated to the heterochromatic compartment more efficiently and cluster more strongly; 

alternatively, the presence of euchromatic arms that are paired may be necessary for the homologous preferences 

observed at the centromeres of other chromosomes.  

 

Table 4.2 Pairwise clustering frequencies in Clone 8 cells. Numbers along the diagonal represent homologous 

clustering, while those off-diagonal represent nonhomologous clustering (n=255 nuclei, percentages for dodeca are 

those from the first hybridization). 

 

 X Y 2
nd

 3
rd

 4
th

 

X - 52% 31% 50% 88% 

Y 52% - 31% 37% 89% 

2
nd

 31% 31% 78% 33% 41% 

3
rd

 50% 37% 33% 92% 78% 

4
th

 88% 89% 41% 78% 82% 

 

 

Considering the nonhomologous associations of other chromosomes, there seems to be no preference for 

specific pairwise interactions beyond the preference for homologous pairing. For example, the X chromosome 

clusters with chromosome 3 in 50% of Clone 8 nuclei, comparable to its clustering frequency with the Y 

chromosome, which is 52%. These results indicate that nonhomologous centromere clustering is somewhat 

stochastic, with centromeres being equally likely to cluster with any of the other chromosomes. Notably, 

chromosome 2 is somewhat of an exception, with lower interaction frequencies across the board; the 

nonhomologous clustering frequencies of AACAC with other chromosomes range from 31 – 41% in Clone 8 cells, 

while for dodeca the range is from 33 – 78%. This could indicate that there is something distinct about the 

organization of the pericentromere of chromosome 2. Interestingly, the AACAC probe on chromosome 2 is 

somewhat more distally located from its centromere compared to some of the other FISH probes used (see Figure 
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4.3), which could also explain why it appears to interact less with the pericentric heterochromatin of other 

chromosomes.  

 

Notably, S2R+ cells show some of the same trends as just described for Clone 8, including higher 

homologous interaction frequencies than nonhomologous, and nonhomologous interaction frequencies that are 

generally comparable between different pairs of chromosomes (Table 4.3). Chromosome 4 shows a lower 

homologous association frequency in S2R+ than Clone 8, but as mentioned above, this may be caused by inaccurate 

karyotyping of chromosome 4 in this aneuploid cell line. Interestingly, some of the chromosome-specific trends for 

nonhomologous associations observed in Clone 8 cells are not as strong or absent in S2R+ cells. For example, 

chromosome 2 only has slightly lower nonhomologous interaction frequencies compared to other chromosomes. 

Also, the nonhomologous interaction frequencies for chromosome 4 are not markedly higher than those for other 

chromosomes, except for the interaction frequency between chromosome 4 and the X (89%), which is the most 

frequent nonhomologous interaction observed. These results might could indicate cell-type specific differences in 

the organization of pericentric heterochromatin and/or centromeres. 

 

Table 4.3 Pairwise clustering frequencies in S2R+ cells. Numbers along the diagonal represent homologous 

clustering, while those off-diagonal represent nonhomologous clustering (n=103 nuclei, percentages for dodeca are 

those from the first hybridization). 

 

 X 2
nd

 3
rd

 4
th

 

X 89% 51% 61% 89% 

2
nd

 51% 93% 62% 52% 

3
rd

 61% 62% 98% 59% 

4
th

 89% 52% 59% 59% 
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Reanalysis of data from high-throughput FISH screen done in Drosophila cells identifies genes involved in 

clustering and positioning of pericentric regions. 

 

Having determined that FISH can be used to study centromere positioning, we realized that the results of a 

previously published FISH-based screen conducted by our laboratory could be used to identify genes that either 

promote or antagonize the nonhomologous clustering of pericentric heterochromatin as well as of centromeres. The 

original screen aimed to identify genes that promoted or antagonized somatic homolog pairing [71]. Briefly, 

Drosophila Kc167 cells were grown in 384-well plates that had been treated with a dsRNA library covering the entire 

Drosophila genome, and following four days of RNAi, prepared for high-throughput FISH targeting dodeca and 359 

(see Figure 4.7, and ref. [71]). The resulting images were analyzed by a custom-written MATLAB script for the 

number of FISH signals per locus and the distances between them. The original analysis did consider the possibility 

that nonhomologous clustering might influence the frequencies of homolog pairing observed after RNAi 

knockdowns of different genes, and therefore, used two methods to estimate the amount of clustering. Firstly, the 

average pairwise distances between all signals, dodeca and 359, were calculated for each nucleus. By this assay, 

25% of anti-pairing genes also decreased the average distance between signals when they were knocked down by 

RNAi, indicating that they might also be anti-clustering genes [71]. Secondly, nuclei having one signal for both 

dodeca and 359 were assayed for the frequency of touching between the two signals. Surprisingly, by this assay, 

none of the anti-pairing genes affected the frequency of nonhomologous touching [71]. These results indicated that 

the candidate anti-pairers identified by the screen did indeed have effects on homologous pairing independent of any 

effect on nonhomologous clustering. 

 

While sufficient to rule out that the results of the screen were driven by the effects of nonhomologous 

clustering, the analysis described above was insufficient to identify genes that regulate clustering. Firstly, the 

average pairwise distance between all signals includes homologous distances, and therefore, a decrease in the 

average could be driven by increased pairing (at least, a decreased distance between homologs) in addition to 

increased clustering. Secondly, the analysis of touching between dodeca and 359 signals was only done in nuclei 

having one signal for both dodeca and 359, indicating that all copies of chromosome 3 and all copies of the X 

chromosome were homologously paired. Limiting the analysis in this way simplified the possible outcomes, because 
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when there are multiple FISH signals at either locus, it is possible that none, some, or all of these FISH signals could 

show nonhomologous clustering, and these different outcomes need to be weighted accordingly.  

 

 

Figure 4.7 Experimental design used in high-throughput FISH screen to identify candidate pairing genes. 

Figure courtesy of Eric Joyce, based on ref. [71]. 

 

Keeping these different possibilities in mind, we decided to reanalyze the images taken during the first 

screen with a new MATLAB script. Specifically, I added criteria to examine nonhomologous distances between 

FISH signals, and to determine the minimum, maximum, and average nonhomologous distances in each nucleus. 

These measures allow the effect of a gene on clustering to be examined regardless of its effect on pairing. 

Additionally, I adapted the script to allow examination of the position of centromeres within the nucleus. As 

described in the introduction, in Drosophila cells, centromeres are clustered at the nucleolus [31], as opposed to in 

other organisms where centromere clustering takes place at the nuclear periphery [3,8–10]. It is possible that genes 

disrupting clustering also disrupt nucleolar localization, as has been shown for NLP [31], or that there are genes that 

affect centromere localization without influencing clustering. To parse these different contributions, I determined the 

shortest distance between each FISH signal and the nuclear periphery. While we have no way to directly assay 

positioning relative to the nucleolus in these images, one would expect that nucleolar tethering would restrict their 

nuclear positioning, while if centromeres are not tethered to the nucleolus, the distance to the periphery will vary 

more in a population of cells. Therefore, measuring distance to the periphery allows us to both identify genes that 
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influence the positioning of pericentric regions, and to make inferences regarding the relationship between clustering 

and positioning.  

 

Identification of candidate clustering genes. 

 

After analysis of several different parameters, we decided to focus on the average distance between 

nonhomologous FISH signals as the main criteria for the identification of genes regulating the clustering of 

pericentric heterochromatin. We are also confident that this measure reflects the amount of centromere clustering 

present in a given nucleus, because using this measure to sort the screen data identified several genes previously 

identified as being required for centromere clustering in flies. These included genes encoding Cal1, the functional 

ortholog of HJURP in humans that loads CID at centromeres and is required for centromere clustering in Drosophila 

meiosis [74], and NLP, which is required for clustering in Drosophila S2 cells [31]. Therefore, the hits we describe 

as “clustering genes” that regulate the clustering of pericentric heterochromatin can also be considered candidates 

for the regulation of centromere clustering. 

 

Additional groups of genes that were found to regulate clustering are described below. In the analysis 

presented here, we focus on genes that were identified in the primary screen for pairing factors (not all of which 

were ultimately validated as candidate pairing promoters or anti-pairers), our reasoning being that genes that 

influence centromere clustering will most likely alter the number of FISH signals observed at individual loci by 

affecting clustering of homologous centromeres. This analysis can easily be extended genome-wide in the future, to 

determine if there are additional genes that only affect nonhomologous clustering. The candidates presented here are 

the results from screening dsRNAs targeting 352 different genes, tested in duplicate with FISH targeting the dodeca 

and 359 pericentric heterochromatic repeat loci on the 3
rd

 and the X chromosomes, respectively. The average 

distance between dodeca and 359 signals, normalized to the approximate nuclear diameter, was calculated for each 

cell and then for an entire well, and a z-score was assigned for this distance relative to the control wells present on 

the same plate (Figure 4.8; see Materials and Methods for more details). Ribosomal genes and histone proteins were 

dropped from the list, as their effects may be indirect. Using these cut-offs, we identified 54 dsRNAs that 

consistently increased the distance between nonhomologous signals (z-score ≥ 1.5), representing genes that cause 
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disruption of clustering when knocked down. These are candidate pro-clustering genes, which may be involved in 

establishment or maintenance of clustering. We also identified 23 dsRNAs that consistently decreased the distance 

between nonhomologous signals (z-score ≤ -1.5), representing genes that cause increased clustering when knocked 

down. These are candidate anti-clustering genes, which may be involved in the dispersal of clustering or some other 

aspect of its negative regulation.  

 

 

Figure 4.8 Distribution of nonhomologous distances obtained in the screen. Data shown for 352 different 

dsRNAs tested in duplicate and 628 control wells. The control range was defined as the average distance among all 

controls, ±1.5 standard deviations. Pro-clustering candidates increased the distance between dodeca and 359 when 

knocked down, while anti-clustering candidates decreased the distance between dodeca and 359 when knocked 

down.  

 

Some examples of genes in both the pro- and anti-clustering categories are shown in Figure 4.9, including 

sample FISH images and bar graphs showing the distributions of nonhomologous distances (359 to dodeca distance) 

and distances to the nuclear periphery (359 to periphery distance) for control cells and for knockdowns of different 

genes. We provide further descriptions of the candidate genes below. The putative functions of candidates were 

assigned based on gene ontology terms found on Flybase (www.flybase.org), and where possible, these terms were 

used to sort the candidates into different functional groups (Figure 4.10). For candidates with multiple roles, the 
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putative function most relevant to chromosome organization and/or the cell cycle was used to assign candidates to 

different groups.   

 

 

Figure 4.9 Candidate pro- and anti-clustering genes alter the distances between nonhomologous signals. 

Example nuclei are shown for control cells and for knockdowns of candidate pro- and anti- clustering genes. The 
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Figure 4.9 (Continued) images shown were taken during the original FISH  screen for genes involved in homolog 

pairing [71]; the panel on the left shows DAPI signals as well as FISH signals, while those on the right show just 

FISH signals and the outline of each nucleus (scale bars = 5 μm). The bar graphs show distributions of distances 

obtained in a population of nuclei, with each nucleus being an individual data point; the x-axis shows normalized 

distance, while the y-axis shows the proportion of nuclei in which that distance was observed. Graphs represent 

pooled results from two replicate wells. The bar graphs on the left show the average nonhomologous distance 

between 359 and dodeca, normalized to nuclear diameter, while those on the right show the minimum distance 

between 359 and the nuclear periphery, normalized to nuclear radius. Bar graphs for control cells are in blue, while 

those for candidate pro-clustering genes are in red and those for candidate anti-clustering genes are in green. The 

mean of the distribution is shown on each bar graph; significant changes from control cells are marked with 

asterisks. Those marked with two asterisks represent a z-score > +2 or < -2 in each replicate, while those marked 

with a single asterisk represent a z-score >+1.5 or <-1.5 in each replicate. 



152 

 

 

 

Figure 4.10 Summary of candidate genes identified in our screen that regulate clustering of pericentric 

heterochromatin and/or centromeres. Candidate pro-clustering genes are highlighted in red while candidate anti-

clustering genes are highlighted in green. 
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Candidate pro-clustering genes. 

 

Here, we describe pro-clustering factors, which caused increased nonhomologous distances/decreased 

clustering when knocked down by RNAi. In this category we identified 54 candidate genes, including centromere 

and kinetochore proteins, nucleolar proteins, and known regulators of the cell cycle, including many mitotic genes.   

 

The kinetochore, and associated proteins. In addition to genes that were known to affect clustering in 

Drosophila, we also identified genes that might have been expected to be important for centromere clustering given 

findings in other organisms. For example, in fission yeast, kinetochore proteins are important for centromere 

clustering [33,34]. In our screen, we identified several kinetochore components as being necessary for centromere 

clustering in Drosophila, including the inner kinetochore protein Cenp-C. Cenp-C is part of the constitutive 

centromere-associated network (CCAN) which is found at centromeres throughout the cell cycle, and is essential for 

localization of other centromere-associated proteins [75]. We also identified members of the KNL1/Mis12/Ndc80 

(KMN) outer kinetochore network, including Ndc80, Spc25, and Kmn2 [76], which form the part of the kinetochore 

where spindle attachment occurs during mitosis [77,78]. Another group of hits associated with the kinetochore was 

the chromosomal passenger complex or CPC, which includes Aurora-B kinase, Borealin, Deterin (also known as 

Survivin), and Incenp [79–81]. Three out of four CPC subunits (Aurora-B, Borealin, Deterin) were identified as 

consistently causing disruptions in clustering when knocked down. The CPC and its catalytic subunit Aurora-B have 

a well-described role in monitoring the connection of kinetochores with microtubules in mitosis and eliminating 

incorrect attachment [79–81]. These results highlight the importance of centromere components, and the attachment 

of centromeres to microtubules, for the clustering of pericentric heterochromatin.  

 

Microtubules, actin filaments, and proteins involved in cytoskeleton regulation. Consistent with the idea 

that microtubule attachment is important for clustering, we identified genes encoding both α- and β-tubulin proteins, 

genes required for proper spindle assembly at the microtubule organizing center (MTOC) including dynein 

(Dhc64C) [82] and Abnormal spindle (asp) [83–85], as well as the microtubule-binding protein Mars [86–89] and its 

associated proteins Protein-phosphatase 1 (Pp1-87b) [87,90] and tousled-like kinase (Tlk) [91]. Other factors 

directly or indirectly associated with spindle organization that were identified as pro-clustering factors include three 
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rows (thr) and eIF3ga. Other cytoskeletal proteins that were identified include Actin-related protein 1 (Arp87C), and 

proteins that bind and/or regulate the actin cytoskeleton including Rho1 (a Rho GTPase) and twinstar (tsr). 

 

Nucleolar proteins. Since centromeres in Drosophila cluster at the nucleolus and require NLP to do so, we 

might expect additional nucleolar components to also be required for clustering. Consistent with this, we identified 

Non1 (novel nucleolar protein 1) as well as Ns1 (nucleostemin), proteins associated with the nucleolus involved in 

spindle assembly as well as other functions [92,93]. 

 

Cell cycle regulators. We also identified several different types of cell cycle regulators that are required for 

wild-type levels of centromere clustering. We identified several components of the anaphase promoting complex or 

APC, including Cdc16, Cdc27, shattered (shtd), and imaginal discs arrested (ida). Additional regulators of the 

metaphase to anaphase transition were also identified as clustering genes, including vihar (vih) and Spindly [94]. We 

also identified known regulators of cytokinesis including pavarotti (pav) [95], polo kinase, which also has other 

functions in cell cycle regulation [96,97], and a kinase, CG7236, that was identified in a screen for genes involved in 

cytokinesis [98]. Additional cell cycle regulators important for clustering include regulators of the G2-M transition 

Cyclin B and Not1.  

 

Negative regulators of condensin II, condensin I. Four known negative regulators of condensin II, including 

three components of the SCF-ubiquitin ligase complex, Slmb [71,99], Lin19, and SkpA, as well as Casein Kinase 1 

alpha [100], were identified as being required for clustering. This is consistent with the fact that condensin II 

specific proteins were identified as being negative regulators of clustering both in this screen (see further discussion 

below) and in previously published work [71,101]. Interestingly, a condensin I specific protein, barren, and a protein 

present in both condensin I and II, Smc2, were both identified as candidate pro-clustering factors. This could 

indicate that condensin I and II play opposite roles in the organization of centromeres. 

 

Other factors. Additional factors found to be required for clustering were the chromatin remodeling protein 

E(bx), the heat shock protein Hsc70Cb, and several other factors whose functions are unknown or for which the 

connection to chromatin or chromosome organization is unclear. For a full list, see Figure 4.10. 



155 

 

Candidate anti-clustering genes. 

 

Here, we describe anti-clustering factors, which caused decreased nonhomologous distances/increased 

clustering when knocked down by RNAi. We obtained fewer candidate genes in this category (Figure 4.10), 

suggesting that there are relatively few pathways that disrupt as opposed to those that establish or maintain the 

clustering of centromeres and pericentric regions. Additionally, many of the candidates were associated with 

transcription, metabolism, and proteosomal degradation, suggesting their effects may be indirect. Candidate genes 

that might play a more direct role in clustering are described in more detail below. 

  

Condensin II. Condensin II plays a well-characterized role in antagonizing homolog pairing [71,102] and in 

promoting the formation of chromosome territories while causing the dispersal of heterochromatin [101]. Consistent 

with this, we identified Cap-H2, a component of the condensin II complex, as a hit in this screen. Therefore, it is 

likely that condensin II plays a role in the dispersal of centromere clusters, perhaps at a specific stage in the cell 

cycle. As described above, negative regulators of condensin II have the opposite phenotype, promoting clustering, 

highlighting condensin II as a key player in the regulation of centromere clustering.  

 

Cell cycle regulators. We identified the cell cycle regulator CycA, which regulates S-phase as well as the 

G2-M transition, MBD-R2, a protein implicated in the G2 DNA damage checkpoint [103], and Hel25E, an RNA 

helicase that regulates splicing and is also implicated in mitotic spindle organization [104]. These findings highlight 

that, like in the establishment of clustering, the cell cycle may play an important role in the dispersal of clustering.  

 

Nuclear pore complexes. Interestingly, we identified the nuclear pore protein Nup358 as well as a predicted 

nuclear pore component, CG4673, as anti-clustering factors. Since the nuclear periphery is a region where 

centromeres cluster in many other organisms, it is possible that dispersal of centromere clustering in Drosophila 

involves release of nucleolar tethering and localization near the nuclear periphery and/or nuclear pores instead. This 

possibility is discussed more below.  
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Possible link to telomere clustering. One candidate anti-clustering gene, effete (also known as UbcD1), is 

an E2 ubiquitin ligase involved in several different processes in fly development. Interestingly, this gene has also 

been implicated in the proper organization of telomeres [105]. Drosophila UbcD1 mutants often show telomere-

telomere fusions, which are thought to form when telomeres are closely juxtaposed in interphase [105]. This result 

suggests that some genes involved in antagonizing centromere clustering also act to antagonize telomere 

interactions, or that the two aspects of chromosome organization are related in some other way.   

 

Relationship between centromere clustering and nuclear positioning. 

 

As mentioned above, in Drosophila cells, centromeres are generally clustered at the periphery of the 

nucleolus, and knockdown of NLP, in addition to disrupting clustering, was also found to disrupt this nucleolar 

tethering [31]. We were curious to examine among our candidate genes whether all knockdowns that disrupt 

clustering also disrupt positioning, or if there might be specific genes that affect one phenotype but not the other. 

First we examined control wells from the screen, to look at the relationship between clustering and positioning in 

wild-type cells. Specifically, we looked at the relationship between average nonhomologous distances and the 

minimum distance to the nuclear periphery for either dodeca or 359. We found a modest negative correlation 

between these two parameters (R
2
=0.4618 for dodeca and R

2
=0.4330 for 359) indicating that in control cells, when 

dodeca and 359 are further apart from each other, reflecting centromeres that are not clustered, they tend to be closer 

to the nuclear periphery (Supplementary Figure A2.3). This finding supports the hypothesis that clustering status 

may be related to nuclear positioning. The relatively modest nature of the correlations may be because we cannot 

control for nucleolar positioning in these data; it is possible that centromeres could be clustered at the nucleolus and 

still be close to the nuclear periphery. However, the fact that a trend is still visible suggests that perinucleolar 

clustering tends to occur more centrally within the nucleus. 

 

We then examined hits which had been identified as candidate genes that regulate centromere clustering. 

Interestingly, knockdowns of either pro- or anti-clustering genes disrupted the correlation between nonhomologous 

distances and distance to the periphery, resulting in much lower R
2
 values than those found in control cells 

(Supplementary Figure A2.3). This may be explained by the fact that when clustering levels are altered by RNAi, 



157 

 

nuclear positioning of centromeres is shifted away from the range observed in control cells. Importantly, the 

direction of this shift was different for candidate pro- and anti-clustering genes. Cells in which pro-clustering genes 

were knocked down showed FISH signals that were on average closer to the nuclear periphery than those observed 

in control cells (see Slmb, Nlp and Cal1 in Figure 4.9). However, the total distribution of distances in these 

knockdowns was not significantly shifted towards the nuclear periphery, indicating that there were still many FISH 

signals located in the center of the nucleus. These results could reflect a randomization of centromere positioning 

once clustering is lost, including an ability to be closer to the periphery than in control cells. Consistent with this 

idea, in knockdowns of the pro-clustering genes (all of which had a z-score of ≥ +1.5 for nonhomologous distances), 

the average z-score for distances to the nuclear periphery was +0.44 for dodeca and -0.18 for 359. This indicates that 

knockdowns that disrupt clustering do not significantly influence distance from the nuclear periphery in one 

direction or the other. 

 

A different situation was observed among the 23 candidate anti-clustering genes, which cause increased 

clustering when knocked down. In these knockdowns, the distances to the periphery tended to be larger, indicating 

that FISH signals were located non-randomly far from the nuclear periphery (see Cap-H2 and Nup358 in Figure 

4.9). Furthermore, this shift towards the interior was significantly different compared to control cells. In 

knockdowns of anti-clustering genes (all of which had a z-score of ≤ -1.5 for nonhomologous distances), the average 

z-score for distances to the periphery was +2.95 for dodeca and +2.83 for 359. These results indicate that when 

candidate anti-clustering genes are knocked down and clustering is increased, the distance between FISH signals and 

the nuclear periphery is almost 3 standard deviations higher than the mean distance observed in control cells. 

Consistent with this finding, 18 out of the 23 anti-clustering candidates were also hits for increasing the distance of 

either dodeca or 359 from the nuclear periphery (hits for nuclear positioning were determined in the same way as for 

clustering hits, see Materials and Methods). Combined with the results obtained for candidate pro-clustering genes, 

these data indicate that an increase in clustering is associated with a shift away from the nuclear periphery, whereas 

a decrease in clustering results in distances from the nuclear periphery that are more variable. 

 

 

 



158 

 

Discussion 

 

In this chapter, we present studies of centromere clustering in Drosophila cells. Using five-color FISH 

experiments, we have demonstrated that FISH targeting pericentric heterochromatin can be used as a proxy for 

centromere positioning. We believe that the image registration algorithm described here will also prove useful in 

future experiments, either in place of or as a supplement to software-assisted stage navigation. Using a common 

FISH signal as the basis for image registration both allows a more accurate degree of alignment and provides some 

amount of quality control, demonstrating that nuclear architecture was not perturbed between the two FISH 

experiments, at least in the region surrounding the locus being examined.  

 

We note that there is room for improvement in the alignment between images (Table 4.1), and there are two 

strategies to address this issue. Firstly, our requirement that two signals have pixel overlap in order to be scored as 

clustered may be too strict, given the small variabilities there may be in the quality of the alignment from nucleus to 

nucleus, so it may be better to use a distance-based cutoff instead. Secondly, it is possible (though more 

computationally intensive) to align each nucleus individually rather than the whole image at once. Our data suggest 

that within a certain image, most nuclei have shifted by the same amount, consistent with the shift being caused by 

changes in the position of the slide on the microscope stage, but there may be variations between nuclei of 1 – 2 

pixels, which corresponds to approximately 108 – 216 nm, and these variations could explain the differences in 

clustering frequencies estimated using dodeca signals from the two different images. Even with this caveat in mind, 

however, we can make certain observations about the patterns of centromere clustering in these cells. 

 

By uniquely identifying each chromosome, we demonstrate that there is no pairwise preference in 

centromere clustering beyond that for homologous association. There were two outliers in this data, namely, 

chromosome 2, which appeared to interact less frequently with all other chromosomes than with itself, and 

chromosome 4, which interacts as frequently with other chromosomes as with itself, at least in Clone 8 cells. 

Regarding chromosome 2, since AACAC is located closer to euchromatin than any of the other FISH probes used 

(see Figure 4.3), it may be less reliable as a proxy for the position of the centromere. In future, it would be 

interesting to repeat the experiment with a FISH probe targeting the Responder locus (Rsp), another heterochromatic 
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repetitive region on chromosome 2 that is located closer to the centromere. Regarding chromosome 4, it could be 

that the high nonhomologous interaction frequencies could be explained by the fact that this chromosome is mostly 

heterochromatic. Notably, the high proportion of heterochromatin is also true of the Y chromosome, which did not 

show such high nonhomologous interaction frequencies, so perhaps the small size or some other unique feature of 

chromosome 4 drives its interactions with other chromosomes. It would be interesting to determine in future 

experiments if chromosome 4 plays any special role in the nucleation of centromere clustering, perhaps by analyzing 

cell lines with different copy numbers for chromosome 4, which has frequently been gained or lost in Drosophila 

cultured cells [106]. 

 

We also present results from reanalysis of images taken during a previous high-throughput FISH screen 

[71], to identify candidate genes that regulate the clustering of pericentric heterochromatin and of centromeres. By 

modifying the image analysis algorithm initially used in the screen to specifically examine distances between 

nonhomologous FISH signals, we analyzed images taken in a primary screen of 352 genes and identified 54 

candidate pro-clustering factors and 23 candidate anti-clustering factors. These included genes that had previously 

been implicated in the regulation of centromere clustering in Drosophila [31,71,74,101] as well as novel candidates. 

Over half of the candidate pro-clustering genes have functions in mitosis, highlighting the important role of mitosis 

in establishing interphase chromosome positioning and supporting early hypotheses put forward by Rabl [44]. 

Additionally, there may be pathways that maintain or disrupt centromere clustering during interphase, such as 

condensin II and its regulators [71,99–101]. Future work to determine when in the cell cycle the different candidate 

genes identified have their effects on clustering will help sort out these different pathways. 

 

Investigation into the timing of their effects is just one of many follow-up experiments that will be done 

with the candidate genes identified here. Since these candidates were identified using a FISH-based screen, 

confirmation of their effect on centromere clustering will be done using immunofluorescence for the centromeric 

protein CID. Additionally, it will be interesting to determine if any of these candidates also affect telomere 

clustering. Telomeres can be identified in Drosophila cells by immunofluorescence for telomeric proteins such as 

HipHop or HOAP [107–109]. Since the Rabl configuration of centromeres and telomeres is thought to be 

established in anaphase, genes that affect both types of clustering may be involved in their establishment, while 
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genes that affect centromeres but not telomeres may indicate stage-specific regulators, or those specific to different 

parts of chromosomes.  

 

Additionally, in future experiments, we can combine examination of centromere positioning with 

examination of nucleolar positioning, by staining for nucleolus specific proteins such as fibrillarin. Our results 

indicate that increased levels of clustering are correlated with localization away from the nuclear periphery. Studies 

in which the position of the nucleolus is also known will help determine whether this increased clustering occurs at 

the nucleolus or whether there are other locations where centromeres cluster following RNAi, as well as to clarify 

any distinctions between position relative to the nuclear periphery and position relative to the nucleolus in cells 

where clustering has been lost. Furthermore, our study could be expanded in future to identify genes that affect 

positioning independently of clustering, potentially identifying pathways that affect radial positioning not just of 

centromeres but of the whole nucleus. 

 

An interesting result from the screen was that condensin I and II have opposite effects on centromere 

clustering; knockdown of the condensin I component Barren disrupted clustering, while knockdown of the 

condensin II component Cap-H2 enhanced clustering. Smc2, a component of both condensin complexes, had a 

phenotype similar to Barren, possibly indicating that condensin I is more sensitive to Smc2 depletion than condensin 

II, or that the role of condensin I in centromere clustering is epistatic to that of condensin II. While these hits need to 

be confirmed before we can draw any conclusions, the possibility that the two complexes contribute to centromere 

clustering in different ways is especially interesting in light of their localizations over the course of the cell cycle. In 

many organisms, condensin II is present in the nucleus throughout interphase, while condensin I is present mainly 

during mitosis [110–112]. Therefore, the different roles of condensin I and II might reflect the differences in 

centromere organization in interphase and in mitosis. These ideas will be discussed more in the next chapter. 

 

In summary, this chapter presents studies using FISH to assay the clustering of pericentric heterochromatin 

and of centromeres in Drosophila cells, and to identify potential candidate genes that regulate clustering. Additional 

experiments to verify and further characterize these candidate genes are in progress. Implications of our findings, 

and their overall relevance to studies of nuclear organization, will be further discussed in the next chapter. 
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Overview 

 

The work presented in this dissertation was motivated by an interest in interphase nuclear organization, the 

mechanisms that drive it, and the connections between chromosome organization in interphase and in mitosis. I have 

described three major findings in these areas. Firstly, cohesin, a protein essential for sister chromatid cohesion in 

mitosis, does not appear to be necessary for keeping sister chromatids in close proximity in G2 in Drosophila. This 

is particularly surprising given what is known about cohesin’s cell cycle association with chromatin and data from 

other organisms, and implies the existence of cohesin-independent connections that are able to keep chromosomes in 

close alignment during interphase. Secondly, I show that these cohesin-independent connections between sisters 

may be the same type of connection that form between homologs in Drosophila; at least, the two processes share 

regulatory mechanisms.  This finding has several interesting implications for our understanding of pairing, in 

particular, demonstrating that the pairing of homologs, which has only been widely-observed in Dipteran insects, 

may be related to cohesin-independent sister chromatid pairing, which has been reported in other organisms as well. 

Thirdly, I describe results showing that the clustering of pericentric heterochromatin and of centromeres in 

Drosophila interphase cells is a dynamically-regulated process, with cells having mechanisms that both promote and 

antagonize clustering. These findings set the stage for future investigations into the regulation of clustering over the 

course of the cell cycle, and the establishment of cell type-specific clustering patterns. In this chapter, I discuss 

further implications of these results and speculate regarding the answers to several open questions, including the 

nature and purpose of cohesin-independent connections between chromosomes, how condensin might be regulating 

these, and how much of interphase chromosome positioning is established in mitosis.   

 

Is there cohesin-independent pairing in vivo in flies? 

 

The results described in this dissertation are based on experiments done in Drosophila cell culture; 

interestingly, there is evidence to suggest that cohesin-independent pairing of chromosomes, including both sisters 

and homologs, also occurs in vivo. Studies that induced cohesin cleavage via a TEV protease in Drosophila larvae 

and found that cohesin cleavage does not noticeably disrupt polytene chromosome alignment [1]. In contrast, 

overexpression of the condensin II component Cap-H2 disrupted polytene alignment in the same cell type [2], 
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supporting the idea that condensin II antagonizes cohesin-independent connections between sisters and homologs. 

Of course, polytene chromosomes represent a special case, because these cells are not proceeding through a normal 

cell cycle with replication followed by division, so experiments in additional cell types in the fly are needed. 

However, these results from polytene chromosomes are promising and support our model. Studies in the male 

Drosophila germline have shown that in normal cells, the chromosome arms of sister chromatids begin to separate in 

G2, suggesting little to no cohesin-independent pairing at these regions [3]; however, since the Drosophila germline 

has also been shown to be different from somatic cells in the onset of homolog pairing [4,5], perhaps this is not too 

surprising. 

 

Observations regarding the nature of homolog pairing. 

 

Our observations suggest that the same cohesin-independent mechanisms that act between sister chromatids 

may also act between homologs, suggesting that sister pairing and homolog pairing are one and the same. This 

model is consistent with the idea that recognition of a pairing partner is based on DNA sequence or chromatin 

structure [reviewed by 6, see also 7,8], and that pairing can accommodate more than two copies of a chromosome 

[9–13]. Our work also pertains to the question of whether or not Drosophila cells distinguish sisters versus homologs 

[see 14]. If they do not distinguish sisters from homologs at least in terms of pairing, then it is possible that sister 

chromatids may influence gene expression beyond increasing chromosome copy number. For example, as homolog 

pairing can influence the communication between regulatory elements and promoters in cis as well as in trans [15–

23], sister chromatids may be able to join and influence this dialogue [11]. Indeed, just as transvection can occur 

between paired homologs, so might it occur between sister chromatids, making it possible for these two forms of 

transvection to be synergistic or mutually inhibitory during G2 (Figure 5.1). Importantly, inter-homolog 

communication and the contribution of sister chromatids to that process could vary by cell type, depending on the 

levels of cohesin-independent pairing between sisters and homologs.  
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Figure 5.1 Schematic showing ways in which transvection between sister chromatids might be synergistic or 

mutually inhibitory with that between homologs.  

 

 

Our data also address the long-standing question of when in the cell cycle pairing can be established. While 

some studies have shown that levels of pairing are higher in G1 than in G2, suggesting that S-phase is a stage when 

pairing is more dynamic and possibly disrupted [12,24], other work shows that pairing levels are similar in G1 and 

G2 [11], possibly reflecting variability between cell types. Our work suggests that S-phase/G2 is a stage when 

cohesin-independent sister pairing and, perhaps also, cohesin-independent homolog pairing can be established. In 

particular, our experiments in the male diploid Clone 8 cell line presented in Chapter 2 suggest that cohesin-

independent pairing of sisters in G2 is not dependent on the presence of a homolog, which would indicate that 

cohesin-independent pairing can be established de novo in G2. As such, perhaps the pairing of homologs can also be 

established at this stage. Of course, S-phase/G2 may not be the only stage of the cell cycle when homolog pairing is 

established; G1 homolog pairing could represent either an additional establishment event following the disruption of 

pairing in anaphase [25] or, theoretically, the maintenance of homologous connections from the previous cell cycle 

through mitosis [11,12].  
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What are the cohesin-independent connections between chromosomes? 

 

A major remaining question concerns the nature of the cohesin-independent connection between 

chromosomes. There are several possible answers, including the contribution of additional factors, such as proteins 

or RNA, that function similarly to cohesin in bringing chromosomes together, but act specifically in interphase. For 

example, it is possible that cohesion in somatic cells involves multiple novel cohesin complexes, as is known to be 

the case in Drosophila meiosis [26–30]. Alternatively, cohesin-independent cohesion might involve direct 

connections between chromosomes themselves without any need for bridging factors, perhaps involving some kind 

of nontraditional base pairing or DNA catenations resulting from replication. Catenations were one of the earliest 

models put forward for cohesion [31–33], and topoisomerase II, an enzyme that regulates catenations, also regulates 

cohesion [34–47]. Cohesin may help to maintain catenations [48,49]. Conversely, a complex related to cohesin and 

condensin known as Smc5/6 is thought to bind chromosomes in response to sister chromatid intertwinings or other 

forms of topological stress and facilitate their resolution in yeast [50,51]. Our work suggests that catenations may 

exist independently of cohesin protein [see 41,47,52] and are sufficient to maintain the close proximity of sister 

chromatids in interphase in Drosophila cells. In future, it would be of great interest to test the role of topoisomerase 

II and Smc5/6 in this interphase pairing of sisters, to determine if they are acting with condensin II in this process, or 

if condensin II has taken over these functions in Drosophila cells.   

 

Given the mechanistic relatedness we have observed between homolog pairing and sister pairing, it is 

possible that homolog pairing is also mediated at least in part by DNA catenations or entanglements [see 

3,11,12,19,53]. While catenations are generally thought to result from DNA replication and therefore more likely to 

form between sisters than between homologs, catenations can be formed through multiple processes [54]. It is 

possible that homologs could become catenated when they are replicated in close proximity, perhaps via replication 

fork collapse and repair, or when there is DNA recombination between homologs, especially at the repetitive 

sequences of pericentric heterochromatin [55]. Interestingly, inhibition of topoisomerase II, can also influence levels 

of homolog pairing in Drosophila cells, though it is unclear if the latter is through similar roles in sister as versus 

homolog pairing [11; see discussion within].  
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 If catenations are the basis of cohesin-independent connections between chromosomes, how might they be 

antagonized by condensin complexes? There is evidence that condensin complexes recruit topoisomerase II to 

chromosomes [56–61], or facilitate topoisomerase II activity in other ways [62], but there are also effects of 

condensin on sister chromatid resolution that may be independent of topoisomerase II [63–70]. Condensin is also 

important in restoring the structure of DNA following transcription [71], and it has been proposed to remove 

connections between sister chromatids that are formed during transcription [72,73]. Alternatively, the action of 

condensin to compact a chromosome, forming more interactions in cis, might limit its ability to interact with other 

chromosomes in trans [2,12,74,75].  

 

Why are Drosophila so different from other organisms in the amount of pairing? 

 

Given our observations in mitotic cells (Chapter 3), it seems likely that condensin I and II remove similar 

types of connections between chromosomes (possibly DNA catenations), but do so at different stages in the cell 

cycle. This is consistent both with the known localization of condensin I and II over the course of the cell cycle [76–

78] and with findings in mammalian cells that condensin II begins the process of resolving sister chromatids in S-

phase [79]. Perhaps in Drosophila, condensin II starts to remove DNA catenations in interphase but does so 

incompletely, such that many cohesin-independent connections between sisters and between homologs remain until 

mitosis when they are removed by condensin I as required for segregation, possibly in response to spindle formation 

[62] or other mitosis-specific factors. (Figure 5.2). This would explain why knockdown of cohesin did not disrupt 

G2 pairing of sister chromatids (Chapter 2), why knockdown of condensin I had a greater effect on mitotic cohesion 

than did that of condensin II (Chapter 3), as well as why the pairing of homologs in somatic cells is so much more 

widespread in Drosophila than in other organisms [6]. Interestingly, in flies, the condensin I component Barren has 

been shown to enter the nucleus earlier than in other organisms, binding to chromosomes in early prophase [80], 

which suggests that the balance between the activities of the two complexes might be different in Drosophila. This 

might be connected to the timing with which Drosophila cells remove catenations between chromosomes. Of course, 

this does not mean that in other organisms all catenations are resolved prior to mitosis or that they do not contribute 

to nuclear organization in G2. The identification of ultrafine anaphase bridges in normal human cells demonstrates 
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that catenations can remain until anaphase at certain regions, specifically, at centromeres, and that other regions 

have resolved catenations by this point under normal conditions [43,44,46,49,81].  

 

The possible relationship between the timing of removal of catenations and the degree of cohesin-

independent pairing suggests that the length of time a cell spends in G2 may be correlated with its requirements for 

cohesin-independent pairing mechanisms. Thus, in cells that divide soon after DNA replication, such as in yeast, the 

short length of G2 may minimize the need for cohesin-independent pairing of sisters. In contrast, cells with a long 

G2, such as the Drosophila cells used in our studies, may rely more heavily on cohesin-independent mechanisms to 

maintain interphase genome organization. Alternatively, it is possible that, rather than being a requirement of cells 

with a prolonged G2, extensive cohesin-independent pairing lengthens G2 by requiring more time to be resolved. 

Perhaps cells even use the regulation of pairing as a way to regulate the amount of time spent in G2. Further 

examinations into the exact timing of removal of catenations/homolog pairing in Drosophila cells will shed light on 

these models.   
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Figure 5.2 Model demonstrating how Drosophila might differ from other organisms in the extent of cohesin-

independent pairing between sisters and homologs. Representation of the hypothetical cohesin-independent 

connections that form between chromosomes and the timing of their removal. Vertical blue lines represent sections 

of chromosomes, purple rings represent cohesin, orange rings represent condensin II, pink rings represent condensin 

I, and dashed blue lines indicate cohesin-independent connections (possibly DNA catenations). In Drosophila, the 

same cohesin-independent connections that form between sisters also form between homologs, but extensive inter-

homolog interactions have not been observed in other organisms (homolog not pictured). As shown, cohesin-

independent connections may be resolved later in the cell cycle in Drosophila than in other organisms; alternatively, 

it is possible that cohesin-independent connections are formed more efficiently in Drosophila, so that they are more 

widespread. Condensin I and II may antagonize cohesin-independent connections by compacting chromosomes in 

cis, disrupting trans interactions [2,12,74,75]. Note that in the top panel representing Drosophila, all cohesin-

independent linkages are resolved by metaphase, but in theory, some connections between homologs might remain 

in metaphase and in anaphase. Similarly, in the lower panel representing other organisms, all cohesin-independent 
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Figure 5.2 (Continued) connections between sisters have been resolved by G2, but it is possible that they remain in 

certain regions.  

 

 

Why have cohesin-independent pairing of sisters? 

 

 If cohesin-independent connections exist between sister chromatids, why evolve another mechanism of 

cohesion in the form of the highly conserved and essential cohesin proteins? One explanation may lie with the 

importance of having connections that are unique to sister chromatids, thus ensuring their segregation into different 

daughter cells. Specifically, the unique connections can be provided by cohesin, whose establishment is coupled to 

replication [82–84], while, as we have shown, cohesin-independent mechanisms may contribute to genome 

organization in other ways. Secondly, cohesin-independent connections may allow sister chromatid alignment to be 

maintained at chromosomal regions where cohesin protein is not always bound at a high density. This would enable 

cohesin binding to be spatially and temporally dynamic [85,86] and permit additional roles of cohesin in interphase, 

such as in the regulation of transcription and DNA repair [87,88].  

 

Another possible reason for having multiple mechanisms holding together sister chromatids is that they 

allow for a more layered regulation of cohesion removal as cells enter mitosis [see discussion of ref. 89]. In fact, in 

higher eukaryotes, cohesin proteins themselves are removed from different parts of the chromosome by distinct 

pathways at different times; while a small population of cohesin is retained at the centromeres and cleaved at 

anaphase [90–92], the bulk of cohesin on the chromosome arms is removed during prophase by Wapl and Pds5 

[90,93–98]. Recent work suggests that telomeric cohesion involves yet additional regulation [99–101]. Cohesin-

independent pairing provides a further layer to be removed in the segregation of sister chromatids and thus provides 

another potential point of regulation, which may be useful in determining the order of segregation [52]. Since all 

these processes must be coordinated with the condensation of chromosomes prior to mitosis, perhaps it is not 

surprising that condensin proteins also regulate cohesion [52,56–58,61,67–69,78,79,102–113]. Furthermore, it is 

possible that cohesion itself controls condensation in some way; in fact, there is much evidence in budding yeast that 

cohesin and cohesin regulators play a role in condensation [114–118]. Having a diversity of cohesion mechanisms 
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may allow for a more nuanced regulation of condensation, which may vary from one region of a chromosome to 

another or occur most efficiently when it is gradual.  

 

What is the role of mitosis in establishing interphase chromosome positioning? 

 

Our work on cohesin and condensin complexes highlights that proteins with important roles in shaping 

mitotic chromosomes also contribute to the organization of chromosomes in interphase. This also appears to be the 

case for the clustering of pericentric heterochromatin and potentially of centromeres, as many of the candidate genes 

identified, particularly in the pro-clustering category, are genes with well-characterized roles in mitosis. It may be 

that some of these proteins have additional roles in interphase, or, that they help to establish patterns of organization 

in mitosis that are maintained through the rest of the cell cycle, as Rabl first proposed for the organization of 

centromeres and telomeres over a century ago [119]. Our findings suggest centromere clustering is a balance 

between establishment in mitosis and regulation during interphase, when the non-mitotic factors we identified may 

participate.  

 

A potentially interesting finding from the screen is that condensin I and II may regulate clustering in 

different ways, with condensin I being required for the establishment of clustering while condensin II antagonizes 

clustering. While additional validation is necessary to confirm these results, the idea that the two complexes play 

different roles is not unprecedented. For example, there is evidence that the loss of either complex results in 

different phenotypes in mitosis, suggesting that the two complexes play different roles in determining the shape of 

mitotic chromosomes in human cells [120], mice [121], chicken cells [122,123] and in Xenopus egg extracts 

[111,120]. Alternatively, the different effects of condensin I and II could be related to the cell cycle timing of their 

activities. Condensin II is known to be present in the nucleus throughout interphase, while condensin I enters during 

mitosis [76–78,80]. Again, this finding could highlight the existence of mechanisms to establish centromere 

clustering in mitosis, while there are mechanisms to antagonize or otherwise regulate centromere clustering in 

interphase. 
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How do chromosomes balance homologous with heterologous interactions? 

 

The fact that Drosophila nuclei show both homolog pairing as well as centromere clustering highlights the 

fact that different parts of a chromosome can participate in different types of interactions; the arms of Drosophila 

chromosomes are homologously paired while their centromeres associate with other, nonhomologous chromosomes. 

It is possible that these two types of interactions may influence each other. For example, the clustering of 

centromeres and/or telomeres which occurs in meiotic prophase of several organisms has been proposed to facilitate 

homolog pairing, by restricting the volume in which chromosomes have to search for homologous sequences [124–

127]. Homolog pairing may also influence centromere clustering, as we have shown in Chapter 4, where we found 

that centromeres have a tendency to cluster with homologous centromeres over heterologous ones. Interestingly, this 

effect was not true for chromosome 4, which is mostly heterochromatic, and maybe is not subjected to the same 

pairing mechanisms that act at the euchromatic arms of other centromeres. Along these lines, there is evidence to 

suggest that pairing may be different at heterochromatin versus euchromatin; certainly, levels of pairing are lower at 

heterochromatic sequences compared to euchromatic ones [4,11,12].  

 

The fact that condensin II plays a role in antagonizing homolog pairing as well as in antagonizing 

nonhomologous centromere associations [2,12,75,128] is further evidence that these two aspects of nuclear 

organization may be related. Additional characterizations of candidate genes identified in our clustering screen may 

reveal further connections between the two processes. Many of our candidate clustering genes were also described 

as pairing genes in the original screen (29 out of 54 pro-clustering genes and 15 out of 23 anti-clustering genes) but 

given that this candidate screen that was enriched for pairing regulators, this finding may not be too surprising. 

Extending the analysis of potential clustering genes genome-wide will give us a better sense of the overlap between 

clustering and pairing regulators. The fact that there were many genes we found to identify clustering but not 

pairing, particularly in the pro-clustering category, suggests that genome-wide studies will reveal further interesting 

candidates. 
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Concluding Remarks 

  

In sum, our work highlights that chromosomes are shaped by several processes and factors over the course 

of the cell cycle, and understanding the balance between these factors is key to understanding nuclear organization. 

For example, the processes of chromosome condensation and sister chromatid resolution are intimately tied, as are 

the relative positioning of centromeres in mitosis and their clustering in interphase. In further studies of potential 

regulators of nuclear organization, it will be important to determine when in the cell cycle these factors have their 

effects, and to consider the vastly different states that the nucleus is in, for example, between G1 and G2. It will also 

be of great interest to determine what other features of interphase nuclear organization are affected by the cell 

having been through a mitotic division, or indeed, its preparation for the next one.   
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Appendix 1 

 

Supplementary information related to chapters 2 & 3 

 

 

 

 

 

 

 

 

 

 

 

The figures in this appendix are adapted from: 

 

Senaratne TN, Joyce EF and Wu, C-T. Drosophila Nuclei Have Genome-Wide Cohesin-Independent Sister 

Chromatid Cohesion in Interphase That is Regulated by Condensin Activity. Manuscript in revision. 

 

Author contributions: TNS performed experiments and carried out data analysis. TNS and EFJ provided reagents. 

TNS, EFJ and C-TW conceived and designed the experiments.  TNS and C-TW wrote the paper. 
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Supplementary Figure A1.1 Quantitative PCR confirmed efficient knockdown of cohesin subunits by RNAi. 

Results shown are for S2R+ cells following four days of RNAi. Relative mRNA levels were normalized to levels of 

rp49, a ribosomal gene, in each sample, and each sample was then normalized to levels in LacZ dsRNA-treated 

cells. Rad21 knockdown was confirmed to be more than 80% effective across multiple trials (left). Knockdowns of 

Smc1, Smc3 and SA were also found to be more than 80% effective in a single trial (right). 
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Supplementary Figure A1.2 Knockdowns of multiple cohesin subunits, and longer RNAi treatments, did not 

disrupt interphase pairing. (A) Graphs show the percentage of nuclei with a single FISH signal at several different 

loci following knockdowns of different cohesin proteins Rad21, Smc1, Smc3 and SA in various combinations, in 

both S2R+ and Kc167 cells. (B) Graphs showing the percentage of nuclei with a single FISH signal after Rad21 was 

knocked down for periods longer than our standard 4 day RNAi treatment, in both S2R+ and Kc167 cells. (For all 

graphs, shown are percentages from single trials, n≥290 nuclei per knockdown.)  
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Supplementary Figure A1.3 Knockdowns of cohesin subunits cause premature loss of cohesion in mitosis. 

Metaphase spreads obtained from Kc167 cells (tetraploid) after (A) no dsRNA treatment, (B) Rad21 RNAi, (C) Smc1 

RNAi and (D) Smc3 RNAi. Spreads were prepared following four days of RNAi without use of colchicine or any 

other drugs to increase mitotic index. Rad21 knockdown caused a more severe loss-of-cohesion phenotype as 

compared to knockdowns of Smc1 and Smc3. 

 



191 

 

 

 

Supplementary Figure A1.4 Cells continue to cycle following Rad21 knockdown while exhibiting metaphase 

cohesion defects. (A) Growth curves of Kc167 cells with no dsRNA (dark blue) and treated with Rad21 dsRNA 

(light blue). dsRNA was added at day zero and cell count was assayed every day for 6 days. Rad21 knockdown 
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Supplementary Figure A1.4 (Continued) caused a slight cell cycle delay compared to untreated cells. (B) FACS 

profiles of S2R+ cells after 5 days of Rad21 knockdown and stained with propodium iodide to assay DNA content. 

Rad21 RNAi caused a slight enrichment for G2 cells compared to cells treated with LacZ RNAi. (C) Timecourse 

showing gradual onset of the preamature loss of cohesion phenotype in response to Rad21 RNAi in Kc167 cells. 

dsRNA was added at day zero and metaphase spreads were prepared each day for 6 days from untreated and Rad21 

RNAi-treated cells. 

 

 

 

 

 

Supplementary Figure A1.5 Knockdowns of genes in double and triple RNAi treatments are as efficient as 

single knockdowns. Quantitative PCR results are shown for S2R+ cells (processed in the same way as for 

Supplementary Figure A1.1). For single knockdowns, 5 µg of dsRNA was used while for multiple knockdowns, 5 

µg of the dsRNA of each species was used (i.e. 10 µg total in double knockdowns, 15 µg in triple knockdowns) and 

the controls used were untreated cells. 
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Supplementary Figure A1.6 Knockdown of Rad21 and Slmb did not cause more aneuploidy than did either 

gene alone. Metaphase spreads were prepared from S2R+ cells following four days of RNAi (results are from a 

single trial; n=30 mitotic nuclei per knockdown). Knockdowns involving Rad21 double the number of FISH signals 

observed at AACAC and dodeca because of sister chromatid separation (for discussion of 359, see main text; P-

values from Mann-Whitney U-test comparing LacZ and Rad21 RNAi are <0.0001 for AACAC and dodeca, 

P=0.0568 for 359). In the double knockdown of Rad21 and Slmb, this doubling in the number of FISH signals was 

also observed, but the overall number of chromatid pairs was not significantly increased compared to knockdowns 

of either Rad21 or Slmb alone (P-values from Mann-Whitney U-test comparing Rad21 RNAi and Rad21+Slmb 

RNAi are 0.7864, 0.5132, and 0.1652 for 359, AACAC, and dodeca, respectively).  
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Supplementary Figure A1.7 Knockdown of Rad21 and Slmb increases the number of FISH signals at certain 

euchromatic loci. Results shown are for S2R+ cells following four days of RNAi. The number of FISH signals 

described as “extra” depends on the copy number of the chromosome being examined. For FISH targets on the X 

chromosome (16E), chromosome 2 (24D and 28B), and chromosome 3 (69C and 100B), respectively, nuclei with 

greater than or equal to 3, 4 or 5 signals were classified as having extra FISH signals (see main text for more 

details). Shown are the percentages from single trials (n≥300 per knockdown). While the increases observed were 

modest compared to those seen at heterochromatic loci, significant increases were seen at 3 out of 5 loci examined 

(significance calculated by Fisher’s exact test, *, P<0.05 for difference between Slmb knockdown and Rad21+Slmb 

double knockdown; for 24D, 100B, 16E, 69C and 28B, respectively, P=0.0150, P=0.0447, P=0.0026, P=0.1382, 

P=0.0991). 
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Supplementary Figure A1.8 Slmb knockdown, alone or in combination with Rad21 and/or Cap-H2, leads to 

fewer G2 cells. (A) Representative control cells stained with antibodies against cyclin B. Cells that would be 

identified as “G2” are outlined with a dashed line (scale bar = 10 μm). Mitotic cells also express cyclin B, but were 

excluded on the basis of DAPI morphology. (B) Quantification of the percentage of G2 cells observed after four 

days of RNAi knockdowns in S2R+ cells (n≥100 cells per knockdown). 
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Supplementary information related to chapter 4 

 

 

 

 

 

 

 

 

 

 

 

The information presented here is based on an unpublished collaboration between myself and Eric Joyce. Both Eric 

and I conceived and designed experiments, while Eric performed FISH experiments and imaging, and I developed 

image processing algorithms and carried out image and data analysis.  

 

Supplementary Figures A2.2 and A2.3 were made based on analysis of images taken during a previously published 

FISH screen: 

 

Joyce EF, Williams BR, Xie T, and Wu, C-T. Identification of Genes that Promote or Antagonize Somatic Homolog 

Pairing Using a High-Throughput FISH-Based Screen. PLoS Genetics. 2012;8(5):e1002667. 
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Supplementary Figure A2.1 Example results from image registration algorithm using different thresholds for 

the amount of signal overlap required. All three images are from the same field of nuclei. Green and purple 

represent dodeca signals from the first and second hybridizations, respectively, while white indicates overlap 

between them following image registration. This particular field was chosen to have nuclei with varying qualities of 

overlap, to demonstrate how our thresholding distinguished between them. The white outlines highlight the nuclei 

meeting the requirement outlined above the panel (i.e. 25% overlap between dodeca signals, 40% overlap between 

dodeca signals, etc.). Scale bars = 10 um. 
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Supplementary Figure A2.2 Distances between FISH signals and between FISH and the nuclear periphery 

were not correlated with the number of FISH signals in a given nucleus. The data on each graph is taken from a 

single 384-well plate, pooling all wells (controls and experimental, total n=176774 nuclei) and dropping nuclei with 

zero FISH signals, which were out of the plane of focus. In each case, the number of FISH signals is shown on the 

x-axis (counting both dodeca and 359 in the panel on the left). The y-axis shows normalized distances. Mean 

distance between dodeca and 359 for each nucleus (left) was normalized to the nuclear diameter, while mean 

distances between either FISH signal and the nuclear periphery for each nucleus (middle, right) were normalized to 

the nuclear radius within that cell. Values above 1 are obtained because the values of nuclear radius and diameter are 

estimates based on nuclear area and assuming a circular shape (see main text of Chapter 4). The fact that there is 

little to no correlation between distance and the number of FISH signals in these graphs indicates that the distances 

can be used as measures of nonhomologous clustering and nuclear positioning independently of homolog pairing. 
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Supplementary Figure A2.3 Control cells have a modest correlation between nonhomologous clustering 

distance and distance to the nuclear periphery, which is lost following knockdown of either candidate pro-

clustering or candidate anti-clustering genes. The data on each graph is taken from all four 384-well plates 

analyzed in our screen, pooling control wells (652 wells, top row), all wells that increased the distance between 

nonhomologous signals when knocked down (120 wells, middle row, candidate pro-clustering genes), and all wells 
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Supplementary Figure A2.3 (Continued) that decreased the distance between nonhomologous signals when knocked 

down (50 wells, bottom row, candidate anti-clustering genes). Each point on the graph indicates a single well, with 

the x-axis representing average distance between 359 and dodeca in that well, and the y-axis representing the 

shortest distance to the periphery for 359 (left column) and dodeca (right column) in each nucleus, averaged over the 

whole well. In control cells, there was a modest negative correlation between nonhomologous distances and distance 

to the periphery (R
2
=0.433 for 359 and R

2
=0.4618 for dodeca) indicating that when dodeca and 359 are closer to 

each other (reflecting possible centromere clustering), they tend to be further away from the nuclear periphery. This 

association is lost in knockdowns of candidate clustering genes of either category. 

 

Supplementary Table A2.1 The percentage of successfully registered nuclei obtained in analysis of FISH 

images from successive rounds of hybridization. In each case n represents the number of nuclei. The percentage 

of registered nuclei is a measure of both the preservation of nuclei through both rounds of FISH, and of the success 

of our image registration. 

Cell Type n Hyb #1 n Hyb #2 n Registered % Registered 

Cl8 432 365 311 85.2% 

S2R+ 161 173 125 72.3% 

 

 

Supplementary Table A2.2 FISH probes used in our re-hybridization experiments. Target locations and 

approximate sizes are based on Dernburg and Sedat, 1998. Copy numbers are based on my own karyotyping of 

metaphase spreads. Note that the copy numbers of Chromosome 4 are an estimate (see main text), and that our S2R+ 

cell line has lost the Y chromosome. FISH efficiencies are based on the Clone 8 data presented in this chapter 

(n=296 nuclei, efficiency is defined as the percentage of nuclei showing any FISH signals). 

 359 AACAC dodeca AATAT AATAC 

Target X Chr Chr 2 Chr 3 Chr 4 X Chr 

Approx. Size ~11 Mb Unknown Unknown ~3.5 Mb ~3.5 Mb 

Copy # (Cl8) 1 2 2 2* 1 

Copy # (S2R+) 2 3 4 2* - 

FISH efficiency 98.6% 99.3% 100% 99.3% 94.2% 

 


