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Abstract

The study of quantum mechanics, together with the ability to coherently control and manipulate quantum systems in the lab has led to a myriad of discoveries and real world applications. In this thesis we present experiments demonstrating precise control of an individual long-lived spin qubit as well as sensing applications for biology and investigation of quantum many-body dynamics.

Stable quantum bits, capable both of storing quantum information for macroscopic time scales and of integration inside small portable devices, are an essential building block for an array of potential applications. In the second chapter of this thesis we demonstrate high-fidelity control of a solid-state qubit, which preserves its polarization for several minutes and features coherence lifetimes exceeding 1 second at room temperature.

Sensitive probing of temperature variations on nanometer scales is an outstanding challenge in many areas of modern science and technology. In chapter three we show how nitrogen vacancy centers in diamond can be used as a robust, high sensitivity temperature probe. We furthermore demonstrate biological compatibility by introducing nano-sized diamonds into living cells and measuring externally induced sub-cellular temperature gradients.
Abstract

Understanding the dynamics of interacting many-body quantum systems with on-site potential disorder has proven one of the biggest challenges in quantum physics to investigate both in theory and experiment. In chapter four we demonstrate how coherent control techniques can be utilized to probe the many-body dynamics of a strongly interacting NV spin ensemble. Specifically, we show how a long-range interacting dipolar spin system exhibits characteristically slow thermalization in the presence of tunable disorder.

The presented works offer up many new areas to investigate, including complex quantum many-body effects of large, disordered spin systems, as well as applications of NV centers as bio-compatible nano-scale temperature probes.
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Chapter 1

Introduction

1.1 Background

Over the last century the study of quantum mechanics has led to a myriad of new discoveries and important innovations. The fundamental notion that nature operates in discrete quanta of energy that can exhibit both particle and wave-like behavior was first introduced around 1900 [1]. Famously, the correct explanation of black body radiation as well as the description of the photoelectric effect, spurred increased interest in this novel theory. By the 1920s, the ground breaking scientific work of Max Planck, Werner Heisenberg, Albert Einstein, Erwin Schrödinger, Louis de Broglie and many others led to a wide adoption of quantum physics as an integral part of our understanding of nature. Due to the fragile nature of quantum mechanical wavefunctions however, controlling quantum systems of large size still remains highly challenging to this day. To leverage the power of high sensitivity quantum sensing or solve exponentially hard problem through quantum computation, it is therefore necessary to engineer a well isolated quantum system, and gain a high de-
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gree of coherent control. Over the years, many promising approaches have been developed to fulfill these criteria, such as trapped ions, cold atoms in a lattice and solid-state spin defects [2, 3, 4]. Each of which with their own set of advantages and disadvantages.

1.1.1 Isolated Quantum Systems

The main challenge to obtaining a long-lived, coherent quantum bit is posed by an ever present incoherent environment, consisting of fluctuating magnetic and electric fields, optical photons or temperature fluctuations. To achieve a high degree of isolation from such an environment, scientists are forced to build intricate experimental setups meant to provide interaction free environments. By utilizing technical innovations such as high vacuum and laser-cooling, trapped ions achieve a remarkable degree of isolation, while retaining good addressability and controllability [5]. Similarly, artificial atoms, such as superconducting qubits in combination with cooling close to absolute zero have demonstrated our ability to engineer powerful quantum systems [6]. Another particularly fascinating approach is presented by atomic defects in a solid state environment. Due to their natural isolation from the environment within the lattice, defects such as phosphorus in silicon or nitrogen-vacancy centers in diamond can exhibit long coherence times and a high degree of control even at room temperature, without a vacuum environment [7, 8, 9].

1.1.2 Controlled Environment Coupling: Quantum Sensing

While usually we aim to suppress the coupling of a well controlled quantum system to an incoherent environment, it can sometimes be exploited. In certain solid-state spin qubits for example, the environment mainly consists of magnetic noise due to other spin
Figure 1.1: To observe the quantum dynamics of a single qubit, it is necessary to isolate it from all environmental influences such as temperature and magnetic field fluctuations. Impurities, the effects of lattice strain and temperature induced lattice expansion. Through the use of coherent control techniques it is possible to engineer the Hamiltonian of the system to selectively couple to a single quantity of interest, such as temperature induced energy shift, while retaining a high degree of isolation from the rest of the environment. Such thermometry techniques strongly benefit from the high sensitivity of quantum based measurement techniques [10]. Over the past decades quantum assisted metrology has moved from proof of principle experiments to actively used techniques that strongly outperform their classical counterparts [11, 12, 13, 14].

1.1.3 Many-Body Quantum Dynamics

Over the past decades our increased capabilities in isolating quantum systems has enabled us to study coherent interactions among qubits. By eliminating environmentally induced decoherence but retaining interactions among qubits, coherent entangled states can be created. Applications for large entangled quantum states range from powerful compu-
Figure 1.2: By utilizing a carefully chosen set of basis states or particular dynamical decoupling techniques it is possible to probe environmental effects such as temperature while still remaining insensitive to others such as magnetic field fluctuations.

...tation and quantum simulation to high sensitivity squeezed states for metrology. Realizing large quantum systems however is highly challenging. Significant progress in scaling system size has been demonstrated by ion-traps as well as superconducting qubits. While these systems are well controlled, they so far remain limited to ≤20 qubits. Due to the exponential growth in Hilbert space however, even larger systems (>10^2) are not only hard to achieve experimentally, but it is also difficult to predict their dynamics. Their description is particularly challenging in the presence of on-site energy disorder and long-range interactions. Recent efforts have utilized large ensembles of spins in nuclear magnetic resonance (NMR) experiments to study such long-range many-body dynamics in 3-d [15]. While nuclear spins can be well controlled and exhibit long lifetime, they lack a method of efficient state preparation. Other solid-state systems, such as nitrogen-vacancy centers in diamond, not only offer a similar degree of control but additionally provide the ability to locally polarize as well as read out the spin state by optical means. This could make such solid-systems an attractive platform to study many-body dynamics in a disordered, long-range interacting, 3-d spin system.
Figure 1.3: In order to study quantum many-body dynamics it is necessary that interactions between qubits dominate over environmentally induced decoherence. To that effect, coherent decoupling techniques can be utilized to suppress decoherence, but leave the interaction Hamiltonian intact.

1.2 Nitrogen Vacancy Centers in Diamond

Over recent years, diamond has established itself as one of the front runners for probing quantum phenomena and realizing real world applications. Due to its large band gap it provides an ideal host material for several point defects with numerous optical as well as spin degrees of freedom. In this thesis we will focus on one of the most successful candidates for quantum information and sensing, the nitrogen vacancy color center in diamond.

1.2.1 Optical Properties

The NV center is a solid state spin defect in diamond, consisting of a substitutional nitrogen atom as well as an adjacent vacant lattice site (Fig. 1.4). It possesses many advantageous properties such ease of addressability and initialization via an optical degree of freedom as well as long spin lifetime and room temperature operation.
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Figure 1.4: The nitrogen vacancy center in diamond consists of a substitutional nitrogen atom and an adjacent vacant lattice site.

In general, NV centers can occur in either a neutral (NV$^0$) or negatively charged (NV$^-$) electronic state [16]. Unless otherwise noted, most of the physics presented in this dissertation focuses on the NV$^-$ charge state. Its electronic ground state and its first excited state both lie within the band gap of diamond, allowing optical addressability. The transition between these two states is dipole allowed and can be excited under green illumination, with subsequent emission between 637 nm and 800 nm [17, 18]. Confocal fluorescence microscopy therefore allows detecting and addressing individual NVs within a bulk piece of diamond.

1.2.2 Spin Structure

The optical ground state of NV$^-$ consists of a spin triplet with the $|m_s = 0\rangle$ and $|m_s = \pm 1\rangle$ spin projections split by a zero-field splitting, $\Delta = (2\pi) \times 2.87$ GHz created by spin-spin interactions [17, 18]. The $|m_s = \pm 1\rangle$ states can further be Zeeman-split by applying an external magnetic field to provide effective two-level systems.

While optical excitation from the $|m_s = 0\rangle$ state is mostly spin preserving, excitation from $|m_s = \pm 1\rangle$ has a finite branching ratio into a metastable singlet state with a lifetime of...
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Figure 1.5: Simplified level scheme for the NV$^-$ defect. Green arrows indicate optical excitation via a 532 nm laser. Red arrows represent spin conserving fluorescence, while the grey arrows depict (non-radiative) shelving into the metastable singlet state as well as decay back down to $|m_s = 0\rangle$.

\approx 300 \text{ ns.} \] This singlet state decays non-radiatively into $|m_s = 0\rangle$ allowing for an efficient initialization of the electronic spin. The long lifetime of the singlet state also enables optical readout of the spin state since the $|m_s = \pm 1\rangle$ states are prevented from scattering photons while residing in the singlet state and will therefore appear darker [17, 18]. The coherent manipulation of all electronic spin states can be achieved via resonant microwave radiation.

At room temperature, the typical lifetime is limited by phonon relaxation to $\sim 4 \text{ ms}$ [19].

For diamond samples with a low concentration of paramagnetic impurities, the coherence times of the electronic spin can be up to a few milli-seconds long [7].

1.2.3 Historical Overview

Historically, nitrogen vacancy centers in diamond were first discovered in the 1970s [20]. It wasn’t until much later however that EPR as well as optical techniques led to the proper
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definition of the energy levels, allowing for coherent manipulation and establishing the NV as a powerful candidate to probe quantum phenomena. Due to the fragile nature of quantum bits, most realizations such as trapped ions or superconducting qubits require complex and expensive equipment to observe quantum behavior. The NV center in diamond however is naturally protected by the surrounding lattice, can be observed and controlled through well established and widely used laser and microwave equipment and allows the observation of quantum phenomena even at room temperature.

Studying the NV center in diamond has resulted in many important achievements in the field of quantum information, such as room-temperature single-shot readout [21], coupling of an NV to multiple long-lived nuclear spins to form a local spin register [22, 23] as well as spin photon entanglement [24] leading to long range entanglement between two NV centers separated by over a kilometer [25, 26]. Additionally, NV centers are finding applications in quantum metrology, demonstrating high sensitivity magnetic field sensing [27], nanoscale NMR spectroscopy [28, 29], electric field sensing [30] and nanoscale temperature sensing [14].

1.3 Overview of Thesis

Following the introductory chapter, this dissertation is organized into three main parts covering three scientific projects; achieving a long-lived memory, building a nanoscale temperature sensor and studying thermalization of interacting spins in the presence of tunable disorder. Chapter 5 then summarizes the achieved results and provides an outlook on currently ongoing experiments. Additional supporting information can be found in the appendix. All experiments in this thesis unless otherwise noted were performed at room
1.3.1 Building a Quantum Memory Bit

The first project in this thesis, discussed in Chapter 2 focuses on the room temperature implementation of a long lived single spin quantum memory. By utilizing the NV as a well-understood control qubit, it is possible to initialize and control a single, weakly coupled $^{13}$C nuclear spin. Such a system provides a robust and high fidelity solid-state quantum memory for over a second.

![Figure 1.6: Single NV center coupled to a close-by nuclear spin. The NV acts as a highly controllable interface to utilize the otherwise hard to manipulate, long lived nuclear spin.](image)

1.3.2 Temperature Sensing with Diamond Impurities

In the second part (Chapter 3) we demonstrate how NV centers can be used as a high sensitivity nanoscale temperature sensor. Through careful calibration and the use of coherent decoupling techniques it becomes possible to sensitively detect changes in local temperature, while decoupling from external sources of noise, such as magnetic field fluctuations produced by nearby spin impurities. By utilizing bio-compatible nano-sized diamonds and introducing them into living biological cells, we measure externally induced sub cellular
temperature gradients with high sensitivity and robustness, providing a tool for studying heat dependent biological processes on the nanoscale.

Figure 1.7: NV centers in diamond can be manipulated in a way that they are decoupled from influences such magnetic fields or strain, while remaining sensitive to temperature changes.

1.3.3 Slow Thermalization Spin Dynamics

In Chapter 4 we present how the coherent control techniques we have developed to manipulate NV centers lead us to the study of a strongly interacting ensemble of spins. Specifically we study the thermalization behavior of two long-range interacting, oppositely polarized ensembles of NVs in the presence of disorder. We demonstrate how the system exhibits characteristically slow thermalization, with a strong dependence on tunable effective on-site energy disorder.
Figure 1.8: Two groups of oppositely polarized spins, subject to random on-site potential shifts are coupled via long-range dipolar interaction. Due to disorder such a system exhibits sub-diffusive, slow relaxation to reach thermal equilibrium.
Chapter 2

Room-Temperature Quantum Bit
Memory Exceeding One Second

2.1 Motivation

Stable quantum bits, capable of both storing quantum information for macroscopic timescales and of integration inside small, portable devices, represent an essential building block for an array of potential applications. We demonstrate high fidelity readout of a solid-state qubit, which preserves its polarization for several minutes and features coherence lifetimes exceeding one second at room temperature. The qubit consists of a single $^{13}$C nuclear spin in the vicinity of a Nitrogen-Vacancy (NV) color center within an isotopically purified diamond crystal. The long qubit memory time is achieved via a novel technique involving dissipative decoupling of the single nuclear spin from its local environment. The versatility, robustness and potential scalability of this system may allow for new applications in quantum information science.
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2.2 Background

Many applications in quantum communication [31] and quantum computation [4] rely upon the ability to maintain qubit coherence for extended periods of time. Furthermore, integrating such quantum mechanical systems in compact, mobile devices remains an outstanding experimental task. While trapped ions and atoms [32] can exhibit coherence times as long as minutes, they typically require a complex infrastructure involving laser-cooling and ultra-high vacuum. Other systems, most notably ensembles of electronic and nuclear spins, have also achieved long coherence times in bulk ESR and NMR experiments [33, 34, 8]; however, owing to their exceptional isolation, individual preparation, addressing and high fidelity measurement remains challenging, even at cryogenic temperatures [35].

2.3 Method

Our approach is based upon an individual nuclear spin in at room-temperature solid. A nearby electronic spin is used to initialize the nuclear spin [22, 36, 21] in a well defined state and to read it out in a single shot [21] with high fidelity. A combination of laser illumination and RF decoupling pulse sequences [33, 37] enables the extension of our qubit memory lifetime by nearly three orders of magnitude. This approach decouples the nuclear qubit from both the nearby electronic spin and other nuclear spins, demonstrating that dissipative decoupling can be a robust and effective tool for protecting coherence in various quantum information systems [4, 38, 39].


2.4 Experimental System

Our experiments utilize an individual NV center and a single $^{13}\text{C}$ ($I = 1/2$) nuclear spin (Fig. 2.1) in a diamond crystal. We work with an isotopically pure diamond sample, grown using Chemical Vapor Deposition from isotopically enriched carbon consisting of 99.99% spinless $^{12}\text{C}$ isotope. In such a sample, the optically detected electron spin resonance (ESR) associated with a single NV center is only weakly perturbed by $^{13}\text{C}$ nuclear spins, resulting in long electronic spin coherence times [7]. This allows us to make use of a Ramsey pulse sequence to detect a weakly coupled single nuclear spin, separated from the NV by 1-2 nanometers. The coupling strength at such a distance is sufficient to prepare and measure the nuclear spin qubit with high fidelity. For the present concentration of $^{13}\text{C}$ nuclei, about 10% of all NV centers exhibit a coupled nuclear spin with a separation of this order.

Figure 2.1: The NV center with a proximal $^{13}\text{C}$ spin can be modeled as a simple four-level system to understand readout dynamics. Nuclear spin sublevels $|\uparrow\rangle$ and $|\downarrow\rangle$ are split by a Zeeman shift $(\gamma_{13C}B)$ and addressed via RF radiation with Rabi frequency $\Omega_{RF}$. The electronic transition $|0\rangle \rightarrow |1\rangle$ (red arrows) can be simultaneously driven by a microwave field with relative detuning given by the hyperfine coupling strength, $A = \sqrt{A_\parallel^2 + A_\perp^2}$.
2.5 Detecting individual Nuclear Spins

In our experimental setup, the diamond sample is magnetically shielded from external perturbations, and a static magnetic field $B = (244.42 \pm 0.02) \text{ G}$ is applied along the NV symmetry axis. The spin transition between the $|0\rangle \rightarrow |-1\rangle$ electronic spin states is addressed via microwave radiation (see Appendix B). Figure 2.2 shows the free electron precession of an individual NV center, measured via a Ramsey sequence. The signal dephases on a time scale of $T_{2e}^* = (470 \pm 100) \mu s$ consistent with the given isotopic purity of the sample [7]. The characteristic collapses and revivals of the Ramsey signal correspond to the signature of a single weakly coupled $^{13}\text{C}$ nuclear spin. This coupling strength, originating from a hyperfine interaction, corresponds to an electron-nuclear separation of roughly 1.7 nm (see Appendix B).

Figure 2.2: An electron Ramsey measurement as a function of free evolution time ($t$), depicts beating due to the different hyperfine transitions and a $T_{2e}^* = (470 \pm 100) \mu s$. 
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To confirm that the signal originates from a $^{13}$C nuclear spin, we measure the probability of a RF-induced nuclear spin-flip as a function of carrier frequency, $\omega$. As described below, we prepare the nuclear spin in either the $\mid \downarrow \rangle$ or $\mid \uparrow \rangle$-state by performing a projective measurement. After preparation of the nuclear spin via projection a 1.25 ms Gaussian shaped RF $\pi$-pulse is applied. A second step of nuclear measurement then allows the nuclear spin-flip to be determined. Figure 2.3 shows that this probability is characterized by three resonances located at $\omega/(2\pi) = 258.86, 261.52, 264.18$ kHz, corresponding to the NV electronic spin being in $m_s = 1, 0, -1$ respectively; this indicates a projected hyperfine interaction, $A_\| = (2\pi) (2.66 \pm 0.08)$ kHz.

Figure 2.3: NMR spectra of $^{13}$C, obtained via the depicted pulse sequence, demonstrate three different nuclear transitions corresponding to electronic spin states $m_s = 0, \pm 1$. The pulse sequence contains a blue Gaussian RF pulse and two repetitive readouts (purple), $c_1$ and $c_2$.

2.6 Memory Spin Initialization and Readout

An important facet of quantum control involves the ability to perform high fidelity initialization and readout. We use repetitive readout to achieve single shot detection of
the nuclear spin state. In this approach (Fig. 2.4) the electronic spin is first polarized into the \( |0 \rangle \) state. Next, a \( C_n \text{NOT} \) logic gate (electronic spin-flip conditioned on the nuclear spin) is performed and the resulting state of the electronic spin is optically detected; this sequence is repeated multiple times to improve the readout fidelity. The required quantum logic is achieved via a Ramsey sequence on the electronic spin, where the free precession time is chosen to be \( \tau = \pi / A \).

![Figure 2.4: Circuit diagram of repetitive readout of the nuclear spin \( |n \rangle \). The readout uses a \( C_n \text{NOT} \) gate consisting of multiple repetitions of an electronic spin Ramsey and subsequent repolarization.](image)

Figure 2.5 depicts an example trace of the accumulated fluorescence of 20000 readout repetitions per data point. The resulting signal clearly switches between two distinct values, which correspond to the two states of the spin-\( \frac{1}{2} \)\(^{13}\)C nuclear spin. We associate high (low) count rates with the \( |\uparrow \rangle \) (\( |\downarrow \rangle \)) states of the nuclear spin, noting that these do not necessarily correspond to alignment/anti-alignment with the external field (see Appendix B). This time trace indicates that the nuclear spin preserves its orientation, on average, for about half a minute.

To achieve high fidelity initialization of the nuclear spin, we post-select repetitive readout measurements that are below (above) a threshold corresponding to 147 (195) counts.
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Figure 2.5: Fluorescence time trace showing single shot readout of the nuclear spin and corresponding quantum jumps. The integration time for a single point is 4.4 s. per 2.2 s. This allows us to prepare the nuclear spin state with > 97 % fidelity (see Appendix B). After successful initialization via projection, a second repetitive readout measurement is performed. This allows us to extract readout count statistics dependent on the nuclear spin state. As shown in Fig. 2.6, the two distributions for the count rates of $|\uparrow\rangle$ and $|\downarrow\rangle$ are clearly resolved and their medians match the high and low levels of the fluorescence trace in Fig. 2.5. From the overlap between the two distributions, we obtain a projective readout fidelity of $(91.9 \pm 2.5)\%$ [40].

2.7 Nuclear Depolatization Dynamics

The long spin orientation lifetime, extracted from Fig. 2.5, implies that our $^{13}$C nuclear spin is an exceptionally robust degree of freedom. To quantify the nuclear depolarization rate, the $T_{1n}$ time was measured as a function of laser intensity. In the dark, no decay was observed on a timescale of 200 s (see Appendix B). However, consistent with predictions from a spin-fluctuator model[41, 42], when illuminated with a weak optical field, $T_{1n}$ drops
Figure 2.6: Histogram of continuous repetitive readouts (per 4.4 s) showing two overlapping distributions of nuclear spin states: \( | \downarrow \rangle \) (blue) and \( | \uparrow \rangle \) (red), see Appendix B.

... to \((1.7 \pm 0.5)\) s and increases linearly for higher laser intensities (Fig. 2.7).

### 2.8 Quantum Memory Coherence Extension

To probe the qubit’s coherence time, our nuclear spin is again prepared via a projective measurement, after which, an NMR Ramsey pulse sequence is applied. The final state of the nuclear spin is then detected via repetitive readout. The results (Fig. 2.8) demonstrate that, in the dark, the nuclear coherence time \( T_{2n}^* \) is limited to about \((8.2 \pm 1.3)\) ms. The origin of this relatively fast dephasing time can be understood by noting its direct correspondence with the population lifetime of the electronic spin \( T_{1e} = (7.5 \pm 0.8)\) ms (blue curve Fig. 2.8) [43]. Because the electron-nuclear coupling \( A_\parallel \) exceeds \(1/T_{1e}\), a single (random) flip of the electronic spin (from \(|0\rangle\) to \(|\pm 1\rangle\)) is sufficient to dephase the nuclear spin.
Figure 2.7: Nuclear spin orientation lifetime, $T_{1n}$ (error bars are one standard deviation), as a function of laser power in the presence of illumination by a 532 nm laser. As shown in the inset, each data point is extracted from a series of two repetitive readout sequences. The solid red curve represents the theoretical prediction from the simple model of nuclear depolarization induced by the off-axis dipolar hyperfine field.

Figure 2.8: Nuclear Ramsey experiment (red curve) depicting a dephasing time $T_{2n}^* = (8.2 \pm 1.3) \text{ ms}$. The origin of this dephasing is the depolarization of the electronic spin (blue curve), with $T_{1e} = (7.5 \pm 0.8) \text{ ms}$. 
To extend the nuclear memory time, we must effectively decouple the electronic and nuclear spin during the storage interval. This is achieved by subjecting the electronic spin to controlled dissipation. Specifically, the NV center is excited by a focused green laser beam, resulting in optical pumping of the NV center out of the magnetic states ($|±1\rangle$). In addition, the NV center also undergoes rapid ionization and deionization at a rate $\gamma$, proportional to the laser intensity. When these transition rates exceed the hyperfine coupling strength, the interaction between the nuclear and electronic spin is strongly suppressed owing to a phenomenon analogous to motional averaging [42].

Figure 2.9: Model for repolarization and ionization dynamics. In the NV$^-$ charge state, the electronic spin can be pumped via green illumination to $m_s = 0$ at a rate $R$.

Using this decoupling scheme, we show in Fig. 2.10 that the nuclear coherence time can be enhanced by simply applying green laser light; in particular, 10 mW of green laser excitation, yield an extended nuclear coherence time of $T_{2n}^* = (0.53 \pm 0.14) \text{ s}$. An improvement of $T_{2n}^*$ by almost two orders of magnitude compared with measurements in the dark. The dependence of $T_{2n}^*$ on green laser intensity shows a linear increase for low intensities and saturates around one second (Fig. 2.12, red points).

The observed limitation of coherence enhancement arises from dipole-dipole interactions of the nuclear qubit with other $^{13}$C nuclei in the environment. In our sample, we
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Figure 2.10: Nuclear Ramsey experiment with concurrent green illumination, showing $T_{2n}^* = (0.53 \pm 0.14) \text{ s}$.

Figure 2.11: Experimental sequence used to measure the nuclear coherence time. A modified Mansfield Rhim Elleman Vaughan (MREV) decoupling sequence [33] is utilized. It consists of 16 MREV-8 pulse trains interwoven with 8 phase-refocusing $\pi$-pulses. Each MREV-8 pulse sequence can be achieved through $\pi/2$ rotations around four different axes.
estimate this average dipole-dipole interaction to be $\sim 1$ Hz, consistent with the observed coherence time. Further improvement of the nuclear coherence is achieved via a homonuclear RF-decoupling sequence. The composite sequence (Fig. 2.11) is designed to both average out the inter-nuclear dipole-dipole interactions (to first order) and to compensate for magnetic field drifts. Applying this decoupling sequence in combination with green excitation can further extend the coherence time to beyond one second (Fig. 2.12, blue points).

Figure 2.12: Nuclear coherence as a function of green laser power. Red data constitute a measurement of $T_{2n}$ using a nuclear spin echo; blue data $T_{2n}$ contain the additional MREV sequence. The dashed fits are calculated from the spin-fluctuator model (see Appendix B).
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2.9 Fidelity and Tomography Results

These measurements demonstrate that individual nuclear spins in isotopically pure diamond represent an exceptional candidate for long-lived memory qubits. The qubit memory performance is fully quantified by two additional measurements. First, the average fidelity is determined by preparing and measuring the qubit along three orthogonal directions. This fidelity, $F = \frac{1}{2}(1 + \langle C \rangle)$, is extracted from the observed contrast ($C$) of the Ramsey signal and is presented in Fig. 2.13 for two cases (with and without homonuclear decoupling) [22]. Even for memory times up to $(2.11 \pm 0.3)$ s, the fidelity remains above the classical limit of $2/3$.

![Graph](image)

Figure 2.13: Average fidelity as a function of time obtained from states prepared along $|x\rangle = \frac{1}{\sqrt{2}}(|\downarrow \rangle + |\uparrow \rangle)$, $|y\rangle = \frac{1}{\sqrt{2}}(|\downarrow \rangle + i|\uparrow \rangle)$ and $|z\rangle = |\downarrow \rangle$. The nuclear echo (red curve) is obtained at 10 mW of green power while the MREV sequence (blue curve) is obtained at 30 mW of green power. The square data point represents the fidelity extracted from process tomography.
Finally, a full characterization of our memory (at one second of storage time) is obtained via quantum process tomography. The corresponding $\chi$-matrix (Fig. 2.14) reveals an average fidelity of $F = (87 \pm 5)\%$ (see Appendix B).

![Figure 2.14: The $\chi$ matrix of the full quantum process tomography at one second of storage time with 30 mW of continuous green illumination (see Appendix B) and pulse sequence depicting the initialization of four different nuclear states and three subsequent rotations.]

To quantitatively understand the coherence extension under green illumination, we consider depolarization and dephasing of the nuclear spin due to optical illumination and interaction with the nuclear spin environment. Excitation with 532 nm (de)ionizes the NV center with a rate proportional to the laser intensity[44]. Adding up the peak probabilities (Fig. 2.3) for the nuclear RF transitions reveals a total transition probability of $(63 \pm 5)\%$. 
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This is consistent with recent observations, where, under strong green illumination, the NV center is found to spend 30% of its time in an ionized state [44]. In this state, RF induced nuclear transitions are suppressed since the depolarization rate of the electronic spin is much faster than the nuclear Rabi frequency [44]. Because the hyperfine interaction is much smaller than the electronic Zeemann splitting, flip-flop interactions between the electronic and nuclear spin can be neglected. However, in the presence of an off-axis dipolar hyperfine field $A_{\perp}$, nuclear depolarization still occurs at a rate $1/T_{1n} \sim \frac{A_{\perp}^2}{(\omega_{13C} H/2)^2 + (\gamma)^2}$ (see Appendix B). While this simple analysis is already in good agreement with our observations (Fig. 2.7), further insight is provided by a detailed 11-level model of NV dynamics (see Appendix B). As $T_{1n}$ limits our readout, a careful alignment of the external field (i.e. choosing $A_{\perp} \to 0$) and enhanced collection efficiency should enable readout fidelities greater than 99%.

For (de)ionization rates $\gamma$ much larger than the hyperfine interaction, the dephasing rate depends on the parallel component of the dipole field, $1/T_{2n}^z = \Gamma_{opt} + \Gamma_{dd}$, where $\Gamma_{dd}$ is the spin-bath induced dephasing rate and $\Gamma_{opt} \sim \frac{A_{\parallel}^2}{\gamma}$ is the optically induced decoherence. The dashed red line in Figure 2.12 demonstrates that this model is in good agreement with our data. Application of our decoupling sequence also allows us to suppress nuclear-nuclear dephasing. We find that the main imperfection in this decoupling procedure originates from a finite RF detuning (see Appendix B). Accounting for this imperfection, we find excellent agreement with our data, as shown by the dashed blue line in Figure 2.12. Moreover, this model indicates that the coherence time increases almost linearly as a function of applied laser intensity, suggesting a large potential for improvement.
2.10 Outlook and Conclusion

The use of even higher laser intensities is limited by heating of the diamond sample, which causes drifts in the ESR transition [45]. However, this can be overcome via a combination of temperature control and careful transition-frequency tracking, yielding an order of magnitude improvement in the coherence time to approximately one minute. Further improvement can be achieved by decreasing the hyperfine and the nuclear-nuclear interaction strength through a reduction of the $^{13}$C concentration, potentially resulting in hour-long storage times (see Appendix B). Finally, it is possible to use coherent decoupling sequences and techniques based upon optimal control theory [46], which scale more favorably than our current dissipation-based method. With such techniques, we estimate that the memory lifetime can approach the timescale of phonon-induced nuclear depolarization, measured to exceed $T_{1n}^{max} \sim 36$ h [47].

As a future application of our techniques the realization of fraud resistant quantum tokens can be considered. Here, secure bits of information are encoded into long-lived quantum memories. Along with a classical serial number, an array of such memories, may possible constitutes a unique unforgeable token [48, 49]. With a further enhancement of storage times, such tokens may potentially be used as quantum-protected credit cards or as quantum identification cards [49] with absolute security. Furthermore, NV-based quantum registers can take advantage of the nuclear spin for storage, while utilizing the electronic spin for quantum gates and readout [22, 36]. In particular, recent progress in the deterministic creation of arrays of NV centers [50] and NV-C pairs [51], enables the exploration of scalable architectures [52, 53]. Finally, recent experiments have also demonstrated the entanglement of a photon with the electronic spin-state of an NV center [24]. Combining
the advantages of an ultra-long nuclear quantum memory with the possibility of photonic
entanglement opens up novel routes to long-distance quantum communication and solid
state quantum repeaters [31].
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Nanometer Scale Thermometry in a Living Cell

3.1 Introduction

Sensitive probing of temperature variations on nanometer scales represents an outstanding challenge in many areas of modern science and technology [54]. In particular, a thermometer capable of sub-degree temperature resolution as well as integration within a living system could provide a powerful new tool for many areas of biological research, including temperature-induced control of gene expression [55, 56, 57, 58] and cell-selective treatment of disease [59, 60, 61]. Here, we demonstrate a new approach to nanoscale thermometry that utilizes coherent manipulation of the electronic spin associated with nitrogen-vacancy (NV) color centers in diamond. We show the ability to detect temperature variations down to 1.8 mK (sensitivity of 9 mK/√Hz) in an ultra-pure bulk diamond sample. Using NV centers in diamond nanocrystals (nanodiamonds), we directly measure the local thermal en-
environment at length scales down to 200 nm. Finally, by introducing both nanodiamonds and gold nanoparticles into a single human embryonic fibroblast, we demonstrate temperature-gradient control and mapping at the sub-cellular level, enabling unique potential applications in life sciences.

Figure 3.1: Schematic image depicting nanodiamonds and gold nanoparticles (Au NPs) within a living cell. The controlled application of local heat is achieved via laser illumination of the Au NP, while nanoscale thermometry is achieved via precision spectroscopy of the NV spins in nanodiamonds.

3.2 Motivation

The ability to monitor sub-kelvin variations over a large range of temperatures can provide insight into both organic and inorganic systems, shedding light on questions ranging from tumor metabolism [62] to heat dissipation in integrated circuits [54]. Moreover, by combining local light-induced heat sources with sensitive nanoscale thermometry, it may be possible to engineer biological processes at the sub-cellular level. Many promising
approaches are currently being explored for this purpose, including scanning probe microscopy [54, 63], Raman spectroscopy [64], and fluorescence-based measurements using nanoparticles [65, 66] and organic dyes [67, 68]. These methods, however, are often limited by a combination of low sensitivity, bio-incompatibility, or systematic errors owing to changes in the local chemical environment (Fig. 3.2).

![Diagram](image)

Figure 3.2: Comparison between the NV quantum thermometer and other reported techniques as a function of sensor size and temperature accuracy. Red circles indicate methods that are biologically compatible. The red open circle indicates the ultimate expected accuracy for our measurement technique in solution (see Appendix C).
3.3 Experimental Approach

Our new approach to nanoscale thermometry utilizes the quantum mechanical spin associated with nitrogen vacancy (NV) color centers in diamond. The operational principle of NV-based thermometry relies upon the temperature dependent lattice strain of diamond [69]; changes in the lattice are directly reflected as changes in the spin properties of the NV, which are then optically detected with high spatial resolution.

![NV level diagram](image)

Figure 3.3: Simplified NV level diagram showing a ground state spin triplet and an excited state. At zero magnetic field, the $|±1\rangle$ sub-levels are split from the $|0\rangle$ state by a temperature-dependent zero field splitting $\Delta(T)$. Pulsed microwave radiation is applied (detuning $\delta$) to perform Ramsey-type spectroscopy.

As illustrated in Fig. 3.3, each NV center constitutes a spin-1 degree of freedom with a zero-field splitting $\Delta$ between the $|m_s = 0\rangle$ and the $|m_s = ±1\rangle$ levels. This zero-field splitting exhibits a strong temperature dependence ($d\Delta/dT = -(2\pi)77$ kHz/K at 300 K), enabling fluorescence-based thermometry via precision electron spin resonance (ESR) spectroscopy [69, 70, 71]. For a sensor containing $N$ color centers, the temperature...
sensitivity is given by

$$\eta = \frac{C}{d\Delta/dT} \frac{1}{\sqrt{T_{coh} Nt}}$$

where $T_{coh}$ is the NV spin coherence time and $t$ is the integration time. Here, we also introduce a factor $C$ to account for imperfect readout and initialization [72]. Assuming $T_{coh}$ on the order of few milliseconds and $C \approx 0.03$ [72], a single NV can potentially exhibit a sensitivity better than $1 \text{ mK}/\sqrt{\text{Hz}}$.

Beyond high sensitivity, NV-based thermometry offers several distinct advantages over existing methods in biological and chemical temperature sensing. First, owing to diamond’s chemical inertness, it is generally robust to changes in the local chemical environment. Second, our method can be applied over a wide range of temperatures, $200 - 600 \text{ K}$ [70, 71].

### 3.4 Bulk Diamond Thermometry

As a first benchmarking experiment, we demonstrate the high temperature sensitivity of NV-based thermometry in a bulk diamond sample. While the NV’s magnetic sensitivity has rendered it a competitive magnetometer [27, 73], to accurately determine the temperature, it is necessary to decouple the NV electronic spin from fluctuating external magnetic fields. This is achieved via a modified spin-echo sequence that makes use of the spin-1 nature of the NV defect [74], allowing us to eliminate the effects of an external, slowly varying, magnetic field. Specifically, we apply microwave pulse at frequency $\omega$ (Fig. 3.3) to create a coherent superposition, $\frac{1}{\sqrt{2}}(|0\rangle + |B\rangle)$, where $|B\rangle = \frac{1}{\sqrt{2}}(|+1\rangle + |-1\rangle)$. After half the total evolution time, $\tau$, we apply a $2\pi$ echo-pulse that swaps the $|+1\rangle$ and $|-1\rangle$ states. Following another period of $\tau$ evolution, quasi-static (e.g. magnetic-field-induced) shifts of these $|\pm 1\rangle$ levels are eliminated, allowing for accurate temperature sensing.
In the experiment, we use a CVD-grown, isotopically pure diamond (99.99 % spinless $^{12}\text{C}$ isotope) sample [7] to further reduce magnetic-field fluctuations originating from the intrinsic $^{13}\text{C}$ nuclear spin bath. As shown in Fig. 3.4, this allows us to observe coherence fringes approaching 0.5 ms.

![Figure 3.4](image-url)

Figure 3.4: Measured fluorescence as a function of echo evolution time $2\tau$ (red points); the black solid line indicates a fit corresponding to a damped cosine function with two distinct frequencies. The characteristic beating can be explained by fluctuating proximal charge traps located at distances of about 50 nm. The inset depicts the microwave $2\pi$-echo-pulse sequence used to cancel unwanted external magnetic field fluctuations [74].

Interestingly, for all NVs tested, we observe a characteristic low-frequency beating of the fluorescence signal that varies from NV to NV, which is most likely due to locally fluctuating charge traps [30]. Despite this beating, we observe a temperature sensitivity $\eta = (9 \pm 1.8) \text{ mK}/\sqrt{\text{Hz}}$ by recording the signal for a fixed evolution time $\tau = 250 \mu\text{s}$ (Fig. 3.5). Within 30-second integration, we achieve a measurement accuracy $\delta T = 1.8 \pm 0.3 \text{ mK}$. 
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Figure 3.5: Measured fluorescence (red points), corresponding error bars (one standard deviation) and best fit line as function of temperature for an echo time $2\tau = 250\ \mu s$.

### 3.5 Nanodiamond Thermometry

We now demonstrate the high spatial resolution of NV-based thermometry, which can be achieved by using diamond nanocrystals (nanodiamonds). In most commercially available nanodiamonds, the NV coherence time is limited to approximately $1\ \mu s$ due to additional paramagnetic impurities. While this shortened coherence time reduces the intrinsic temperature sensitivity for a single defect, this decrease can be offset by using an ensemble of NVs to enhance the signal to noise ratio by a factor of $\sqrt{N}$. Note that unlike NV-based magnetometry, where the proximity to the source (often limited by nanodiamond size) is critical to the maximum sensitivity, NV thermometry is not subject to such a constraint; in fact, the excellent thermal conductivity of diamond ensures that all NV centers within a
nanocrystal are in thermal equilibrium with the local heat environment. To maximize the number of NV centers and to minimize the lattice strain, our measurements are performed on single-crystalline nanodiamonds containing approximately 500 NV centers (Adamas Nanotechnologies). The zero-field splitting $\Delta$ of the NV ensemble, and thus the temperature, is determined by recording a continuous-wave ESR spectrum. Specifically, we measure changes to the zero-field splitting by recording the fluorescence at four different frequencies centered around $\Delta = 2.87$ GHz (Fig. 3.6). This procedure eliminates unwanted effects from fluctuations in the total fluorescence rate, ESR contrast, Rabi frequency and magnetic field, yielding a robust thermometer (see Appendix C for details).

![Figure 3.6](image)

**Figure 3.6:** Frequency scan of a single nanodiamond containing approximately 500 NV centers. The four red points indicate the measurement frequencies used to extract the temperature as detailed in Appendix C.

Combining our nanodiamond thermometer with the laser heating of a gold nanoparticle
(Au NP) allows us to both control and monitor temperature at nanometer length scales.

Figure 3.7: Temperature of a single nanodiamond as a function of laser power for two different laser-focus locations. The red data points depict the dramatic heating of a nanodiamond as a result of laser illumination on a nearby Au NP. The blue data points depict the same measurement with the laser focus displaced by 0.8 μm from the Au NP location; this results in the negligible heating of the nanodiamond as a function of laser power.

Both nanodiamonds and Au NPs (nominal diameter 100 nm) are initially spin-coated on a microscope coverslip. Using a home-built confocal microscope with two independent scanning beams, we co-localize an Au NP and a nanodiamond that are separated by 0.8 ± 0.1 μm. While locally heating the Au NP via continuous illumination with a variable-power green laser (focused to a diffraction limited spot), we also simultaneously measure the temperature at the nanodiamond location using ESR spectroscopy.

Figure 3.7 shows the temperature change recorded by the nanodiamond as a function of the green laser power (red points). From a linear fit to the data we estimate the accuracy of our ND sensor to be $\delta T = (44 \pm 10) \text{ mK}$ (see Appendix C for details). The measured temperature change is in excellent agreement with the theoretically expected temperature.
Figure 3.8: (a) Two-dimensional confocal scan of nanodiamonds (green circles) and Au NPs (yellow cross) spin-coated onto a glass coverslip. (b) Temperature changes measured (red points) at the six nanodiamond locations in (a) as a function of distance from the illuminated Au NP (yellow cross). The blue curve represents the theoretical temperature profile based upon a steady-state solution of the heat equation. All data in this figure are obtained on a glass coverslip, and all error bars correspond to one standard deviation.

The profile based upon a steady-state solution of the heat equation, \( \Delta T(r) = \frac{Q}{4\pi\kappa r} \), where \( \dot{Q} \) is the heat dissipation, \( \kappa \) is the thermal conductivity of glass and \( r \) is the distance between the nanodiamond and the Au NP. To further verify that the temperature change originates from the local heating of the Au NP, we repeat the measurement with the excitation laser displaced from the NP by 0.8 \( \mu \)m. In this case, the temperature measured by the nanodiamond remained constant as a function of laser power (blue points), thereby confirming the locality of the heat source. As shown in Figure 3.8a, we record the temperature of six nanodiamonds at different distances from the laser-heated Au NP; we find that the measured temperature profile (Fig. 3.8b) as a function of distance is in excellent agreement with the theoretical steady-state prediction (solid line). This allows us to directly estimate the temperature change at the location of the Au NP to be 72 ± 6 K.
3.6 Living Cell Thermometry

To demonstrate that nanodiamond thermometry is compatible inside living cells, we introduce nanodiamonds and Au NPs into human embryonic fibroblast WS1 cells via nanowire-assisted delivery [75, 76]. Just as in the control experiments described above, we probe the temperature at two different locations (NV$_1$ and NV$_2$) within a single cell while locally heating an individual Au NP (Fig. 3.9a).

Figure 3.9: (a) Confocal scan of a single cell under 532 nm excitation with collection above 638 nm. The white cross corresponds to the position of the Au NP used for heating, while red (NV$_1$) and blue (NV$_2$) circles represent the location of nanodiamonds used for thermometry. The dotted white line provides a guide to the eye and outlines the cell membrane. (b) Measured change in temperature at the position of NV$_1$ and NV$_2$ relative to the incident laser power applied to the Au NP. Dashed lines are linear fits to the data, and error bars represent one standard deviation.

As shown in Fig. 3.9b, NV$_1$, which is significantly closer to the heat source, exhibits a stronger temperature dependence as a function of laser power than NV$_2$. Varying the incident power allows us to generate controlled temperature gradients of up to 5 K over distances of approximately 7 $\mu$m. To ensure that this temperature gradient is created by the controlled illumination of the NP and does not result from heating of the cellular cyto-
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plasm, we displace the laser spot from the Au NP; this then results in a negligible temperature change at the location of NV₁ with $\Delta T = (-20 \pm 50) \text{ mK}$ (green square, Fig. 3.9b). The increased measurement uncertainty for larger laser powers is the result of heating fluctuations from drift of the Au NP.

The experiments shown in Fig. 3.9b clearly demonstrate the sub-micron measurement of an intra-cellular heat gradient. However, the substantial heating induced by constant illumination for an extended period of time, ultimately leads to the death of the cell, which is confirmed using a standard live/dead assay (Calcein AM/Ethidium Homodimer-1). To demonstrate that our technique can be employed within living cells, we increase the concentration of Au NPs to allow for heat generation at different locations by simply moving the laser focus. Then, we measured the temperature variation at a single nanodiamond (bar plot in Fig. 3.10) while introducing a slight heating of Au NPs in two differing locations (red, yellow crosses). After our measurement, the viability of the cell is confirmed.

Finally, we demonstrate that our method can be used to control cell viability. To start, we heat the cell with $12 \mu \text{W}$ of laser power and measure a temperature change of $0.5\pm0.2 \text{ K}$ at the nanodiamond location; this corresponds to a change of approximately $10\text{K}$ at the Au NP spot. At this point, the cell is still alive, as confirmed by the absence of ethidium homodimer-1 fluorescence inside the membrane (Fig. 3.11).

By increasing the laser power to $120\mu\text{W}$, we induce a temperature change of $3.9\pm0.1\text{K}$ at the nanodiamond location (approximately $80\text{K}$ at the location of the laser focus); in this case, the cell is flooded with fluorescence from the ethidium homodimer, thus signaling cell death.
Figure 3.10: Fluorescence scan of stained cells (live/dead assay) with excitation at 494/528 nm and emission at 515 nm (green - cell alive) and 617 nm (red - cell dead). The bar plot depicts the temperature of a single nanodiamond with local heat applied at two different locations (red/yellow cross).

Figure 3.11: Confocal fluorescence scans of an individual cell under varying illumination power. Excitation occurs at 532 nm and collection is above 630 nm. Cell death is indicated by the penetration of ethidium homodimer-1 through the cell membrane, staining the nucleus. At low laser powers, the cell remains alive, while cell-death occurs as laser-induced heating is increased.

3.7 Outlook and Conclusion

This proof-of-principle experiment indicates that nanodiamond thermometry may help enable the optimization of NP-based photothermal therapies [77, 61].
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Our experiments demonstrate that the quantum spin of NV centers in diamond can be used as a robust temperature sensor that combines the virtues of sub-micron spatial resolution, sub-degree thermal sensitivity and bio-compatibility. The sensitivity of our current measurement can be enhanced by improving the relevant coherence time and by increasing the number of NV centers within the nanocrystal. Optimizing these factors should allow us to reach sensitivities of $80 \, \mu K/\sqrt{\text{Hz}}$ (see Appendix C), yielding the ability to sense sub-kelvin temperature variations with milli-second time resolution. In solution, the ultimate accuracy of our method will likely be limited by residual heating during the measurement process. As discussed in Appendix C, this limit is in the range of 50 $\mu K$ to 5 mK, depending on experimental conditions. Furthermore, the spatial resolution of our method can be improved by using far-field sub-diffraction techniques [78].

NV-based thermometry opens up a number of intriguing potential applications. For instance, the simultaneous real-time measurement and control of a sub-cellular thermal gradient could enable the accurate control of gene expression [79]. The large dynamic range of our quantum thermometer and it’s intrinsic robustness may also allow for the direct microscopic monitoring and control of chemical reactions [80]. Moreover, combining our technique with two-photon microscopy [81, 82] may enable in vivo identification of local tumor activity by mapping atypical thermogenesis at the single-cell level [83]. Finally the combination of thermoablative therapy with our temperature sensor constitutes a potent tool for the selective identification and killing of malignant cells without damaging surrounding tissue [59, 60, 61].
"One has to resort to the indignity of numerical simulations to settle even the simplest questions about it."

P. W. Anderson

Chapter 4

Slow Thermalization of a disordered dipolar Spin System in Diamond

4.1 Introduction

Nearly six decades ago, Anderson predicted that the interplay between transport and disorder in long-range-interacting quantum systems can lead to a novel regime of slow, sub-diffusive thermalization [84]. This is in stark contrast to the case of short-range interactions, where he showed that disorder can arrest dynamics, resulting in the breakdown of ergodicity. Termed localization, this effect has been observed in systems ranging from acoustic waves to cold atomic gases [85, 86, 87, 88, 89]; more recently, it has been shown that localization can persist even in strongly-interacting, isolated quantum systems, a phenomenon dubbed many-body localization [90, 91, 92, 93, 94]. The addition of long-range coupling tends to facilitate delocalization, leading to a regime where both localization and ergodicity compete [95]. This so-called critical regime is precisely realized by dipolar spins
in 3D, where a combination of power-law transport, dimensionality, and disorder govern the microscopic dynamics. Such criticality has been extensively explored in theory, but, as yet, not observed in experiment [84, 96, 97, 98, 99, 100, 101].

4.2 Experimental Approach

Our approach to the realization and study of critical dynamics makes use of disordered, strongly interacting spin impurities in diamond. In particular, we study cross-relaxation between two independently addressable and oppositely polarized electronic spin ensembles. We directly probe the spin decay dynamics and identify a regime of critical slow relaxation, where the time-dependence is characterized by a disorder dependent power law that is naturally explained by single-particle resonance counting. At late times, we find that relaxation accelerates and provide an explanation based upon a combination of open system dynamics and many-body interactions.

4.3 Sample Characteristics

The experimental system consists of a dense ensemble of nitrogen-vacancy (NV) centers in diamond (Fig. 4.1,4.2) under ambient conditions.

Each NV center constitutes a $S = 1$ electronic spin, which can be initialized, manipulated and optically read out. The spin projections $|m_s = \pm 1\rangle$, are separated from $|m_s = 0\rangle$ by a crystal field splitting, $\Delta_0 = (2\pi) 2.87$ GHz (Fig. 4.5).

An external magnetic field, $B_{||}$, along the NV axis can further split the $|m_s = \pm 1\rangle$ states, isolating an effective two-level system with transition frequency $\omega_0$. The NV con-
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Figure 4.1: Schematic image depicting two groups of oppositely polarized spins with local on-site energy disorder. Due to long-range dipolar interactions, such a system will eventually thermalize to an unpolarized spin state.

Figure 4.2: Experimental setup diagram showing a beam-shaped piece of diamond containing nitrogen vacancy centers, confocally addressed via a 532 nm laser. External magnetic fields as well as pulsed microwave radiation are used to control the defect’s spin degrees of freedom.

Figure 4.3: The crystallographic structure of diamond contains four possible NV quantization axes, defined by the position of the nitrogen atom and the adjacent vacant lattice site. A NV ensemble in diamond therefore consists of four groups A,B,C,D. An external magnetic field ($B_{ext}$) is used to split each group’s spin degrees of freedom.
centration in our sample is approximately 45 ppm, yielding an average NV-to-NV separation of 5 nm and a corresponding typical dipolar interaction strength \( J \sim (2\pi) \times 420 \text{ kHz} \); crucially, this is significantly faster than typical spin coherence times. Owing to an abundance of other paramagnetic impurities in diamond (consisting mainly of nitrogen electronic spins and \(^{13}\text{C}\) nuclear spins), our system is also characterized by strong, on-site disorder. For each NV, this disorder arises from random magnetic fields generated by its local environment. This results in a distribution of transition frequencies \((\omega_0 + \delta_i, \text{Fig. 4.5})\) and allows us to extract the effective disorder strength, \(\delta_i \in \mathcal{N}(W)\), from the electron spin resonance (ESR) linewidth, \(W \approx (2\pi) \times 4.0 \text{ MHz} \) (Fig. 4.4).

Figure 4.4: ESR scan of a single transition of NV spins (blue points). Red solid line represents a Gaussian fit showing a linewidth corresponding to the average disorder in the sample (orange arrows).

In addition, each NV center can be oriented along any of the four crystallographic axes of the diamond lattice. Different projections of an external magnetic field naturally lead to distinct energy splittings and define four unique NV groups, \(\{A, B, C, D\}\), which can be individually addressed and controlled via resonant microwave radiation (Fig. 4.5). By tuning the direction of the magnetic field, one can control the number of spectrally overlapping groups (e.g. groups B,C in Fig. 4.5) and hence the effective density of spins.
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Figure 4.5: Simplified NV level scheme showing the spin degrees of freedom in the optical ground state. A large zero-field splitting $\Delta_0$ in combination with a magnetic field induced Zeeman shift leads to individual addressability of the spin sub-levels. The solid blue line shows a schematic representation of an ESR scan, revealing the spin transitions of all four NV groups. Here, the orientation of the external magnetic field is chosen in such a way that NV group B and C experience the same magnetic field projection ($B_{||}$), leading to spectral degeneracy.

4.4 Interacting NV Ensemble

To directly probe the interaction strength within our system, we perform a double electron-electron resonance (DEER) measurement between two NV groups, A and B (Fig. 4.6, bottom inset). The embedded spin echo protocol decouples group A from slowly varying magnetic noise. The additional $\pi$-pulse on group B after half of the total evolution ensures that the interaction-induced dephasing accumulates throughout the entire sequence. Thus, as depicted in Fig. 4.6, by comparing the decay of group A with and without the $\pi$-pulse, one can extract the interaction strength $\sim (2\pi) \times 420$ kHz (see appendix D). To further verify that the additional dephasing indeed originates from inter-group interactions, we fix the total evolution time and vary the frequency, $\omega$, of the group B $\pi$-pulse, observing a clear resonance when $\omega = \omega_0^B$ (Fig. 4.6 top inset).

By tuning additional NV groups into spectral resonance, we can estimate the bare dephasing rate, $\gamma_b$. As a function of the number of resonant groups, $\nu$, we find a total dephasing rate, $\gamma_T = \gamma_b + \nu\gamma_0$, where $\gamma_b \approx 0.9$ MHz and $\gamma_0 \approx 0.4$ MHz. The linear dependence
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Figure 4.6: Double Electron-Electron Resonance scan (red points) showing faster decay than a spin echo sequence (blue points). Solid lines indicate exponential fits to the data. Inset shows the relative spin-echo coherence time at a fixed time $\tau$ as a function of driving frequency of the second group.

of $\gamma_T$ on $\nu$ confirms that the system resides in an interaction limited regime (Fig. 4.7).

Figure 4.7: Spin echo coherence time as a function of resonant NV groups. (blue points). The red solid line represents a linear fit to the data. Errorbars correspond to $1 \sigma$. 
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4.5 Coherent Spin Control

Understanding the nature of dipolar thermalization in our system requires the ability to tune both the interaction and disorder strength. To this end, we introduce a toolbox based upon a combination of spin-locking and Hartman-Hahn (HH) resonances, both of which rely upon continuous microwave driving [103, 104, 105]. For excitation with Rabi frequency $\Omega$, this defines a “dressed-state” basis, $|\pm\rangle \approx (|m_s = 0\rangle \pm |m_s = -1\rangle)/\sqrt{2}$, with energy splitting $E_i = \sqrt{\Omega^2 + \delta_i^2}$. In this basis, one can tune the effective disorder, $\tilde{\delta}_i \approx \delta_i^2/(2\Omega)$ with standard deviation $W_{\text{eff}}$, by simply adjusting the Rabi frequency. In the case of spin-locking, we initialize NVs along the $\hat{x}$-axis via a $\pi/2$-pulse, thereby polarizing in the dressed-state basis. Following evolution for time $\tau$, an additional $\pi/2$-pulse measures depolarization in this basis (Fig. 4.8).

Figure 4.8: Schematic diagram depicting a spin-lock sequence. An initial $-\pi/2$ pulse around the $y$-axis is followed by continuous driving around the $x$-axis. This creates a dressed spin basis, in which the two eigenstates $(|m_s = 0\rangle + |m_s = -1\rangle)/\sqrt{2}$ and $(|m_s = 0\rangle - |m_s = -1\rangle)/\sqrt{2}$ are separated by $E_i$. Another $-\pi/2$ pulse around the $y$-axis is subsequently used to convert the acquired phase back into population.

The microscopic origin of this depolarization is related to the presence of short-lived
spins in our system and can be energetically suppressed by increasing \( \Omega \) [106]. In addition, the interplay between spin-locking and the \( S = 1 \) nature of NVs leads to a cancellation of the exchange portion of interactions between NVs of the same group (see appendix D). The combined effect of these suppressions is evinced in Fig. 4.9, where one observes the dramatic enhancement of the spin-locking depolarization time, enabling us to prepare a single group of polarized NVs with tunable disorder and long lifetime.

Figure 4.9: Spin-lock coherence decay for low (blue points) and high CW driving power (red points) showing significant extension beyond the spin echo coherence time (orange points).

4.6 Thermalization Dynamics

This provides an ideal starting point to probe dipolar thermalization dynamics. In particular, we utilize Hartmann-Hahn resonances to control the resonant polarization exchange between two groups of NVs and observe the associated dynamics. The two groups are ini-
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tialized along $+\hat{x}_A$ (group A) and $-\hat{x}_B$ (group B), and spin-locked with Rabi frequencies $\Omega_A$ and $\Omega_B$ (Fig. 4.10).

Figure 4.10: Schematic diagram depicting opposite phase spin-lock driving of two separate groups of NVs (A and B) leading to two oppositely polarized groups of spins in the dressed state spin basis. By matching the two driving powers resonant population transfer (Hartmann-Hahn condition) can be achieved.

This results in two oppositely polarized spin ensembles. In the dressed-state basis, the Ising interaction between the groups is transformed to spin exchange and leads to cross-relaxation when $\Omega_A = \Omega_B$ (HH condition) [103, 104, 105]. This is evidenced by the sharp resonance of the blue curve in Fig. 4.11. To extract coherent thermalization dynamics from the HH signal, we normalize using a HH reference at a detuned driving frequency.

As previously discussed, the effective disorder within a single NV group can be tuned by varying the spin-locking Rabi frequency. In the case of HH, the common Rabi frequency, $\Omega = \Omega_A = \Omega_B$ controls the disorder (Fig. 4.12), allowing us to study its impact on the rate of thermalization. Indeed, for larger Rabi frequencies, we observe a decrease in the linewidth of the HH resonance owing to a reduction in the effective disorder (Fig. 4.11 inset).

Leveraging the above toolbox, we investigate the dynamics of spin thermalization be-
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Figure 4.11: Population of group A in a double spin-lock sequence as a function of driving power of group B, showing the Hartmann-Hahn resonance (blue points). Red data shows spin-lock coherence without driving of other groups. The solid blue curve represents a Lorentzian fit to the data. Inset shows the resonance linewidth as a function of applied Rabi frequency. Errorbars correspond to 1 σ.

Figure 4.12: Diagram showing that increasing the common Rabi frequency reduces the effective disorder of the system leading to more efficient spin transfer.

tween two NV groups as a function of disorder. Monitoring the polarization of group A reveals slow decay over a time scale much longer than that of nearest neighbor interactions (∼ 3 μs), as shown in Fig. 4.13. Moreover, the functional form of the decay fits neither a simple exponential nor a diffusive power law (∼ t^{3/2}).
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4.7 Discussion

To understand these observations, we turn to a theoretical description of the system. Under continuous microwave excitation, each group of NVs is characterized by an intra-group Hamiltonian,

\[ H_A = \sum_{i \in A} (\delta_i \sigma_i^z + \Omega_A \sigma_i^x) + \sum_{i,j \in A} \frac{J_{ij}}{r_{ij}^3} \left( \sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y - \sigma_i^z \sigma_j^z \right), \tag{4.1} \]

where \( \sigma \) are spin-1/2 operators describing the two-level system (\( |m_s = 0\rangle \) and \( |m_s = -1\rangle \)), \( \delta_i \) is the on-site disorder, \( \Omega_A \) is the Rabi frequency, \( r_{ij} \) is the distance between spins and \( J_{ij} \) is the orientation dependent coefficient of the dipolar interaction with typical strength \( J_0 = (2\pi) 52 \text{ MHz} \cdot \text{nm}^3 \). Between different groups, the spins interact via an inter-group Hamiltonian,

\[ H_{AB} = - \sum_{i \in A, j \in B} \frac{J_{ij}}{r_{ij}^3} \sigma_i^z \sigma_j^z, \tag{4.2} \]

where \( \hat{z}_A (\hat{z}_B) \) is the NV quantization axis for group A (B). We note that both \( H_A \) and \( H_{AB} \) are effective Hamiltonians in the rotating frame at the NV transition frequency \( (\omega_0^A, \omega_0^B) \) and that energy non-conserving terms have been eliminated (see appendix D).
A full treatment of many-body thermalization for $H_T = H_A + H_B + H_{AB}$ is both analytically and numerically intractable. However, in the limit of strong disorder, one expects the initial dynamics to be dominated by single spin resonances.

To this end, we consider a single NV excitation at the center of an ensemble of polarized spins (Fig 4.14). The spin-flip dynamics of this NV excitation are captured by an effective Hamiltonian describing the single particle limit of $H_T$,

$$H_{eff} = \sum_i \delta_i \sigma^x_i - \sum_{ij} \frac{J_{ij}}{r_{ij}^3} (\sigma^+_i \sigma^-_j + h.c.),$$

where $\sigma^± = \sigma^y ± i\sigma^z$. Under $H_{eff}$, the central excitation relaxes via long-range exchange interactions. To characterize these decay dynamics, we calculate the survival probability, $P(t)$, of the NV excitation via a combination of analytic resonance counting and numerical simulations. For a given disorder realization, resonance counting proceeds as follows. Two spins at sites $i$ and $j$ are on resonance at time $t$ if: (1) their energy mismatch is smaller than their dipolar interaction strength, $|\delta_i - \delta_j| < \beta J_{ij}/r_{ij}^3$ ($\beta$ is a dimensionless constant.
of order unity that regulates the resonance condition), and (2) the interaction occurs within the time-scale \( t, J_{ij}/r_{ij}^3 > 1/t \). At \( t = 0 \), there exist no resonances and \( P(0) = 1 \). As the system evolves, a network of resonances develops and the central excitation becomes delocalized within this network. For simplicity, let us assume that this excitation is equally shared among all spins in the network, wherein \( P(t) = \sum_k \frac{1}{k} \text{Pr}(k; t) \) with \( \text{Pr}(k; t) \) being the probability that the central spin is a part of a \( k \)-resonating cluster. For dipolar spins, the dominant contribution to \( P(t) \) comes from \( k = 1 \) (see appendix D). This implies that once the central spin finds a single resonant partner, it will likely delocalize throughout the entire system. Hence, \( P(t) \) is approximately given by the probability of having found no resonances up to time \( t \) or equivalently up to distance \( R(t) \equiv (J_0 t)^{1/3} \). This probability can be computed as the product of probabilities of having no resonant spins at every distance \( r \),

\[
P(t) = \prod_r \left( 1 - 4\pi n r^2 dr \frac{\beta J_0/r^3}{W_{\text{eff}}} \right) \propto t^{-\frac{4\pi n \beta J_0}{W_{\text{eff}}}},
\]

where one finds a power-law decay with a disorder dependent exponent \( \eta = 4\pi n \beta J_0/(3W_{\text{eff}}) \).

We verify these results via numerics of up to \( N = 10^4 \) spins, where a clear power-law decay is obtained over more than two decades in time (Fig. 4.15). The saturation of \( P(t) \) at long times owes to finite size effects.

Comparing the experimentally observed spin relaxation with our single particle analysis reveals multiple dynamical regimes. At short times \((t < 2 \mu s)\), we observe a small but rapid drop in polarization owing to off-resonant nearest neighbor couplings. At intermediate times \((2 \mu s < t < 20 \mu s)\), relaxation is indeed consistent with a power law, exhibiting a disorder-dependent exponent (Fig. 4.13), whose value is in reasonable agreement (Fig. 4.16) with the single-particle theory (with no free parameters).

We emphasize that such power-law relaxation is also consistent with results obtained
Figure 4.15: Exact diagonalization simulation results for a simplified single excitation model showing power-law decay shape for three different driving strengths, \( (2\pi) [3, 8, 20] \) MHz. Solid lines indicate the intermediate time over which a power-law decay is observed in the experiment data.

Figure 4.16: Decay rate exponent of the power law as a function of decreased effective disorder (red points). Blue points correspond to simulation results of our theory model (see appendix D).

from random-banded matrix theory [98, 101]. At late times \( (t > 20 \mu s) \), the observed decay accelerates and deviates significantly from the intermediate power law. Interestingly, this deviation can be well-captured by the introduction of time-dependence to the on-site disorder, \( \tilde{\delta}_i(t) \). In our system, such time-dependence arises naturally from the dynamics of
an external spin bath and from fluctuations of the local magnetic field owing to many-body interactions.

Intuitively, one expects that time-dependent disorder will enhance relaxation: a pair of spins that were previously off-resonant may be brought into resonance as the on-site fields change in time. To quantify this effect, let us consider the situation where $\tilde{\delta}_i$ exhibits uncorrelated jumps at rate $\Gamma$. For each time interval $t$, $\tilde{\delta}_i$ remains static with probability $e^{-\Gamma t}$, while the survival probability undergoes power-law decay, $P(t) \sim (t/t_c)^{-\eta}$. Averaging over intervals then yields $\overline{P(t)} \approx \sum_{k=0}^{\infty} c_k (t/t_c)^{-\eta} e^{-\Gamma t}$ with dimensionless constants $c_k$, implying that the effective power-law exponent increases on a time scale $1/\Gamma$ (see appendix D). For $1/\Gamma \sim 50 \mu s$, we find that $\overline{P(t)}$ quantitatively agrees with the experimental relaxation dynamics over all time scales (Fig. 4.13).

To further clarify the possible microscopic origins of our time-dependent disorder, we compare their intrinsic time-scales with the extracted $1/\Gamma \sim 50 \mu s$. As aforementioned, each NV couples to a bath composed of paramagnetic impurities, including P1 centers (nitrogen) and NV spins from non-participant groups C and D. Depolarization dynamics of these impurities will change the effective on-site fields leading to time-dependent disorder. Both the measured NV depolarization time $\sim 50 \mu s$ and the spin-diffusion lifetime of P1 centers $\sim 70 \mu s$ (estimated from a 20 ppm nitrogen density) are indeed consistent with the extracted $\Gamma$ [106, 107]. Time-dependent disorder may also arise as a consequence of many-body dynamics within the same group of NV centers. In particular, the fraction of depolarized NVs may generate a time-dependent mean-field potential for the remaining polarized NVs via intra-group Ising interactions ($\sigma_i^x \sigma_j^x$). Owing to the random position of NVs, this potential behaves as an additional on-site field, thereby modifying the disorder.
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A few remarks are in order. First, one expects that the time-dependence arising from dynamics of the paramagnetic impurity bath and intra-group mean-field potentials will exhibit temporal correlations. Moreover, only a fraction, $f$, of the total on-site disorder field is expected to be time-varying; indeed, there exist strong local strain fields from lattice defects, long-lived nuclear spins, and trapped charges whose dynamics are significantly slower than the experimental time-scales. A detailed analytic and numeric treatment of such correlated disorder is presented in appendix D. While such correlated disorder yields qualitatively similar results, one extracts a smaller jump rate $\Gamma' \sim 1/60 \, \mu s^{-1}$ and a fraction, $f \sim 10\%$.

Second, while the time-dependence of intra-group Ising interactions enhances relaxation at late times, at early times, when the majority of NV spins are polarized, such interactions may contribute to stronger disorder. Third, our microscopic picture suggests the tantalizing possibility to directly control the disorder potential in a time-dependent fashion by driving either P1 centers or NV groups C and D.

4.8 Conclusion and Outlook

We have introduced dense ensembles of dipolar NV centers as a platform for studying quantum many-body dynamics. The natural toolbox associated with spin-locking and Hartmann-Hahn resonances enables the preparation of long-lived initial states and controlled cross-relaxation experiments. Our results demonstrate that even in the presence of long-range interactions, strong disorder can significantly slow the relaxation of local observables beyond typical interaction time scales. The quantitative agreement between observed spin relaxation power laws and single-particle resonance counting suggests that the dynamics are dominated by rare resonances. Looking forward, dynamical decoupling
techniques open the door to engineering a broader class of interaction Hamiltonians, while the fabrication of diamond nanobeams and membranes allow for the exploration of spin dynamics in lower dimensional systems [108].
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Conclusion and Outlook

5.1 Diamond Spins as a Platform

In this thesis we demonstrated how a high degree of control over nitrogen vacancy centers in diamond allowed us to find promising applications in the fields of quantum information science and quantum sensing. In the next section of this dissertation we will provide an outlook on one of our currently ongoing projects, demonstrating the power of NV centers as a nanoscale thermometry tool in biological applications. We show how local, subcellular temperature control can be used to study the heat dependent rate of the embryonic development of worms. In Chapter 4 we showed first results of many-body physics with NV centers in diamond. Through the use of coherent control techniques we achieved a well controlled, long-range interacting spin system under the influence of tunable on-site disorder. Together with the ability to locally prepare and read out the spin state as well as its room temperature operation and long spin lifetime, this makes NV centers in diamond an ideal platform to study many-body spin dynamics of a large system.
5.2 In Vivo Diamond Thermometry

In Chapter 3 we have demonstrated how nanodiamonds containing NV centers can be used as accurate temperature sensors for biological systems. These results enable us to study heat dependent biological processes in a wide array of experiments. A particularly interesting process that sensitively depends on temperature is the early embryonic development of the worm *Caenorhabditis elegans*.

5.2.1 Model Organism C. Elegans

*Caenorhabditis elegans* (*C. elegans*) is a small (≈1 mm) worm that scientists have been fascinated by for over a century [109]. *C. elegans* was not only the first multicellular organism to have its whole genome sequenced, but has over the past decades led to great discoveries and multiple nobel prizes in biology. Specifically, due to its fast reproductive cycle and transparent body, it was one of the first animals used to study developmental biology.

![Figure 5.1: Schematic image of an adult *C. elegans* worm (adapted from www.wormatlas.org). Arrows indicate the developmental path inside the gonads, from immature oocytes to fertilised eggs.](image)

Figure 5.1 shows an adult worm containing eggs, which are fertilised in the more distal...
regions of the two gonads. As they travel towards the vulva, embryonic development begins, which is characterized by a stereotyped succession of cell divisions. These divisions can be observed via a microscope, and have been mapped out in terms of division time and function of each cell.

5.2.2 Temperature dependent Development

Carefully recording the timing of cell divisions of the *C. elegans* embryo reveals that individual division times are highly reproducible. Furthermore, by changing the external temperature, the global cell division timings within the egg can be sped up or slowed down significantly (Fig. 5.2).

![Diagram of three early stages of worm embryonic development next to corresponding phase contrast microscopy images (adapted from www.wormbook.org). Individual cell names indicate lineage and eventual cell type (neuron, intestine, etc.). Bar chart indicates division times of P₂ and EMS cells at various external temperatures.](image)

Figure 5.2: Diagram of three early stages of worm embryonic development next to corresponding phase contrast microscopy images (adapted from www.wormbook.org). Individual cell names indicate lineage and eventual cell type (neuron, intestine, etc.). Bar chart indicates division times of P₂ and EMS cells at various external temperatures.
5.2.3 Probing Cell Development

Both the components inside a cell (e.g. intracellular proteins and lipids) as well as the environment outside (e.g. signaling chemicals from neighboring cells) can influence a cell's behavior and its fate. Understanding the differential roles of intra- and extracellular factors at individual stages of development is a central objective in developmental biology. The stereotyped cell divisions in the early worm development present an excellent system in which we can employ thermometry to provide insight into this question: By carefully heating an individual cell, while keeping the surrounding cells at a constant temperature, we can test whether the division timings of those neighbouring cells are programmed by internal factors (i.e. remain unaffected by the heated cell), or whether cell division timing is coordinated across the entire embryo (i.e. neighbouring cells follow the division time of the heated cell). This experiment will therefore illustrate whether cell-to-cell communication is important for developmental timing in the early embryo.

To perform such experiments it is necessary to accurately induce and measure a highly localized temperature gradient within a single *C. elegans* egg. By utilizing our nanodiamond thermometry technique together with a focused infrared laser for local heating, we have developed an accurate tool to control and verify the egg’s local thermal environment (Fig. 5.3).

To introduce our nanodiamonds into *C. elegans* eggs we inject a biotin modified nanodiamond solution into the gonad of a worm (Fig. 5.4) [110]. This leads to incorporation of diamonds into newly formed eggs (Fig. 5.5 top). To monitor the cell division rate we use a particular strain of *C. elegans* that was genetically modified to express green fluorescence protein (GFP) inside the cell nuclei, making it easy to observe cell divisions (Fig. 5.5).
Figure 5.3: Experimental approach visualized in a four cell stage egg. A focused infrared laser is used to heat an individual cell, while a confocal green laser is used to read out local temperature changes at various nanodiamond locations across the egg.

With this toolbox we will be able to accurately measure the influence of temperature on early embryonic development as well as study the interdependence between cell division timings, giving new insights into the fundamental question of how developmental timing and cell fate are controlled.

Figure 5.4: Diagram showing nanodiamond injection into the gonads. Over time the introduced diamonds get dispersed and incorporated into newly formed eggs.
Figure 5.5: Top: Fluorescence scan with 532 nm excitation, showing nanodiamonds containing NV centers dispersed throughout a newly formed *C. elegans* egg. Bottom: GFP fluorescence scan showing an egg transitioning from the 4 to 8 cell stage. Bright spots indicate the location of cell nuclei.
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Microwave Transmission Line Fabrication

A.1 Coplanar Waveguides

In order to drive NV centers with high Rabi frequency it is common use to employ a high power (few watts) microwave (MW) amplifier together with an 2-d waveguide structure (see Fig. A.1). In such a geometry the NV center can be located in the nearfield of the microwave structure, allowing for up to GHz spin manipulation [111]. Since common microwave equipment such as SMA cables are impedance specified at 50 Ω it is necessary to impedance match the coplanar waveguide (CPW) to the same value. The impedance is a function of the geometry of the waveguide and can be easily estimated via online tools, or with the help of 2.5-d or 3-d microwave simulators such as Sonnet or CST Studio. Such simulations however are only necessary if the length of the unmatched structure is comparable to or larger than the wavelength in the material. Therefore if operating at a few
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GHz, our omega structure of about 2 mm can be neglected. Depending on the aspect ratio requirements there are two common ways of fabricating such CPWs using a lift-off or etch-back technique.

Figure A.1: Coplanar waveguide structure used for microwave excitation of the diamond sample. The metal structure is lithographically fabricated on top of a glass coverslip. The outer ground as well as the center conductor can be wirebonded to a PCB or directly soldered to an SMA connector. The zoom-in shows the central conductor structure. The omega shape is used to achieve high Rabi frequencies at the center.

A.1.1 Lift-off Process

The lift-off process consists of an initial photolithographic resist patterning followed by metal deposition and a subsequent lift-off of the unwanted parts of metal (see Fig. A.2). This process is recommended when the thickness of the structure is less important than the lateral dimensions. Meaning it is recommended for smaller, more delicate metal structures, especially when the thickness can be around 500 nm or less. This comes however at the cost of a relatively long processing time as well as a mediocre success rate (often some of the metal parts that should remain on the sample get ripped off during the fabrication process).
Figure A.2: Schematic diagram depicting fabrication steps for a lift-off procedure. During step (a) the sample is spin coated with a 3 µm layer of LOR 20B as well as a thin layer of photoresist (ie. Shipley 1813). After a masked exposure and development step we obtain a resist structure (b). Next we evaporate an adhesion layer of chromium and a 1 µm layer of copper (c). In a last step the resist as well as the excess metal is removed in a PG Remover bath (d).

A.1.2 Etch-back Process

Using the etch-back procedure is a faster and more robust way of fabricating a CPW (see Fig. A.3). It is usually the recommended procedure, however it comes at the expense of less clean structures. Due to the isotropic metal etching the edges of each trace will be undercut by at least the same amount as the thickness of the traces, leading to less sharp edges. However in common CPW structures the minimum feature size is larger than 10 µm such that an undercut equivalent to the thickness of about 1 µm is negligible.
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Figure A.3: Schematic diagram depicting fabrication steps for an etch-back procedure. In a first step we evaporate an adhesion layer of titanium as well as a 1 µm layer of gold on top of the sample (a). Next, a thin layer of photoresist (i.e., Shipley 1813) is spin coated onto the sample followed by a masked exposure and development step (b). Next we can remove the unwanted metal structures via a few minutes of Au etch followed by a dip into a 10:1 mixture of water and 49% HF to remove the titanium (c). A final wash with acetone and DI water cleans off any excess resist (d).

A.2 RF Coils

Due to the significantly smaller gyromagnetic ratio of nuclear spins, their coherent control is much slowed down compared to NV centers. Especially when performing dynamical decoupling it might therefore be helpful to try to increase the Rabi frequency as much as possible. Due to the lower excitation frequency one can employ amplifiers up to a few hundreds of watts. Since such high powers would lead to significant heating and drifts on our CPW it is helpful to create a separate RF structure on a substrate with higher thermal conductivity than glass, such as alumina. Additionally since the resonance frequency of
nuclear spins is much lower (in the MHz range) we can utilize non impedance matched structures that are much longer than the Omega shape in the previous section. By creating a microcoil consisting of $\approx 20$ windings and 40 $\mu$m thick copper traces on top of an alumina substrate it is possible to achieve nuclear Rabi frequencies close to 1 MHz (see Fig. A.4). The fabrication process consists of a series of lithography as well as electroplating steps detailed in Figure A.5.

![Figure A.4: CAD image showing the RF microcoil structure. The coil consists of 10-50 windings of a copper trace on top of an alumina substrate for good thermal conductivity. To connect the trace at the end of the coil to the outside a bridge is fabricated that crosses the coil windings. SMA connectors can then be glued to the board and soldered to the conductor.](image-url)
Figure A.5: Schematic diagram depicting fabrication steps to create a microcoil. In a first step we evaporate a thin copper seed layer onto the sample followed by a 50 μm photoresist layer. This resist layer is then exposed via a coil mask structure and developed (a). After a step of copper electroplating at a rate of \( \approx 10 \, \mu \text{m} \) thickness per hour followed by a quick etch to remove the seed layer we obtain a copper coil structure (b). Next we cover the coil part of the structure with a 200 μm layer of SU-8 photoresist for isolation and develop a small hole at the center reaching down to the most inner loop of the coil (c). Next we add a thin layer of resist (ie. Shipley 1813) to pattern the bridge structure (d) followed by another electroplating step (e). A final short etch to remove the seed layer is followed by adding a thick layer of SU-8 resist to isolate the whole structure (f).
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B.1 Materials and Methods

B.1.1 Sample

The sample used in this work is an unpolished ultra-pure diamond grown by chemical vapor deposition. The low substitutional nitrogen concentration of <1 ppb and high isotopic $^{12}\text{C}$ purity of 99.99 % leads to electron spin coherence times $T_{2e}$ long enough to sense a single $^{13}\text{C}$ nuclear spin via a hyperfine interaction of a few kHz.

B.1.2 Optical Setup

The sample is mounted on a xyz-piezoelectric stage in the focal plane of a home-build confocal microscope with a Nikon Plan Fluor 100x oil immersion objective ($N_A = 1.3$). To suppress decoherence of the electronic spin due to external magnetic field fluctuations the microscope is placed inside a $\mu$-metal shield. The magnetic shielding reduces ambient
Appendix B: Supporting Material of Chapter 2

DC fields by a factor of 80 and suppressed AC fields to better than 40 μG. This allows us to obtain NV electronic spin coherence times of $T_2^* = (470 \pm 100) \mu$s. This value agrees well with the linear scaling of $T_2^*$ of the electronic spin as a function of the $^{13}$C concentration [7].

Excitation of the NV center is performed by a frequency doubled YAG laser ($\lambda = 532$ nm) using 1.4 mW power corresponding to three times the saturation power. The NV center fluorescence is emitted into the phonon sideband (630-800). The emitted fluorescence beam is separated from the excitation by a dichroic filter and an appropriate long pass filter. The fluorescence beam is then focused onto an avalanche photodiode (APD) after passing a pinhole for confocal microscopy. Short laser pulses are generated by an accusto-optical modulator (AOM) from Isomet in a double pass geometry. The rise time of the AOM is adjusted to be approximately 20 ns. A second, strong (30 mW), green laser beam is coupled into the beam path by a 50/50 polarizing beam splitter cube. To avoid leakage from the shut-off 30 mW beam a mechanical shutter from Thorlabs (switching time $\approx 10$ ms) was employed.

B.1.3 Microwave and RF Setup

To coherently drive the electronic spin of the NV center we deliver microwaves to the sample by a transmission line fabricated on a glass coverslip, glued to the diamond sample. To perform pulsed microwave manipulation of the electronic spin we use peak powers of 10 W allowing us to manipulate the electronic spin with a Rabi frequency on the order of $(2\pi)40$ MHz.

To manipulate the $^{13}$C nuclear spin using high power radio frequency, a lithographi-
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cally patterned micro-coil is fabricated on an alumina substrate [112]. In order to prevent excessive ohmic loss the conductors are then plated with copper in a SU-8 mold to a thickness of around 40 $\mu$m allowing peak powers of several hundred watts. To ensure maximal nuclear Rabi frequency the RF-coil is aligned in such a way that the ac RF field of the coil is perpendicular to the external dc magnetic field. This allows us to manipulate our $^{13}\text{C}$ nuclear spin with Rabi frequencies of $\approx (2\pi)100$ kHz.

B.2 Photon Counting Statistics and Readout Fidelity

In this part of the supplementary information we discuss the statistics of detected photons during a repetitive readout of the nuclear spin for a certain integration time. First, we derive an analytical expression for the statistical distribution of the detected photons that is fitted to the data in Fig. 2.6. We then analyze the readout and initialization fidelity derived from these distributions.

B.2.1 Photon Counting Statistics

We start by first pointing out that the probability $p^{(n)}$ for $n$ quantum jumps during the integration window $\tau$ is Poissonian-distributed with $p^{(n)} = \frac{\lambda^n}{n!} \exp(-\lambda)$, where $\lambda = \tau / T_{1n}$ and $1/T_{1n}$ is the nuclear depolarization rate. For an integration time of $\tau = 4.4$ s (Fig. 2.6 and Fig. B.2a) and a nuclear spin flip time $T_{1n} = 25$ s, the probability for no quantum jump during readout is $p^{(0)} = 83.8\%$. The probability for one quantum jump is $p^{(1)} = 14.8\%$ and $p^{(n>1)} = 1\%$ for more than one jump. This allows us to restrict the discussion to the case where either zero or one quantum jump takes place during the readout time.
Figure B.1: **Fluorescence signal as function of time.** Each point of the blue line is an average of 20,000 repetitive readout. The red line shows the envelope of the fluorescence signal. The zoom in reveals individual quantum jumps.

For no quantum jump event during the readout $\tau$, the photon count statistics $\alpha_s^{(0)}$ is Gaussian:

$$\alpha_s^{(0)}(x) = \frac{1}{\sqrt{2\pi}\mu_s} \exp\left(-\frac{(x - \mu_s)^2}{2\mu_s}\right), \quad (B.1)$$

where $\mu_s$ is the average photon count rate for the nuclear spin in the $|s = \downarrow (\uparrow)\rangle$ state and $x$ is the number of detected photons. For the shot-noise limited detection, we take the standard deviation $\sigma_s = \sqrt{\mu_s}$.

In the case of a single quantum jump event, the number of detected photons $\alpha_s^{(1)}$ will no longer be Gaussian distributed. We note that conditioned on one quantum jump occurring during the readout interval $\tau$, the time spent in $|s\rangle$ will be uniformly distributed. Hence the number of counted photons is given by $\mu \sim \mu_\downarrow + (\mu_\uparrow - \mu_\downarrow) Unif$, where $Unif$ denotes the uniform distribution on the interval $(0, 1)$. Taking into account the photon shot noise, we
Figure B.2: **Photon count statistics and initialization fidelity** a, shows the photon counting statistics after initialization of the nuclear spin to $|\downarrow\rangle$ (green) and $|\uparrow\rangle$ (red). The histograms are measured data and the solid lines are theory fit. The blue histogram is the total distribution. The green(red) area indicates count rates for which the nuclear spin is initialized in $|\downarrow\rangle$ ($|\uparrow\rangle$). b, shows the initialization fidelity of the nuclear spin in $|\downarrow\rangle$ ($|\uparrow\rangle$) green(red) as function of threshold. The points are extracted from the histogram in a, the lines are preparation fidelity extracted from the fits in a.

find the statistics of detected photons conditional on a single nuclear spin flip:

$$
\alpha^{(1)}(x) = \frac{1}{\mu_\uparrow - \mu_\downarrow} \int_{\mu_\downarrow}^{\mu_\uparrow} d\mu \frac{1}{\sqrt{2\pi}\mu} \exp \left( -\frac{(x - \mu)^2}{2\mu} \right)
$$

$$
\approx \frac{1}{2(\mu_\uparrow - \mu_\downarrow)} \left( \text{Erf} \left( \frac{\mu_\downarrow - x}{\sqrt{2\mu_\downarrow}} \right) - \text{Erf} \left( \frac{\mu_\uparrow - x}{\sqrt{2\mu_\uparrow}} \right) \right),
$$

which is independent of the initial nuclear spin state $|s\rangle$.

Combing eq. (B.1), (B.2) we can find an analytical expression for the photon counting statistics:

$$
\alpha_s(x) \approx p^{(0)} \alpha^{(0)}(x) + p^{(1)} \alpha^{(1)}(x).
$$

In Fig. 2.6 we fit this function to the recorded photon counting statistics with $\mu_\downarrow(\uparrow)$ being
fit parameters. The measured data is in excellent agreement with our model of Fig. 2.6 and B.2a.

**B.2.2 Readout and Initialization Fidelity**

As discussed in the main text we define the readout fidelity $\eta_\downarrow(n_{thr})$ by the probability of being in nuclear spin $|\downarrow\rangle$ conditional on detecting a photon number smaller than a threshold $n_{thr}$. The readout fidelity $\eta_\downarrow(n_{thr})$ is then defined as

$$\eta_\downarrow(n_{thr}) = \frac{P_\downarrow(n_{thr})}{P_\downarrow(n_{thr}) + P_\uparrow(n_{thr})},$$

where $P_\downarrow(n_{thr}) = \int_0^{n_{thr}} \alpha_{\downarrow\uparrow}(x)dx$ is the probability that for nuclear spin $\downarrow$ ($\uparrow$) the number of detected photons is below $n_{thr}$, and vice versa for $\eta_\uparrow(n_{thr})$. For optimal readout fidelity $\eta$ the threshold $n_{thr}$ is chosen in such a way that $\eta_{\downarrow\uparrow}$ is maximized.

The readout fidelity $\eta$ is determined by initializing the nuclear spin in a known state $\downarrow$ ($\uparrow$) and consecutively reading it out with our single shot measurement. The readout (20,000 repetitions) allows us then to determine the photon counting distribution depending on the initial state and hence the fidelity $\eta$.

This relies on a high initialization fidelity of the nuclear spin to the desired state. To initialize the nuclear spin we perform a repetitive readout. If the recorded counts are smaller than a threshold $n^\downarrow_{thr}$ we assign the nuclear spin to $|\downarrow\rangle$ if they are larger than $n^\uparrow_{thr}$ we assign $|\uparrow\rangle$. In principle this allows for initialization with fidelity well above 99%. In Fig. B.2b we plot the initialization fidelity as a function of the threshold $n^\downarrow_{thr}$ and $n^\uparrow_{thr}$. For a threshold of 147(195) counts we can initialize the nuclear spin state with a fidelity of $\approx 97\%$.
B.3 Readout of the $^{13}\text{C}$ Nuclear Spin

This section discusses the details of the $^{13}\text{C}$ readout. We first show that the electron Ramsey fringes can be described by a single sine-function due to dynamical polarization of the $^{14}\text{N}$ nuclear spin. We then discuss the dependence of the fluorescence signal on the detuning from the ESR transition and the implication on the readout fidelity. Finally we give an explanation on how we normalized the results of the repetitive readout.

Throughout this paper we neglect the $^{14}\text{N}$ nuclear spin of the NV center. This is justified since we work at a field of $\sim 244$ Gauss, which is sufficiently close to the excited state level-anti-crossing at 500 Gauss to dynamically polarize the $^{14}\text{N}$ nuclear spin [113]. As shown in Fig. B.3a the nitrogen nuclear spin is polarized to 71% leaving us with nearly sinusoidal Ramsey fringes (Fig. B.3b).

![Graph](image)

**Figure B.3:** Dynamic Nuclear Polarization. **a**, ESR scan of $^{14}\text{NV}^-$ center. **b**, Electron Ramsey experiment showing three beating frequencies of hyperfine transitions with significant polarization.

As discussed in the main text, our readout scheme relies on the acquisition of a phase
difference, depending on the nuclear spin state, in an electron Ramsey experiment over a
free precession time $\tau$. The fluorescence rate for this Ramsey experiment is given by
\[
F_r(m_I, \delta) = f^0 - (f^0 - f^1) \frac{1 + e^{-\tau/T_2^*}}{2} \cos \left( \frac{\delta + m_I A_\parallel \tau}{2} \right),
\]  
where $f^{0(1)}$ denotes the fluorescence rate of the electronic spin of the NV center in the $m_s = 0(1)$ state, $A_\parallel$ the parallel component of the hyperfine interaction, $m_I$ the spin projection of the $^{13}$C nuclear spin ($m_I = \pm 1/2$), $\delta$ the detuning of the microwave field from resonance and $T_2^*$ the coherence time of the electronic spin.

In our readout, we set the Ramsey precession time $\tau$ to $\tau = \frac{\pi}{A_\parallel}$. The fluorescence rate for the readout then simplifies to
\[
F(m_I, \delta) = \frac{f^0 + f^1}{2} + e^{-\tau/T_2^*} (f^0 - f^1) m_I \sin \left( \frac{\delta}{A_\parallel} \pi \right),
\]  
The readout signal of the nuclear spin state is therefore modified by an additional factor of
$\sin(\pi \delta/A_\parallel)$. Since in our experiment $A_\parallel = (2\pi)2.7$ kHz, resonance frequency drifts of only a kilohertz are sufficient to affect the readout contrast and hence reduce the readout fidelity. Indeed, we observe fluctuations of the readout contrast on a timescale of $\sim 30$ min as shown in Fig. B.1. One source for such drifts likely originates from the strong temperature dependence of the zero field splitting of NV$^-$, which has been measured [45] to be around $(2\pi)74$ kHz.

When $\delta(t)$ is unknown it is impossible to uniquely determine the orientation of the nuclear spin with respect to the external magnetic field. Nevertheless if the correlation time of $\delta(t)$ is much larger than the typical duration of an individual experiment we can still use our readout process to define a qubit state. We redefine for each experimental run the basis in which our nuclear spin is measured such that low (high) fluorescence corresponds to $|\downarrow\rangle$ ($|\uparrow\rangle$).
In general, a measurement consists of a repetitive readouts $c_1$, a pulse sequence and another repetitive readout $c_2$, where $c_1$ initializes the nuclear spin in a state $|s\rangle$ and $c_2$ reads out the nuclear spin after applying a pulse sequence. In Fig. ??, additional repetitive readouts were performed in order to normalize the signal.

In Fig. 2.3, we measures the nuclear spin flip probability $p$ induced by an RF $\pi$-pulse, as a function of frequency $\omega$. In this experiment, we first initialize the nuclear spin to $|\downarrow\rangle$ via a projective measurement $c_1$ (See Fig. 2.3). After initialization, we apply an RF-pulse with frequency $\omega$ before reading it out in $c_2$. To normalize our data, we measure two additional references ($c_3$, $c_4$). The measurement $c_3$ initializes the nuclear spin to $|\downarrow\uparrow\rangle$ and $c_4$ reads it out. The RF induced transition probability $p$ is then

$$p = \frac{\zeta_2^s - \zeta_4^s}{\zeta_4^s - \zeta_3^s},$$

(B.7)

where $\zeta_i^s$ is the number of counted photons during readout $c_i$ conditional on the nuclear spin being in $|s\rangle$.

The data in Fig. ?? are normalized in a similar fashion with an additional RF $\pi$-pulse prior to readout $c_4$. In addition, before reading out the nuclear spin with our single shot readout we incorporated waiting times of 10 s. This is necessary since heating due to dissipation of the laser reduces the readout contrast for measurement $c_2$ and hence reduces the fidelity.

Fig. 2.8 and Fig. 2.10 show the decay time for a Ramsey signal with (without) simultaneous green excitation. In these experiments, no references are measured. Therefore, we normalize the data such that the fitted curves start with full contrast. This is justified under the assumption that for zero duration of storage time no dephasing/decay occurs.

In Fig. 2.13 we performed a similar normalization by a constant factor. Using this
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normalization we can reduce the data acquisition time by more than a factor of two (2 weeks of averaging) by removing the references and reducing the waiting time between laser excitation and readout. The results of this procedure agree well with the fidelity measured from process tomography where no such normalization is performed.

B.4 Nuclear Coherence and Depolarization

In this part of the supplementary information we will use the spin-fluctuator model to obtain the dephasing and depolarization rates of the nuclear spin under green illumination. The spin-fluctuator model consists of the nuclear qubit (spin) and the NV electron environment (fluctuator). The nuclear spin evolves coherently while the fluctuator undergoes incoherent stochastic transitions between different levels. Such evolution of the fluctuator induces decoherence of the spin.

We will first study a simple spin-fluctuator model, for which we can obtain analytic expressions for the nuclear spin dephasing and depolarization rates that qualitatively explain the experimental data. Then, we consider a specific model with 11 levels for fluctuator dynamics, which can be solved using master equations and compared with the experimental data.

B.4.1 Spin-fluctuator model

The Hamiltonian associated with the nuclear spin is

\[ H_n = (\gamma^3 \mu_0 B) I_z + \sum_{\alpha,\beta=x,y,z} A_{\alpha,\beta} \hat{S}_\alpha \hat{I}_\beta \]  

(B.8)
which consists of the Zeeman splitting due to external magnetic field \((\gamma_{13C}B)\) and the dipole interaction with the electronic spin \((A_{\alpha,\beta})\). In this simple model we assume that under strong green illumination the electronic spin fluctuates between the states \(m_s = \pm \frac{1}{2}\). We approximate the effective Hamiltonian as

\[
H_n = (\gamma_{13C}B) \hat{I}_z + f(t) \sum_{\beta=x,y,z} A_{z,\beta} \hat{I}_\beta,
\]  

(B.9)

where we replaced \(\hat{S}_z\) by the time-dependent gaussian stochastic variable \(f(t) = \{-\frac{1}{2}, \frac{1}{2}\}\) described by a Bernoulli process and neglected other terms associated with \(\hat{S}_x\) and \(\hat{S}_y\). For simplicity, we assume that \(\langle f(t) \rangle = 0\) and the correlation function is

\[
\langle f(t)f(0) \rangle = \langle f^2(0) \rangle e^{-2\gamma |t|} = \frac{1}{4} e^{-2\gamma |t|},
\]  

(B.10)

where \(\gamma\) is the forward/backward effective transition rate controlled by the laser intensity.

We may rewrite the Hamiltonian as

\[
H_n = (\gamma_{13C}B) \hat{I}_z + f(t) \left( A_{z,+} \hat{I}_z + A_{z,\pm} \hat{I}_+ + A_{z,-} \hat{I}_- \right),
\]  

(B.11)

with \(\hat{I}_\pm = (I_x \pm iI_y)\) and \(A_{z,\pm} = (A_{z,x,\pm} = (A_{z,z} + iA_{z,y}) / 2\).

**Dephasing.** We can estimate the nuclear spin dephasing rate \((T_2\) process) induced by the terms \(A_{z,z}(t) \hat{I}_z\). For time \(T\), the random phase accumulated by the nuclear spin is given by \(\Phi_{FID} = \int_0^T A_{z,z}(t) dt\). Assuming Gaussian noise we can compute the expectation value of the nuclear coherence, we have

\[
\langle e^{i\Phi_{FID}} \rangle = e^{-\frac{1}{2}\langle \Phi_{FID}^2 \rangle} \approx e^{-T/T_{FID}},
\]  

(B.12)

where

\[
1/T_{FID} = \frac{A_{\perp}^2}{8\gamma},
\]  

(B.13)
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because \( \frac{1}{2} \langle \Phi_{FID}^2 \rangle = \frac{1}{2} \int_0^T dt \int_0^T dt' A_{z,z}^2 \langle f(t) f(t') \rangle \approx \frac{1}{2} \int_0^T dt \int_{-\infty}^\infty d\tau A_{z,z}^2 \langle f(\tau) f(0) \rangle = \frac{A_z^2}{8\gamma} T \) and \( A_\parallel = A_{z,z} \). For our system, \( \gamma \) increases with the laser intensity, and consequently \( T_{FID} \) increases with the laser intensity, which is related to the motional averaging effect in NMR.

**Depolarization.** We can estimate the nuclear spin depolarization rate (\( T_1 \) process) induced by the terms \( f(t) \left( A_{z,+} \hat{I}_+ + A_{z,-} \hat{I}_- \right) \). Noting that \( |A_{z,+}| = |A_{z,-}| \equiv A_\perp/2 \), we can re-express the noise as, \( A_\perp f(t) I_x \). First order time-dependent perturbation theory yields the transition rates in the two directions as [114]:

\[
\Gamma_\uparrow = \left( \frac{A_\perp}{2} \right)^2 S_q(-\gamma_{13C}B) \quad \text{and} \quad \Gamma_\downarrow = \left( \frac{A_\perp}{2} \right)^2 S_q(\gamma_{13C}B)
\]

(B.14)

where \( S_q(\omega) \) is the noise spectral density. Assuming classical telegraph noise, \( \Gamma_\uparrow = \Gamma_\downarrow = \frac{A_z^2}{16} \left( \frac{\gamma_{13C}B}{2} \right)^2 + \gamma^2 \), yielding a depolarization rate,

\[
\frac{1}{T_{1n}} = \Gamma_\uparrow + \Gamma_\downarrow = \frac{A_{13C}^2}{8} \frac{\gamma}{(\gamma_{13C}B/2)^2 + \gamma^2}.
\]

(B.15)

**Depolarization in the dark.** Without laser excitation, the nuclear spin lifetime is no longer limited by the optically induced depolarization given in eq. (B.15). Instead, in this regime, the dominant contribution to \( T_{1n} \) is expected to be coherent dipole-dipole interactions, \( H_{dd} = D_{dd} \left( 3(\mathbf{I} \cdot \mathbf{n})(\mathbf{I}' \cdot \mathbf{n}) - \mathbf{I} \cdot \mathbf{I}' \right) \) between the memory spin \( \mathbf{I} \) and neighboring \( ^{13}\text{C} \) nuclear spins \( \mathbf{I}' \). In our present experiment \( D_{dd} \) is on the order of 1 Hz. However, when the dephasing rate of the nuclear spin is much large than that of coherent interactions \( (D_{dd}) \), spin-flips are suppressed. In this case, commonly denoted as the quantum-Zeno effect [115], the nuclear polarization, \( n_\uparrow \), is characterized by an exponential decay as a function of time,

\[
n_\uparrow(t) = \frac{1}{2} \left( 1 + \exp\left( -\frac{(D_{dd}/(2\pi))^2}{1/T_{1e}} t \right) \right).
\]

(B.16)
The measurement in Fig. B.4 depicts the nuclear spin dependent fluorescence rate as a function of waiting time $t$ between initialization and readout. The data indicate that for $t < 3$ min no noticeable decay in the nuclear spin polarization is evinced.

Figure B.4: —- $T_{1n}$ time of the $^{13}$C nuclear spin in the dark Blue (red) data points correspond to the fluorescence for the nuclear spin initialized to $|↓⟩(|↑⟩)$ and waiting time $t$. The solid lines indicate the nuclear polarization predicted by eq. (B.16) with $D_{dd} = (2\pi)0.5$ Hz.

**B.4.2 Detailed Model**

While the above simplified model captures the basic idea of the motional averaging in our system the discussed two level scheme is an oversimplification in the case of NV centers. To discuss the effects of an applied optical drive to the full extent we choose a different approach. For this we incorporate 11 levels for the electronic state and the two levels for the $^{13}$C nuclear spin as shown in Fig. B.5. Using a master equation we can simulate the nuclear decoherence. For the numerical solution of the master equation we
assumed a secular approximation for the nuclear and electronic spin leaving us with an effective Hamiltonian for the hyperfine interaction $H_{hyp} = (A_{||}I_z + A_{\perp}I_x)S_z$, which is justified since $A << g_e\mu_B B$. Moreover, we neglect any coherence between electronic states since all our fields are classical.

Figure B.5: **Schematic level diagram** for an NV center (left box) and a $^{13}$C nuclear spin (right box) under illumination with green laser light. The green arrows indicate optical transitions addressed by our green laser pulse, red arrows show electronic decay and blue arrows indicate depolarization of the electronic spin. The transition rates for NV$^-$ employed in our model are taken from ref [116] with the decay rate from the electronic excited state to the ground state $\tilde{\gamma} = \frac{1}{13\text{ns}}$, the decay rate from the singlet to $m_s = 0$ of the electronic ground state $\Gamma = \frac{1}{300\text{ns}}$ and the decay rate from the electronic excited state with $m_s = \pm 1$ to the singlet $\tilde{\gamma}_0 = 0.3\tilde{\gamma}$. Moreover we assumed the decay rate of the excited state of NV$^0$ to be on the same order as for NV$^-$. The deionization rate from NV$^-$ to NV$^0$ is taken to be $\gamma_1 = \frac{I}{I_{sat}}\frac{I_{sat}}{70\text{ns}}$ and the ionization rate $\gamma_2 = 2\gamma_1$. The depolarization time for the electronic spin for NV$^-$ is taken to be $T_{1e}^{NV^-} = 8\text{ms}$ and for the case of NV$^0$ $T_{1e}^{NV^0} = 6\mu\text{s}$ [44]. All the remaining rates are taken to be zero.

A solution of the master equation for the nuclear coherence time is shown in Fig. B.6a. As expected the coherence time scales linearly as a function of laser intensity when exceeding optical saturation. Furthermore at small laser intensities ($I \sim I_{sat}/1000$, with $I_{sat}$
the saturation intensity) the coherence time has a local maximum originating from repolar-
ization of the electronic spin without deionizing the NV center. This is possible to a certain
extent since the (de)ionization process is a two photon process but the repolarization rate is
linear in laser intensities for $I \ll I_{sat}$.

Even though the simplified two level model is able to qualitatively explain the linear
scaling of the coherence as a function of laser intensity it does not quantitatively reproduce
the $T_2$ (dashed-dotted black line). The deviation from the two level model originates from
the fact that at large laser intensities other states beside the $m_s = 0$ and $m_s = \pm 1/2$ can be
occupied.

Next we compare the solution of the master equation with the slope extracted from the
experimental data in Fig. 2.12. The slope is shown in Fig. B.6a by a dashed red line. The
experimental data is in excellent agreement with the simulation based on the transition rates
given in the caption of Fig. B.5.

Since we know that this master equation allows us to quantitatively reproduce $T_{2n}$ we
can use the master equation to estimate a value for the perpendicular component of the hy-
perfine interaction $A_\perp$. Optimizing our fit we can find $A_\perp$ to be on the order of $(2\pi)1.8$ kHz
as shown in Fig. B.6b. Except for laser intensities $\ll I_{sat}$ the simulated $T_{1n}$ times agree
well with the measured data. Plugging $A_\perp = (2\pi)1.8$ kHz into the two level model in
eq. (B.15) yields a theoretical curve (black dashed-dotted line) showing a significant dis-
crepancy with the measured data. If we neglect the contact term [117] of the hyperfine
interaction $A$ and assume only dipolar interaction we can estimate the distance between the
electronic spin and the nuclear spin to be approximately 1.7 nm.

Nevertheless, our simplified two level model from eq. (B.13) and (B.15) allows us by
Figure B.6: — Coherence and $T_{1n}$ time of the $^{13}$C nuclear spin Solution of a master equation (blue) employing the level scheme and transition rates shown in Fig. B.5. a The initial slope extracted from the measured data is represented by the red dashed line with error bars (red area). To convert the measured slope from Fig. 3 of the main text from laser power (mW) to intensity in units of $I_{\text{sat}}$ the saturation curve shown in the inset is used. The dashed-dotted black line is the eq. (B.13) with $A_\parallel = (2\pi)2.7 \text{ kHz}$. b The red points show the measured nuclear $T_{1n}$ times. The dashed-dotted black line is the solution of eq. (B.15) with $\gamma$ same as is the inset of a and $A_\perp = (2\pi)1.8 \text{ kHz}$. The simulated blue line uses $A_\perp$ as a fitting parameter.

rescaling the hyperfine interaction and the (de)ionization rate $\gamma$ to find effective rates that quantitatively reproduce the $T_{1n}$ and $T_{2n}$ times. As shown in Fig. 2.7 and Fig. 2.12 using the rates $A_{\parallel}^{\text{eff}} = (2\pi)3.3 \text{ kHz}$, $A_{\perp}^{\text{eff}} = (2\pi)1.0 \text{ kHz}$ and $\gamma = (2\pi)150 \times P_{\text{Laser}} \text{ kHz/mW}$ reproduce the measured $T_{1n}$ and $T_{2n}$ as function of the laser power $P_{\text{Laser}}$.

**B.5 Nuclear Decoherence under Dynamical Decoupling**

Figure 2.12 showed that the nuclear coherence time is significantly extended under the application of MREV-8, which suppresses the nuclear dipole-dipole interaction. Here we provide further details on MREV-8 and identify the sources of residual decoherence.
B.5.1 MREV-8 Dynamical Decoupling

The Waungh, Huber and Haberlen four-pulse sequence (WHH), shown in Fig B.7, decouples nuclear dipole-dipole interactions [118]. In our experiment we use the MREV-8 sequence, shown in Fig B.7, which is an eight-pulse sequence made up of WHH cycles of alternating phase.

![Diagram of WHH, MREV-8, and CPMG/MREV sequences]

Figure B.7: **Pulse sequences for decoupling** WHH sequence, showing four RF pulses around the indicated axes for dipole-dipole decoupling. MREV-8 sequence used for increased robustness against pulse errors in WHH. CPMG/MREV sequence adds decoupling from external magnetic field due to additional $\pi$-pulses.

The effect of MREV-8 on the dipole-dipole interaction can be understood using average Hamiltonian theory [118]. We describe the effects of the pulses by moving to an interaction picture (i.e. the toggling frame) with respect to the Hamiltonian defined by the $\pi/2$ rotations. Provided the characteristic frequencies $\omega$ of $H$ satisfy $\omega t \ll 1$ we can perform a Magnus expansion, and describe the total time evolution during the cycle is described by an effective Hamiltonian,

$$H_{\text{eff}} = H^{(0)} + H^{(1)} + H^{(2)} + \ldots \quad \text{(B.17)}$$
where the first few terms are

\[ H^{(0)} = \sum_{j=1}^{M} H_j, \]  \hspace{1cm} (B.18)  

\[ H^{(1)} = \frac{-i\tau}{2M} \sum_{k>j}^{M} \sum_{j=1}^{M} [H_k, H_j]. \] \hspace{1cm} (B.19)  

Here, \( M \) is the total number of time intervals of length \( \tau \) between pulses as shown in Fig B.7, and \( H_j \) is the interaction picture Hamiltonian in the toggling frame in interval \( j \).

The zeroth order effective Hamiltonian is just the average over the cycle in the toggling frame, and the \( n \)th terms in the expansion consist of nested commutators of order \( n \).

Our goal is to find the effect of MREV-8 on the nuclear dipole-dipole interaction within secular approximation,

\[ H_D = \sum_{j>k} D_{jk} \left( 3I^2_j I^2_k - I_j \cdot I_k \right), \]  \hspace{1cm} (B.20)  

where the dipolar coupling frequency is \( D_{jk} = \hbar^2 \gamma_n^2 \left[ 1 - 3 \cos^2(\theta_{ij}) \right]/r_{ij}^3 \), and the memory nuclear spin is indexed by \( j = 0 \). The effective, average Hamiltonian is obtained in terms of the zeroth order effective spin operators under MREV-8,

\[ I_x^{(0)} = \frac{2}{3} I_x \hspace{1cm} I_y^{(0)} = \frac{1}{3} I_y \hspace{1cm} I_z^{(0)} = \frac{1}{3} (I_x + I_z). \] \hspace{1cm} (B.21)  

Applying Eq. (B.21) to each nuclear spin, one immediately finds that the average dipole-dipole Hamiltonian is \( H_D^{(0)} = 0 \). Furthermore, from the first order term in the Magnus expansion of Eq. (B.18) one finds that there is no first order correction, i.e. \( H_D^{(1)} = 0 \). Thus the leading order correction from the dipolar interaction is \( (D\tau)^2 D \sim 10^{-4} \) Hz. Due to this very high suppression we expect that nuclear dipolar coupling alone cannot account for the residual decoherence when MREV-8 is applied. Next we discuss the sources of residual decoherence in the limits of low and high laser power.
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B.5.2 Effect of MREV-8 on Decoherence from NV Ionization

At low laser power, nuclear decoherence is dominated by the (de)ionization of the NV electronic spin as described by the fluctuator model in Section B.4. Here we find the effect of MREV-8 on this source of decoherence; for simplicity we consider a simple two-state model. Within this model, the Hamiltonian of the nuclear memory spin is

\[ H_A = f(t) \left[ A_{||} I_z + A_{\perp} (I_x \cos \phi + I_y \sin \phi) \right], \]  

(B.22)

where \( f(t) \) describes telegraph noise with switching rate \( \gamma \). In the absence of MREV-8 it is straightforward to calculate the resulting decoherence. A Fermi’s golden rule calculation yields the depolarization rate in the limit \( \gamma \gg \omega_L \),

\[ \Gamma_1 = \frac{1}{8\gamma} A_{\perp}^2, \]  

(B.23)

which is set by the coefficients of \( I_x \) and \( I_y \). We calculate the dephasing rate within the Gaussian approximation, justified since \( A_{||} \tau \ll 1 \), yielding

\[ \Gamma_{\phi} = \frac{1}{8\gamma} A_{||}^2, \]  

(B.24)

which is set by the coefficient of \( I_z \).

Next we find how MREV-8 modifies the decoherence from NV ionization. Here we cannot apply average Hamiltonian theory because the Hamiltonian fluctuates rapidly between \( \pi/2 \) pulses. Nonetheless, we can make use of the fast switching rate, since in the relevant limit \( \gamma \tau \gg 1 \), the fluctuations \( f(t) \) are uncorrelated between one interval and the next. As a result, the total decoherence rate during one cycle is simply the incoherent average of the decoherence rates during each interval. The total dephasing rate is thus

\[ \Gamma_{\phi} = \frac{1}{M} \sum_j M_{\phi,j} \]  

and the depolarization rate is \( \Gamma_1 = \frac{1}{M} \sum_j M_{1,j} \), where the rates during
each interval \( j \) are obtained from the Hamiltonian \( H_j \) in the toggling frame, and using the same calculations as described above in the absence of MREV-8. When MREV-8 is applied we obtain

\[
\Gamma_\phi = \frac{1}{24\gamma} \left[ A^2_\parallel + 2A^2_\perp \sin^2 \phi \right], \quad (B.25)
\]

\[
\Gamma_1 = \frac{1}{24\gamma} \left[ A^2_\parallel + 2 \left( A^2_\parallel + A^2_\perp \cos^2 \phi \right) \right]. \quad (B.26)
\]

The coefficients which previously led to pure dephasing or depolarization become mixed due to the \( \pi/2 \) rotations of MREV-8.

The total transverse decoherence rate \( \Gamma_2 = 1/T_2 \) includes contributions from both dephasing and depolarization, and can be approximated by \( \Gamma_2 = \frac{1}{2} \Gamma_1 + \Gamma_\phi \). From the above results the total decoherence rates with and without MREV-8 are

\[
\Gamma_2 = \frac{1}{8\gamma} \left[ A^2_\parallel + \frac{1}{2} A^2_\perp \right] \quad \text{(without MREV-8)} \quad (B.27)
\]

\[
\Gamma_2 = \frac{1}{8\gamma} \left[ \frac{2}{3} A^2_\parallel + \frac{1}{2} A^2_\perp \left( 1 + \frac{2}{3} \sin^2 \phi \right) \right] \quad \text{(with MREV-8)} \quad (B.28)
\]

From the fit of our \( T_1 \) data (see Fig. 2.7) we found \( A_\perp/2\pi \approx 1.0 \) kHz and \( \gamma/2\pi \approx 300 \) kHz. Using this value of \( \gamma \), our \( T_2 \) data (see Fig. 2.12) this yields \( A_\parallel/2\pi \approx 3.3 \) kHz. Inserting these values into Eqs. (B.27) and (B.28) we find that the slope of \( T_2 \) versus laser power, at low power, is expected to be a factor \( \approx 3/2 \) larger when MREV-8 is applied. This simple estimate predicts that the decoherence from NV ionization is only slightly affected by MREV-8, in qualitative agreement with the data (see Fig. 2.12). However, the data shows that the impact of MREV-8 on the decoherence at low power is even smaller than the above prediction. This implies that in practice the total decoherence is slightly larger than obtained by incoherently averaging over each time interval, and as a result MREV-8 has almost no impact on the decoherence at low power.
Lastly, we consider the residual decoherence under MREV-8 at high laser power where the ionization-induced decoherence is suppressed by motional averaging. As discussed above, decoherence due solely to the dipolar interaction is strongly suppressed by MREV-8, in particular the terms in the effective Hamiltonian to zeroth and first order in $D\tau$ vanish. However, the presence of small but finite detuning of our RF pulses leads to slightly imperfect dipolar cancelation; for the longest times measured, this small detuning is sufficient to reintroduce the dipolar Hamiltonian through cross terms. This combined effect appears at first and higher orders in the effective Hamiltonian and sets the limit on $T_2$ in the present experiment.

Before discussing the combined effect of detuning and dipolar coupling, we consider the possibility of decoherence due to the detuning alone, in the absence of the dipolar interaction. The frequency resolution of our RF pulses is $\sim 10$ Hz, which means that a finite detuning of this order is expected. Constant detuning has no direct consequence since it is echoed out by the CPMG sequence in which MREV-8 is embedded. However, slow drifts in the detuning on the order of this frequency resolution could in principle lead to decoherence. From a measurement of $\delta(t)$ we estimate the rms fluctuation amplitude of $\delta_{\text{rms}}/2\pi \sim 10$ Hz and correlation time of $T_c \sim 350$ s. Estimating the impact of MREV-8 using the zeroth order term in Eq. (B.18), we modify this by $\delta_{\text{rms}} \rightarrow \delta_{\text{rms}}/3$. Using these values and estimating $T_2 \sim \sqrt[3]{12N^2/3T_c(2\pi/\delta_{\text{rms}})^2}$ for pure dephasing [72] we find $T_2 \sim 27$ s from the detuning fluctuations. This suggests that slow detuning fluctuations are not directly the cause of the observed residual decoherence.

We now turn to the combined effect of finite detuning and dipolar coupling which ap-
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pears to dominate the residual decoherence observed at high laser power. Dipolar coupling is described by Eq. (B.20), and the Hamiltonian due to finite detuning $\delta$ is

$$ H_\delta = -\delta \sum_j I^j_z $$

(B.29)
in the frame rotating at the RF frequency. Applying the Magnus expansion of Eq. (B.18) the $n$th term in the effective Hamiltonian contains frequencies of order

$$ \omega_n = [ (\delta + D)\tau ]^n (\delta + D). $$

(B.30)

For the longest coherence times measured, the interval between $\pi/2$ pulses is $\tau_{\text{max}} \sim 20$ ms, which yields $\delta\tau_{\text{max}} \sim 1$. Accordingly, we can no longer truncate the Magnus expansion to low order; specifically, the terms $(\delta\tau)^n D$ contribute to high order. This is the most important term, because terms involving only $\delta$ are echoed out by CPMG. Thus the effective decoherence time is set by the value of $\tau$ for which $\delta\tau \sim 1$. We have performed a simple numerical calculation to support this conclusion. In Fig. B.8 we show the signal calculated using parameters provided in the caption. We obtain an effective $T_2 \sim 2$ s, in good agreement with the experiment.

**B.5.4 Limits to Coherence Time**

The lifetime of our proposed nuclear spin quantum memory is limited by a combination of optically induced dephasing, $\Gamma_{\text{opt}}$ (eq. B.13), and interactions with the remaining spins in the surrounding $^{13}$C environment, $\Gamma_{\text{bath}}$. Since $\Gamma_{\text{opt}}$ is proportional to $A^2$, a slight reduction in strength of the hyperfine interaction increases the coherence time significantly. Upon reducing the $^{13}$C concentration by an order of magnitude, it is possible to initialize
Figure B.8: Signal calculated numerically for 5 bath nuclear spins distributed around the central nuclear spin, assuming 0.01% $^{13}$C nuclear spins in the diamond lattice. We assumed constant detuning $\delta/2\pi = 10$ Hz, and averaged over 50 random placements of the surrounding.

and readout a nuclear spin coupled with strength, $A \sim (2\pi)0.5$ kHz. Furthermore, lowering the $^{13}$C concentration will also result in a reduction of the nuclear-nuclear induced decoherence, that scales quadratically with the $^{13}$C concentration.

As discussed in the maintext, the use of even higher laser intensities in our present setup is limited by heating of the diamond sample, which causes drifts in the ESR transition. However, by increasing the laser intensity while simultaneously cooling the diamond sample, it is possible to further enhance the coherence time. Finally, by decoupling the memory nuclear spin from the environment via composite MREV-8 pulses, we can suppress dipole-dipole interactions with the spin bath by up to three order of magnitudes [4].

The expected coherence time for this process as a function of $^{13}$C concentration and laser power is plotted in Fig. B.9, where we have assumed that heating is suppressed by feedback cooling. As shown, coherence times exceeding 1 min are easily achievable, while coherence times in the range of 1 hour are eminently feasible.
Figure B.9: — **Estimated nuclear coherence time** as a function of laser power and $^{13}$C concentration. The hyperfine interaction is chosen to scale proportionally to the $^{13}$C concentration.

### B.6 Process Tomography and Fidelity

In this section we will in detail discuss how the performance of our memory is measured. For this we will first explain the way we characterize the system’s evolution using process tomography. Finally we will discuss our quantum memory in terms of fidelity.

To analyze the performance of our quantum memory we are interested in the full evolution of the $^{13}$C nuclear spin during the storage process. One way to fully characterize the system’s evolution $\mathcal{E}(\rho)$ is given by the Kraus map

$$\mathcal{E}(\rho) = \sum_{i,j=0}^{d^2-1} \chi_{i,j}(t) A_i \rho A_j^\dagger,$$

with $\rho$ being the density matrix describing our $^{13}$C nuclear memory, $A_i$ a basis of operators acting on $\rho$ and $d = 2$ the dimension of our system. The matrix $\chi$ is positive hermitian, time dependent and fulfills the trace-preservation relation $1 = \sum_{i,j} \chi_{i,j} A_i A_j^\dagger$.

For $d = 2$ we have to determine 12 parameters which determine $\chi$. Process tomography
is a tool to measure these parameters by preparing the nuclear spin in 4 different basis states
\((|\downarrow\rangle, |x\rangle, |y\rangle\) and \(|\uparrow\rangle\), with \(|x\rangle = (|\downarrow\rangle + |\uparrow\rangle)/\sqrt{2}\) and \(|y\rangle = (|\downarrow\rangle + i|\uparrow\rangle)/\sqrt{2}\) followed
by a state tomography after a certain storage time (Fig. B.10)

**Figure B.10:** — **State tomography** The states shown in the figure are \(|\downarrow\rangle, |x\rangle, |y\rangle\) and
\(|\uparrow\rangle\) after 1 s of storage time.

For the given states, we can reconstruct a matrix \(\tilde{\chi}\) that fulfills the Kraus map from
eq (B.31). In the basis \(A_i = \{1, \sigma_x, \sigma_y, \sigma_z\}\) the matrix \(\tilde{\chi}\) can be reconstructed by using the
linearity of \(\mathcal{E}\) and the identity

\[
\begin{align*}
\rho'_1 &= \mathcal{E}(|\downarrow\rangle\langle\downarrow|) : \rho'_4 = \mathcal{E}(|\uparrow\rangle\langle\uparrow|) \\
\rho'_2 &= \mathcal{E}(|x\rangle\langle x| - i|y\rangle\langle y|) - \frac{1 - i}{2}(\rho'_1 + \rho'_4) \\
\rho'_3 &= \mathcal{E}(|x\rangle\langle x| + i|y\rangle\langle y|) - \frac{1 + i}{2}(\rho'_1 + \rho'_4) \\
\tilde{\chi} &= \frac{1}{4} \begin{pmatrix} 1 & \sigma_x \\ \sigma_x & -1 \end{pmatrix} \begin{pmatrix} \rho'_1 & \rho'_2 \\ \rho'_3 & \rho'_4 \end{pmatrix} \begin{pmatrix} 1 & \sigma_x \\ \sigma_x & -1 \end{pmatrix},
\end{align*}
\]

(B.32)
which are outlined in [119].

However, the \( \bar{\chi} \) matrix derived this way does not necessarily describe a physical process since a noisy signal may produce a \( \bar{\chi} \) that does not satisfy hermiticity and completeness. To find a \( \chi \) that satisfies these requirements we apply a most likelihood procedure. This allows us to find a \( \chi \) which is most likely to produce the observed experimental signal \( p \) (A description of this procedure is given in [120]). In the most likelihood estimation we parametrized \( \chi \) by \( \chi(\vec{q}) \) to ensure non-negativity and hermiticity[121].

\[
\chi(\vec{q}) = \frac{Q^\dagger Q}{Tr[Q^\dagger Q]}, \text{ with } Q = \begin{pmatrix}
q_1 & 0 & 0 & 0 \\
q_5 + iq_6 & q_2 & 0 & 0 \\
q_{11} + iq_{12} & q_7 + iq_8 & q_3 & 0 \\
q_{15} + iq_{16} & q_{13} + iq_{14} & q_9 + iq_{10} & q_4
\end{pmatrix}
\]  

(B.33)

Using this parametrization for \( \chi \) we can now minimize the square residual function defined by

\[
S(\vec{q}) = \sum_{a=1}^{d^2} \sum_{b=1}^{d^2-1} \left( p_{a,b} - \sum_{n,m=0}^{d^2-1} \chi_{n,m}(\vec{q}) \langle \varphi_b | A_n | \phi_a \rangle \langle \phi_a | A_m^\dagger | \varphi_b \rangle \right)^2
\]  

(B.34)

where \( p_{a,b} \) denotes the measurement outcome for a state prepared in \( |\phi_a\rangle \) (\( |\phi_a\rangle = \{|\downarrow\rangle, |\uparrow\rangle, |x\rangle, |y\rangle\} \)) and projected on \( |\varphi_b\rangle \) (\( |\varphi_b\rangle = \{|\downarrow\rangle, |x\rangle, |y\rangle\} \)). The second part of the formula constrains \( \chi(\vec{q}) \) to be completely positive, with \( \lambda \) a parameter to describe the degree of positivity (a way to find a good starting point \( \vec{q}_0 \) is described in ref. [121]).
Using this most likelihood procedure we can find a $\chi$ matrix

$$\chi = \begin{pmatrix}
0.81 & -0.02i & -0.01 - 0.01i & -0.01i \\
0.02i & 0.02 & 0 & 0.02 + 0.01i \\
-0.01 + 0.01i & 0 & 0.14 & 0 \\
0.01i & 0.02 - 0.01i & 0 & 0.03
\end{pmatrix}. \tag{B.35}$$

that is associated with our experimental observations. By using a Monte Carlo simulation we can estimate the error bars associated with the $\chi$ matrix found from our most likelihood procedure

$$\delta \chi = \begin{pmatrix}
0.08 & 0.01 + 0.04i & 0.01 + 0.01i & 0.01 + 0.02i \\
0.01 - 0.04i & 0.06 & 0.01 + 0.01i & 0.01 + 0.01i \\
0.01 - 0.01i & 0.01 - 0.01i & 0.04 & 0.01 + 0.01i \\
0.01 - 0.02i & 0.01 - 0.01i & 0.01 - 0.01i & 0.04
\end{pmatrix}. \tag{B.36}$$

For this $\chi$ matrix all the off diagonal elements are zero within the error bars indicating that $\{1, \sigma_x, \sigma_y, \sigma_z\}$ is a eigen-basis. In this form the Kraus operators have the physical interpretation of quantum channels. That the largest contribution in $\chi$ with $(81 \pm 8)\%$ is associated with the identity $1$ as expected for a memory. The error channels are $(14 \pm 4)\%$ for phase-bit flip error $\sigma_y$, $(2 \pm 6)\%$ for bit flip $\sigma_x$ and $(3 \pm 4)\%$ for phase flip $\sigma_z$ error. In the case of only a depolarization channel one would expect an equal distribution between $\sigma_x$, $\sigma_y$ and $\sigma_z$. This mismatch can be explained by taking a finite detuning in the RF transition frequency and the fixed chirality of the MREV-8 sequence into consideration.

As discussed in [122] diagonalizing $\chi$ allows us to extract a master equation under the assumption that the noise environment is Markovian. The average fidelity calculated based on the solution of the master equation is shown in B.12. The results of the extracted master equation are in agreement with the recorded data (blue points) within statistical errors.
The process fidelity $F_p$ associated with the Kraus map $\chi$ is defined [120] by $F_p = \text{Tr}(\chi \cdot \chi_{id}) = \chi_{00}$, where $\chi_{id}$ is the process matrix representing the identity. Using the relationship [123] between process fidelity $F_p$ and average fidelity $\overline{F} = (d \cdot F_p + 1)/(d + 1)$ we find $\overline{F} = (87 \pm 5)$%.

Figure B.11: Estimated $\bar{\chi}$ matrix Initial reconstruction of the $\bar{\chi}$ matrix.
Figure B.12: Solution of master equation The blue points are the measured average fidelity from Fig. 2.13. The blue square represents the average fidelity calculated from the χ matrix. The blue dashed line is the average fidelity extracted from the master equation corresponding to blue square.
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C.1 Experimental Apparatus, Sensitivity and Accuracy

Our experimental apparatus consists of a confocal microscope with two independent excitation/collection paths allowing measurement and heating at two independent locations simultaneously. The experiments use either a Nikon Plan Fluor 100x oil immersion, NA = 1.3, (nanodiamonds) or a Nikon Plan Apo 100x air, NA = 0.95, objective (bulk sample), resulting in $C \approx 0.03$, which can be further improved by employing a solid immersion lens or diamond nano patterning. Microwaves are delivered via a lithographically defined coplanar waveguide on top of a glass coverslip. For experiments with nanodiamonds we use neutral density filters in the collection path to avoid saturation of the APD. The temperature accuracy $\delta T$ for bulk diamond is estimated from the measurement shown in Fig. 2b. Using the standard deviation $\sigma$ (shown error bars) we evaluate the accuracy as $\delta T = \sigma / (c \frac{d \Delta}{dt} 2\tau)$, where $c$ is the oscillation amplitude and $2\tau$ is the free evolution time. We find that for integration times $t < 30$ s (limited by temperature stability) the temperature accuracy
improves as $\sqrt{t}$, giving a sensitivity $\eta = \delta T \sqrt{t}$. A linear dependence of the dissipated heat as a function of laser power (Fig. 3b) is used to determine the measurement accuracy for NDs. A linear function, with slope $m$, is fitted to the data (red dashed line) and the measurement accuracy is given by $\delta T = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (T_i - m P_i)^2}$, with $T_i$ the measured temperature and $P_i$ the corresponding laser power. The error bars are evaluated as $\sigma(\delta T) = \delta T \sqrt{1 - \frac{2}{N-1} \frac{\Gamma^2(n/2)}{\Gamma^2((n-1)/2)}}$, where $\Gamma(\cdot)$ indicates the Gamma distribution.

### C.1.1 Ultimate Sensitivity

The ultimate sensitivity of our method is limited by the NV coherence time and the number of defect centers. In our current experiment, we have demonstrated a sensitivity of $9 \text{ mK/}\sqrt{\text{Hz}}$ (with a free evolution time of $250 \mu\text{s}$). Two natural extensions enable longer NV coherences: 1) decreasing the $^{13}$C concentration to suppress the nuclear spin bath and 2) further dynamical decoupling. These methods can, in principle, allow us to extend the evolution time up to $T_1/2 \sim 3 \text{ ms}$. In combination with a nanocrystal that contains $\sim 1000$ NV centers, this could yield an ultimate sensitivity limit of $80 \mu\text{K/}\sqrt{\text{Hz}}$. Further improvement may be possible by employing spin squeezed states. Finally, the determination of absolute temperature is limited by variations of the zero-field splitting due to spatially varying strain. For low strain diamond samples, we find that the variation in the zero-field splitting is less than $60 \text{ kHz}$, allowing for sub-K absolute temperature determination. In addition, the use of an ensemble of NV centers in different NDs with uncorrelated strain values allows for a further increase in absolute sensitivity by a factor $\sqrt{n}$, where $n$ is the number of NDs.
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C.1.2 Ultimate Accuracy in Solution

In cases where our method is used to probe a system that is in solution (e.g. cells, chemical reactions), the primary accuracy limit is set by heat dissipation during the measurement process. In particular, the microwave spectroscopy used to detect changes in the NV zero-field splitting also induces heating of the solution. In the present experiment, we utilize a lithographically fabricated microwave loop (diameter 200 µm) to generate an ac-magnetic field, $B \approx 10$ mGauss, for spin manipulations. Estimating the effective dipole field created by the microwave loop shows that the solution (water) absorbs $10^{-6}$ W of power yielding a temperature increase of 5 mK in the steady state. By using a smaller microwave loop (20 µm) and reducing the duty cycle, it could be possible to decrease the heating of the solution to approximately 50 µK.

C.2 Optical Setup

The optical setup consists of a home-built confocal microscope with two independent scanning beams. Two separate green excitation/collection beams are used for simultaneous excitation of spatially separated nanoparticles [124]. One of the scanning beams is controlled by a galvo-scanner (Thorlabs GVC002); the other beam is controlled by a 3-axis piezoelectric stage (PI P-562.3CD). The collected light is transmitted through a dichroic mirror and filters before being focused onto an avalanche photo diode (APD). The samples measured in Chapter 3 are mounted on a microscope coverslip; in the case of biological samples, the cells are protected by a buffer solution housed in a PDMS ring (Fig. C.1).
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Figure C.1: — **Schematic Setup.** Depicts the optical (excitation: green, collection: red) path and microwave supply (blue). Each of the two excitation (collection) paths can be independently controlled using a combination of a galvo-mirror and a piezo. By controlling the MW switches, it is possible to interchange between four different MW frequencies on sub-microsecond time scale.

### C.3 Microwave Setup

The microwave excitation of NV centers is achieved via a coplanar waveguide that is lithographically fabricated on top of the microscope coverslip. In the experiments shown in Chapter 3, CW microwave pulses at four different frequencies are applied in order to probe the fluorescence rate at different microwave frequencies. These microwave frequencies are created by mixing low frequency RF fields (200 and 202 MHz) with two different microwave carrier frequencies around 2.68 GHz. The actual pulse sequence is illustrated in Fig. C.4. To eliminate sensitivity to low frequency noise in the ND’s photoluminescence,
the pulse sequence depicted in Fig. S5 is repeated at a 5 kHz sampling rate.

### C.3.1 Nanodiamond Measurement Pulse Sequence

As indicated in Fig. 3a, we record the fluorescence at four different frequencies centered around $\Delta = 2.87$ GHz:

$$f^{1,2} \approx f(\omega_{-}) + \frac{\partial f}{\partial \omega} |_{\omega_{-}} (\mp \delta \omega + \delta B + \delta T \frac{d\Delta}{dT})$$

and $f^{3,4} \approx f(\omega_{+}) + \frac{\partial f}{\partial \omega} |_{\omega_{+}} (\mp \delta \omega - \delta B + \delta T \frac{d\Delta}{dT})$.

This allows us to determine the change in temperature,

$$\delta T = \frac{\delta \omega}{d\Delta/dT} \frac{(f^{1} + f^{2}) - (f^{3} + f^{4})}{(f^{1} - f^{2}) + (f^{3} - f^{4})}, \quad (C.1)$$

where $\omega_{\pm} \mp \delta \omega$ are the four microwave carrier frequencies and $\delta B$ is a unknown static magnetic field. By averaging the fluorescence at these four frequencies as shown in equation (2), we are able to remove errors associated with changes in total fluorescence rate, ESR contrast, Rabi frequency and magnetic field.

---

Figure C.2: **Pulse sequence** used for the measurements of Chapter 3. The microwave (MW) frequencies $\omega_{1}$ and $\omega_{2}$ are chosen such that when mixed with 200 MHz and 202 MHz fields, four frequencies $f^{1} = \omega_{1} + 200$ MHz, $f^{2} = \omega_{1} + 202$ MHz, $f^{3} = \omega_{2} + 200$ MHz and $f^{4} = \omega_{2} + 202$ MHz around 2.87GHz are realized. Each pulse is 50 $\mu$s long and the entire sequence is repeated 20,000 times.
C.4 Nanoparticle Localization

Under green excitation, the gold nanoparticles (Au NPs) used in the present work exhibit an emission spectrum which is slightly blue shifted relative to the NV spectrum (Fig. C.3). This allows us to use a frequency doubled YAG laser (532 nm) for excitation of both NV centers and Au NP. To distinguish the fluorescence of nanoparticles from NV centers, a 560±25 nm band pass filter is used. By comparing scans with and without a band pass filter (Fig. C.4), it is possible to clearly identify the location of Au NPs. To verify the presence of a nanodiamond (ND), we utilize the electron spin resonance (ESR) response of NV centers; in particular, we measure changes to the photoluminescence under microwave excitation.

![Fluorescence spectrum](image)

Figure C.3: — Fluorescence spectrum under green excitation of gold nanoparticles (blue data) and nanodiamonds (red data). The shaded region indicates the bandpass filter used for detection of gold. The arrows mark the respective y-axis scaling for each curve.
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![Confocal image of nanoparticles](image)

Figure C.4: Confocal image of nanoparticles. (a) Confocal scan of Au NPs and NDs taken with a 633 nm longpass filter. (b) Scan of the same area using a 560±25 nm bandpass filter. For visual clarity, a lower bound of 1000 kcps and an upper limit of 3000 kcps is set. The red arrows indicate locations of Au NPs.

### C.5 Injection of Nanodiamonds into Cells

Nanodiamonds and Au NPs were introduced into WS1 cells via silicon nanowire-mediated delivery\[75\]. Silicon nanowires were treated with 3-amino-propyltrimethoxysilane to present NH$_2$ functionality on the surface, and nanodiamonds / Au NPs were subsequently attached via electrostatic binding. Afterwards, human embryonic fibroblast WS1 cells were plated on the silicon nanowire substrates and cultured overnight. The cells were removed by trypsin treatment and re-plated on a glass slide with lithographically defined strip lines for ESR measurements. The samples were stained with calcein-AM and ethidium homodimer-1 for the live/dead assay.

### C.6 Global Temperature Control

To achieve a homogenous heating of the sample in our validation/calibration experiments, the sample mount is fabricated out of solid copper and is thermally isolated from
the rest of the experiment. A Peltier element is attached to the sample mount in order to control the temperature. The data in Fig. 3.5 of the main text was obtained by heating the sample mount (by 1K) and then subsequently cooling down after switching off the Peltier element. Thermal equilibrium is reached after approximately 1 hour. During the process of this equilibration, the measurement shown in Fig. 2 of the main text was recorded. The sample temperature (x-axis of Fig. 3.5) is independently recorded by a thermistor located on the sample mount immediately next to the diamond. Each data point is taken by first stabilizing the temperature of the mount through an attached Peltier element. After stabilization, the shift of the NV zero-field splitting is measured.
Appendix D

Supporting Material of Chapter 4

D.1 Materials and Methods

D.1.1 Sample Fabrication

The diamond sample used in this work is grown by chemical vapor deposition (CVD). During the CVD process, nitrogen is incorporated into the diamond lattice, resulting in a concentration of \(~100\) ppm. Next the sample is irradiated by a high-energy electron beam over a long period of time (\(~6\) months) to create a large number of vacancies. At the same time the sample is annealed to form nitrogen-vacancy (NV) centers. This process results in a concentration of \(~45\) ppm of NV centers within the diamond corresponding to \(~5\) nm of average separation and \(~(2\pi)\) \(420\) kHz dipole-dipole interaction strength. To control the region of optical excitation, we use angle etching to create a beam shaped piece of diamond, of \(20\ \mu\)m length and \(250\) nm width and transfer it onto our coplanar waveguide [108].
D.1.2 Optical Setup

As shown in Fig. D.1, the optical setup consists of a home-built confocal microscope with a Nikon Plan Fluor 100x oil immersion objective (NA = 1.3). The sample is mounted on a xyz-piezoelectric stage in the focal plane of the microscope. Excitation of the ensemble of NV centers is performed by a continuous green laser (\( \lambda = 532 \) nm) with average power less than 50 \( \mu \)W. Short laser pulses are generated by an acousto-optic modulator (AOM) from Isomet in a double pass configuration. The lambda-half waveplate at the objective allows control over the polarization direction of excitation light. This can be used to selectively excite individual crystallographic NV orientations more efficiently than others. The NV center fluorescence is emitted into the phonon sideband (630-800 nm), which is separated from the excitation by a dichroic mirror. An additional 650 nm long pass filter further suppresses unwanted emission. After passing a pinhole the collection beam is then focused onto a single photon counting avalanche photodiode (APD) to achieve confocal detection.

D.1.3 Microwave Setup

To coherently control the electronic spin of the NV center we deliver microwaves to the sample through an impedance-matched coplanar waveguide fabricated on a glass coverslip. A small inner diameter (20 \( \mu \)m) of an omega-shaped microstructure at the center of the waveguide allows us to reach Rabi frequencies close to \( \sim (2\pi) 100 \) MHz. In Fig. D.1, we illustrate the schematic setup of the microwave control system. Two independent microwave circuits are implemented to have full control over two groups of NV centers having different transition frequencies. The main driving frequencies are generated
Figure D.1: Schematic of the optical Setup. Green and red lines indicate the optical paths (excitation: green, collection: red). An acousto-optic modulator (AOM) is used to control green laser duration. A dichroic mirror (DM) spectrally filters out the fluorescence from NV centers for electronic spin state readout. A 650 nm long pass filter additionally helps to filter fluorescence emission, corresponding to the phonon sideband (PSB) of NV centers. A 5-μm pinhole is used in combination with a single photon counting avalanche photodiode (APD) to achieve confocal detection. A polarizing beam splitter (PBS) is used to polarize the excitation beam. With the addition of a λ/2 waveplate we get control over the incident green polarization onto the diamond sample. The sample is placed on top of a coplanar microwave (MW) structure in the shape of an omega (inset). Three electromagnetic coils are used to create a static magnetic field up to ~300 Gauss in an arbitrary direction.

by two RF signal generators (Rohde & Schwarz SMIQ06B). A low-pass microwave filter (Mini-Circuits VLF-3000+) is added to suppress unwanted higher-order harmonics of fundamental frequencies. A DC block (Picosecond 5501a) is additionally used to isolate from low-frequency noise. Two microwave amplifiers (ZHL-16W-43+) used for both channels together with a power combiner (Mini-Circuits ZFRSC-42-S+). An arbitrary waveform generator (The Tektronix AWG7052) in conjunction with an IQ mixer is used to control the duration and phase of MW pulses on a timescale of 1 ns. The inset of Fig. D.2 depicts
the detailed configuration of analog inputs connected to the IQ mixers (Marki IQ1545LMP) used to define short microwave pulses. In order to finely tune the voltage offset of the I and Q port (to achieve high isolation), a DC voltage source is combined with the AWG signal. The addition of an attenuator allows the suppression of unwanted reflections.

D.1.4 Magnetic Field Setup

Three water-cooled electromagnetic (EM) coils provide an external magnetic field with an amplitude up to \( \sim 300 \text{ Gauss} \) in an arbitrary direction (see Fig. D.1 and D.3A). To calibrate the magnetic field created by the coils, electron spin resonance (ESR) spectra are recorded at several different values of coil currents. Since the Hamiltonian of the NV center in the presence of a B-field is known, the expected transition frequencies for all subensembles of NV centers (four different crystallographic orientations) can be calculated. The different groups A, B, C, and D of NV centers are characterized by their N-V axis orientations, i.e., \( A = [111], B = [\bar{1}11], C = [1\bar{1}1], \) and \( D = [11\bar{1}] \). By comparing ESR simulations to the experimental data, a unique transfer matrix can be calculated which converts coil current flow information into a magnetic field vector at the confocal spot. Figure D.3D shows an ESR spectrum with the B-field aligned along [111] direction. The group A exhibits the largest Zeeman splitting due to alignment of the spin quantization axis to the applied B-field. The other groups B, C, and D become degenerate due to the same projection angle of the B-field with respect to their crystallographic axes. In Fig. D.3D, the direction of an external B-field is perpendicular to the sample surface, i.e., \( B \parallel [001] \), resulting in all the groups A-D having degenerate B-field projection.
Figure D.2: **Schematic of the Microwave Control Setup.** Two sets of independent microwave circuits are used to achieve full control over two separate groups of NV centers at different transition frequencies. A 3 GHz low-pass filter suppresses unwanted higher-order harmonics. The two microwave paths are separately amplified to avoid saturation and then combined and sent to the diamond sample. In order to precisely control the microwave pulse length as well as phase, each path is sent through an IQ mixer controlled by an arbitrary waveform generator (AWG) output. The inset shows the detailed configuration of analog inputs connected to the IQ mixers used to define microwave pulse length and phase. In order to finely tune the voltage offset of the I and Q port, to achieve high isolation, a DC voltage source is combined with the AWG signal. The addition of an attenuator allows the suppression of unwanted reflections.

**D.2 On-site Energy Disorder and Dipole-Dipole Interaction**

**D.2.1 Characterization of Disorder**

The ESR linewidth of an ensemble of NV centers is influenced by multiple factors such as random magnetic fields originating from other lattice spin impurities such as $^{13}$C or N, as well as local electric fields and lattice strain. While some of these contributions might
be spatially correlated (such as strain), others such as magnetic spin coupling are relatively short range and therefore act as a quasi random on-site potential disorder for the NV center. To quantify the different contributions to the linewidth, coherence measurements of different basis states can be performed. Since different states can be chosen to be sensitive/insensitive to different physical quantities, such measurements give insight into the diamond environment.

Figure D.4 shows both Ramsey spectroscopy as well as spin echo measurements for five different basis states / initialization configurations. Table D.1 shows how the quantum coherence of different initializations is affected by magnetic and electric noise from their local environment.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Wavefunction</th>
<th>Rate of dephasing</th>
<th>Noise</th>
<th>$1/T_2^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\psi_1\rangle$</td>
<td>$(</td>
<td>0\rangle +</td>
<td>1\rangle)/\sqrt{2}$</td>
</tr>
<tr>
<td>$</td>
<td>\psi_2\rangle$</td>
<td>$(</td>
<td>0\rangle +</td>
<td>-1\rangle)/\sqrt{2}$</td>
</tr>
<tr>
<td>$</td>
<td>\psi_3\rangle$</td>
<td>$(</td>
<td>1\rangle +</td>
<td>-1\rangle)/\sqrt{2}$</td>
</tr>
<tr>
<td>$</td>
<td>\psi_4\rangle$</td>
<td>$(</td>
<td>0\rangle +</td>
<td>D\rangle)/\sqrt{2}$</td>
</tr>
<tr>
<td>$</td>
<td>\psi_5\rangle$</td>
<td>$(</td>
<td>0\rangle +</td>
<td>B\rangle)/\sqrt{2}$</td>
</tr>
</tbody>
</table>

Table D.1: Five different basis states used for characterizing the local on-site disorder.

The dark ($|D\rangle$) and bright states ($|B\rangle$) are prepared by applying an off-axis magnetic field perpendicular to an NV symmetry axis, where $|D\rangle \equiv (|m_s = 1\rangle - |m_s = -1\rangle)/\sqrt{2}$ and $|B\rangle \equiv (|m_s = 1\rangle + |m_s = -1\rangle)/\sqrt{2}$. $B_\parallel$ ($E_\parallel$) and $B_\perp$ ($E_\perp$) are projected magnetic (electric) noise components, parallel and perpendicular to the NV axis. In addition, $\gamma_{NV} = (2\pi) 2.8$ MHz G$^{-1}$, $d_\parallel = (2\pi) 0.35$ Hz cm V$^{-1}$ and $d_\perp = (2\pi) 17$ Hz cm V$^{-1}$ are the gyromagnetic ratio of the NV, axial and perpendicular components of the ground triplet state permanent electric dipole moment of a NV center [125]. In consideration of the rate of
dephasing, we ignore $B_\perp$ to a first approximation because its effect is significantly smaller than $B_\parallel$ by a factor of $\sim \gamma_{NV} B_\perp / \Delta_0$, where $\Delta_0 = (2\pi) 2.87$ GHz is the zero-field splitting of the NV center. $\Gamma$ is a noise source-dependent inhomogeneous broadening contributing to the linewidth of the ESR.

As seen in the table D.1, each coherent superposition can effectively probe different types of noise components, enabling us to quantify their relative strengths to determine the on-site potential disorder. In a lifetime-broadened regime, we apply $\Gamma = 1 / \pi T_2^*$ to extract a line broadening due to a particular noise source (see last column of Table D.1). Thus, using the measured $T_2^*$ values from different configurations, we can estimate $\Gamma_{B\parallel}$, $\Gamma_{E\parallel}$, and $\Gamma_{E\perp}$. The difference in $T_2^*$ between $|\psi_1\rangle$ and $|\psi_2\rangle$ (as well as $|\psi_4\rangle$ and $|\psi_5\rangle$) in experimental data is presumably due to frequency-dependent field noise. When averaging these results, we can extract the three inhomogeneous broadening factors as $\Gamma_{B\parallel} = 3.78(3)$ MHz, $\Gamma_{E\parallel} = 2.18(8)$ MHz and $\Gamma_{E\perp} = 4.30(13)$ MHz. The measured ESR linewidth $W_{FWHM} = \sqrt{8 \ln 2 W} \approx 9.4$ MHz (see Fig. 4.4) roughly agrees up to a factor of $\sim 1.5$ with the calculated $\Gamma_{B\parallel} + \Gamma_{E\parallel} \approx 6.0$ MHz. According to this analysis, the random on-site disorder in our sample seems to result from both electric and magnetic fields with comparable weights. For a spin echo sequence as shown in Fig. D.5C, time traces of $|\psi_{4,5}\rangle$ exhibit a modulation in decay envelope. This can be explained by hyperfine interaction with the $^{14}$N nuclear spin [126].

### D.2.2 Estimation of NV Density

The NV density-dependent dephasing rate as seen in Fig. 4.7 implies that the ensemble coherence in our sample is predominantly limited by dipolar interactions among NVs. Specifically, the total dephasing rate can be modeled as $\gamma_T = \gamma_b + \nu \gamma_0$, where $\gamma_b$ and $\gamma_0$ are
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bare and dipolar interaction-induced dephasing rates, respectively. To estimate the dependence of $\gamma_T$ on the NV density, $\nu$, we perform a few-spin exact diagonalization calculation. Comparing this result to the data allows us to extract the density of NV spins in our sample.

Fig. D.5 depicts the comparison of spin echo simulation results with the measured data by tuning the number of resonant NV groups (effective density). The simulation is conducted using 12 NV spins based upon an effective spin-1/2 model. The total NV concentrations selected for simulations are 5, 20, 40, 60, 70, 80 and 100 ppm. We averaged over $\sim500$ realizations of positional disorder, resulting in a single smooth coherence curve under the spin echo sequence. We fit the coherence decay with a simple exponential function. As seen in Fig. D.5A, a linear dependence of $1/T_2$ is identified for all the density values, thereby allowing us to extract $\gamma_0$ as a function of the NV density. We plot the interaction-related slope, $\gamma_0$, in Fig. D.5B. By comparison, the NV density in our sample is estimated to be $\sim45$ ppm. A similar analysis of the DEER data in Fig. 4.6 can be performed and reveals a comparable NV concentration.

D.3 Effective Hamiltonian of a driven System

In this section, we derive the effective Hamiltonian for a driven, dipolar interacting spin ensemble. The main idea is to work in a frame that is rotating along each NV group’s quantization axis at corresponding driving frequency ($\omega_0^A$ and $\omega_0^B$ for group A and B, respectively). If the difference between $\omega_0^A$ and $\omega_0^B$ is large compared to the interaction strength, one can ignore exchange interactions between spins from different groups (secular approximation). This results in distinct forms of intra- and inter-group interactions. We project the Hamiltonian into effective two-level systems, and derive $H_T$, used in chapter 4.
We start with the Hamiltonian for dipolar interacting NV centers

\[ H = \sum_i H^0_i + \sum_i H^d_i(t) + \sum_{ij} H^dd_{ij} \]  

(D.1)

where \( H^0_i \) is a single particle Hamiltonian for a spin at site \( i \), \( H^d_i(t) \) is time-dependent driving, and \( H^dd_{ij} \) is the magnetic dipole-dipole interaction between spins at sites \( i \) and \( j \).

The first term \( H^0_i \) includes Zeeman coupling to an external magnetic field, the zero-field splitting of a NV center, and any other disordered potentials described in chapter 4. In our experiments, dominant contributions for \( H^0_i \) come from the zero-field splitting and Zeeman field projected along the quantization axis (a few hundred MHz), which are two orders of magnitude larger than the rest of the couplings. Setting \( \hbar = 1 \), we can write

\[ H^0_i \approx (\Delta_0 + \delta^0_i) (\hat{c}_i \cdot \vec{S}_i)^2 + (\Delta_B (\hat{c}_i) + \delta^B_i) (\hat{c}_i \cdot \vec{S}_i) \]  

(D.2)

where \( \vec{S}_i \) is the spin vector operator, \( \hat{c}_i \) is the unit vector along the quantization axis of the spin, \( \Delta_0 = (2\pi) 2.87 \) GHz is the zero-field splitting, \( \Delta_B (\hat{c}_i) \) is the Zeeman splitting along \( \hat{c}_i \), and \( \delta_{0,i} \) and \( \delta_{B,i} \) are on-site disorder potentials. If the external magnetic field \( \vec{B} \) is oriented in a way that \( \Delta_B (\hat{c}_i) \) for different groups are sufficiently separated (compared to the driving strength), one can effectively address distinct groups independently. Below we assume such a case and consider resonant driving of two groups \( A \) and \( B \) using microwave frequencies \( \omega_0^{A(B)} = \Delta_0 - \Delta_B (\hat{c}_{A(B)}) \). The Hamiltonian for driving is given as

\[ H^d_i(t) = \gamma_{NV} \vec{B}_{MW} \cdot \vec{S}_i \cos(\omega_0 t) \]

where \( \gamma_{NV} \) is the gyromagnetic ratio of the NV center, and \( \vec{B}_{MW} \) is the microwave field vector. Now moving into the rotating frame with unitary transformation \( U(t) = \exp \left[ -i \left( \sum_i \Delta_0 (\hat{c}_i \cdot \vec{S}_i)^2 + \Delta_B (\hat{c}_i) (\hat{c}_i \cdot \vec{S}_i) \right) t \right] \) and applying
rotating wave approximations, we obtain the effective single particle Hamiltonian

\[ \hat{H}_i = U^\dagger(t) \left[ H^0_i + H^d_i(t) \right] U(t) \]

\[ = (\delta_{0,i} + \delta_{B,i}) |1\rangle \langle 1| + (\delta_{0,i} - \delta_{B,i}) |-1\rangle \langle -1| + \frac{\Omega_i}{2} \{|-1\rangle \langle 0| + h.c.\}, \]

where \{|1\rangle, |0\rangle, |-1\rangle\} is the basis of spin states along its quantization axis and \(\Omega_i\) is the Rabi frequency of the driving.

The effective interaction among spins can be obtained in a similar way. We start with the dipole-dipole interaction between spin-\(i\) and spin-\(j\)

\[ H_{dd}^{ij} = -\frac{J_0}{r^3} \left( 3 \left( \vec{S}_i \cdot \vec{r} \right) \left( \vec{S}_j \cdot \vec{r} \right) - \vec{S}_i \cdot \vec{S}_j \right), \]

where \(J_0 = (2\pi) 52 \text{ MHz} \cdot \text{nm}^3\) and \(\vec{r}\) is the relative position between two spins. In the rotating frame, we obtain the effective interaction by replace \(\vec{S}_i \mapsto U^\dagger(t) \vec{S}_i U(t)\). Since we are interested in the interaction in the basis of each NV's own quantization axis, we first explicitly rewrite \(\vec{S}_i\) in terms of \((S^x_i, S^y_i, S^z_i)\) in a coordinate system where \(\hat{z}_i\) is parallel to the quantization axis \(\hat{c}_i\)

\[ \hat{H}_{dd}^{ij} = U^\dagger(t) H_{dd}^{ij} U(t) = -J_0/r^3 \left[ 3 \left( \vec{r} \cdot \hat{x}_i \right) \left( \vec{r} \cdot \hat{x}_j \right) - \hat{x}_i \cdot \hat{x}_j \right] S^x_i S^x_j \]

\[ + \left( 3 (\hat{r} \cdot \hat{y}_i) (\hat{r} \cdot \hat{y}_j) - \hat{y}_i \cdot \hat{y}_j \right) S^y_i S^y_j \]

\[ + \left( 3 (\hat{r} \cdot \hat{z}_i) (\hat{r} \cdot \hat{z}_j) - \hat{z}_i \cdot \hat{z}_j \right) S^z_i S^z_j \]

\[ + H_{\text{rest}}, \]

where \(H_{\text{rest}}\) contains all the other terms of the form \(S^x S^z, S^y S^z, S^z S^x, S^z S^y\).
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We now perform a rotating wave approximation. This is very well justified because the typical strength of the interaction is much weaker than the driving frequency $J_0/r^3 \sim (2\pi) 0.4$ MHz $\ll \omega_0^{A,B} \sim (2\pi) 2.5$ GHz. First, we note that only $S^x$ and $S^y$ operators are rapidly oscillating in time while $S^z$ remains invariant, $[S_i^z, U(t)] = 0$. Therefore, every term in $H_{\text{res}}$ may be safely ignored. Then, introducing

$$g_{ij}^+ = \frac{1}{2} \left[ 3 (\hat{r} \cdot \hat{x}_i) (\hat{r} \cdot \hat{x}_j) - \hat{x}_i \cdot \hat{x}_j + 3 (\hat{r} \cdot \hat{y}_i) (\hat{r} \cdot \hat{y}_j) - \hat{y}_i \cdot \hat{y}_j \right]$$  \hspace{1cm} (D.12)

$$g_{ij}^- = \frac{1}{2} \left[ 3 (\hat{r} \cdot \hat{x}_i) (\hat{r} \cdot \hat{x}_j) - \hat{x}_i \cdot \hat{x}_j + 3 (\hat{r} \cdot \hat{y}_i) (\hat{r} \cdot \hat{y}_j) + \hat{y}_i \cdot \hat{y}_j \right]$$  \hspace{1cm} (D.13)

$$h_{ij}^+ = \frac{1}{2} \left[ 3 (\hat{r} \cdot \hat{x}_i) (\hat{r} \cdot \hat{y}_j) - \hat{x}_i \cdot \hat{y}_j + 3 (\hat{r} \cdot \hat{y}_i) (\hat{r} \cdot \hat{x}_j) + \hat{y}_i \cdot \hat{x}_j \right]$$  \hspace{1cm} (D.14)

$$h_{ij}^- = \frac{1}{2} \left[ 3 (\hat{r} \cdot \hat{x}_i) (\hat{r} \cdot \hat{y}_j) - \hat{x}_i \cdot \hat{y}_j + 3 (\hat{r} \cdot \hat{y}_i) (\hat{r} \cdot \hat{x}_j) - \hat{y}_i \cdot \hat{x}_j \right]$$  \hspace{1cm} (D.15)

$$q_{ij} = 3 (\hat{r} \cdot \hat{z}_i) (\hat{r} \cdot \hat{z}_j) - \hat{z}_i \cdot \hat{z}_j,$$  \hspace{1cm} (D.16)

we can simply rewrite

$$\tilde{H}_{ij}^{dd} \approx -J_0/r^3 [g_{ij}^+ (S^x_i S^x_j + S^y_i S^y_j) + h_{ij}^- (S^x_i S^y_j - S^y_i S^x_j) + q_{ij} S^z_i S^z_j]$$  \hspace{1cm} (D.17)

$$+ g_{ij}^+ (S^x_i S^y_j - S^y_i S^x_j) + h_{ij}^- (S^x_i S^y_j + S^y_i S^x_j)].$$  \hspace{1cm} (D.18)

Here, $g^+$ and $h^-$ terms correspond to “flip-flop” type transitions, exchanging one unit of spin polarization,

$$(S^x_i S^x_j + S^y_i S^y_j) = |+0\rangle \langle +0| + |++\rangle \langle 00| + |00\rangle \langle -+| + |0-\rangle \langle -0| + h.c. $$  \hspace{1cm} (D.19)

$$(S^x_i S^y_j - S^y_i S^x_j) = i (|+0\rangle \langle 0+| + |++\rangle \langle 00| + |00\rangle \langle -+| + |0-\rangle \langle -0| \rangle + h.c.$$  \hspace{1cm} (D.20)

In addition, owing to the strong anharmonic level structure, we may also ignore flip-flop transitions between levels with large energy differences, e.g. terms such as $|+0\rangle \langle 00|$. Finally, we ignore the terms in Eq. (D.18) as they correspond to double flip-up or flip-down
and rapidly oscillate in time. After these approximations, the effective interaction becomes

$$H_{dd}^{ij} \approx -J_0/r^3 \left[ \left( g_{ij}^+ + ih_{ij}^- \right) |0+\rangle \langle 0+| + |0-\rangle \langle -0| + h.c. + q_{ij}S^z_i S^z_j \right].$$  \hspace{1cm} (D.21)

Now we divide the discussion into two cases depending on whether spins $i$ and $j$ belong to the same group or to different groups. In the former case, the quantization axes coincide, and we can simplify $h_{ij}^- = 0$, $g_{ij}^+ = \frac{1}{2}(1 - 3 \cos^2 \theta)$, and $q_{ij} = -(1 - 3 \cos^2 \theta)$ with $\cos \theta \equiv \hat{z} \cdot \hat{r}$. In the latter case, the flip-flop terms are again rapidly oscillating, and only the Ising interaction $S^z_i S^z_j$ remains, resulting in

$$H_{dd}^{ij} \approx \begin{cases} -\frac{J_0 q_{ij}}{r^3} \left( \frac{|0+\rangle \langle 0+| + |0-\rangle \langle -0| + h.c.}{2} + S^z_i S^z_j \right) & \text{same group} \\ -\frac{J_0 q_{ij}}{r^3} S^z_i S^z_j & \text{different groups} \end{cases}.$$ \hspace{1cm} (D.22)

These interactions as well as the single particle terms conserve the total population of spins in $|+\rangle$. Therefore, once the system is initialized into a state with no population in $|+\rangle$, the dynamics remains in the manifold spanned by $|0-\rangle$ and $|0\rangle$. Projecting $\sum_i H_i + \sum_{ij} H_{dd}^{ij}$ into this manifold, we obtain the Hamiltonian for an effective two-level system. Finally, introducing spin-$1/2$ operators $\vec{\sigma}$ for two levels $|0-\rangle$ and $|0\rangle$, we obtain $H_T = H_A + H_B + H_{AB}$ where

$$H_{A(B)} = \sum_{i \in A(B)} \left[ (\delta_{0,i} - \delta_{B,i}) \sigma^z_i + \Omega_{A(B)} \sigma^x_i \right] + \sum_{i,j \in A(B)} \frac{J_0 q_{ij}}{r^3_{ij}} \left( \sigma^x_i \sigma^x_j + \sigma^y_i \sigma^y_j - \sigma^z_i \sigma^z_j \right),$$ \hspace{1cm} (D.23)

$$H_{AB} = -\sum_{i \in A, j \in B} \frac{J_0 q_{ij}}{r^3_{ij}} \sigma^z_i \sigma^z_j,$$ \hspace{1cm} (D.24)

up to a constant. This Hamiltonian is of the form presented in chapter 4 with appropriate identifications of $\delta_i \equiv \delta_{0,i} - \delta_{B,i}$ and $J_{ij} \equiv J_0 q_{ij}$.

We remark one particularly interesting aspect of this Hamiltonian in the dressed-state basis. With sufficiently strong driving, $\sigma^+ i$ becomes a good spin polarization basis, and one
can rewrite the interactions in terms of $\sigma^{\pm} = \sigma^{y} \pm i\sigma^{z}$, wherein the intra-group interaction becomes $\sigma^{+}_{i} \sigma^{+}_{j} + (\sigma_{i}^{+} \sigma_{j}^{-} + \sigma_{i}^{-} \sigma_{j}^{+})/2$. Here, we find that spin exchange terms $(\sigma_{i}^{+} \sigma_{j}^{-} + h.c.)$ are missing (and also note that $\sigma^{+}_{i} \sigma^{+}_{j} + \sigma^{-}_{i} \sigma^{-}_{k}$ terms are energetically suppressed). This implies that spin polarization transport within a group is strongly suppressed by the driving.

### D.4 Resonance Counting Theory

In this section, we provide a detailed study of the single particle resonance counting theory. We will first focus on the case of quenched on-site potential disorder, deriving the disorder-dependent power-law relaxation presented in chapter 4. Then, we generalize the result to the case when disordered potentials are time-dependent in two different ways: uncorrelated and correlated. For the first case, we consider a model where on-site disorder configurations undergo uncorrelated changes at rate $\Gamma$. The result from this model captures most of the features observed in our experiments as presented in chapter 4. For the second case we analyze the situation in which only a fraction of on-site disorder is changing, leading to a correlation in time.

#### D.4.1 Disorder-dependent power-law decay

As discussed in chapter 4, we estimate the survival probability of a single spin excitation based on a simple counting argument. We consider a dynamical formation of $k$-resonating clusters; at time $t$, we compute the probability $\Pr(k; t)$ that the central spin is connected to $k - 1$ other spins via a network of resonances defined in chapter 4. Assuming that the population of the excitation is equally shared among a resonating cluster, the survival
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probability is given as

\[ P(t) \approx \sum_{k=1}^{\infty} \frac{1}{k} \Pr(k; t). \]  \hspace{1cm} (D.25)

reducing our problem to the computation of \( \Pr(k; t) \). Below we will show that the dominant contributions arise from \( k = 1 \).

In general, the exact calculation of \( \Pr(k; t) \) is difficult. This is because the connectivity of the resonance network is correlated due to the spatial structure (\( d \)-dimensional Euclidean space) as well as a given assignment of random on-site potentials: if spin pairs \( (a, b) \) and \( (b, c) \) are pair-wise resonant, it is likely that the pair \( (a, c) \) is also resonant, etc. However, the qualitative behavior of \( \Pr(k; t) \) can still be well-understood by ignoring these correlations. In such cases, the resonance network can be viewed as a random graph generated by a so-called Galton-Watson process: starting from the central spin, a spin "reproduces" \( \ell \) "children spins" (the central spin finds \( \ell \) resonant spins). The number of children \( \ell \) is drawn from a probability distribution \( p(\ell) \). Each child spin then reproduces its own children, whose number is again independent and identically distributed according to the same \( p(\ell) \). This process terminates when no more children spins are produced. In this picture, \( \Pr(k; t) \) corresponds to the probability that the central spin generates total \( k - 1 \) descendant and the process terminates. We note that such a process may not terminate, in which case the central excitation becomes delocalized over a macroscopic number of spins.

In order to estimate \( \Pr(k; t) \), we first compute \( p(\ell) \) as a function of time \( t \). Such \( p(\ell; t) \) is the probability of having \( \ell \) directly resonating spins at time \( t \). For \( \ell = 0 \), a spin of interest (spin-\( i \)) must not have any resonating spins at any distance from \( r_{\text{min}} \) to \( R(t) \equiv (J_0 t)^{1/3} \), where \( r_{\text{min}} \) is the short-distance cut-off of spin-spin distances. Hence, \( p(0; t) \) is given as a
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product of probabilities:

\[ p(0; t) = \prod_{r_{\text{min}} \leq r < R(t)} \left( 1 - 4\pi n r^2 dr \frac{\beta J_0 / r^3}{W_{\text{eff}}} \right) \]  
\[ = \exp \left[ - \int_{r_{\text{min}}}^{R(t)} \frac{\beta 4\pi n J_0}{W_{\text{eff}}} r^{-1} dr \right] \]  

(D.26)

(D.27)

where \( 4\pi n r^2 dr \) is the probability of finding a spin at distance \( r \), and \( \beta J_0 / (W_{\text{eff}} r^3) \) is the probability that the spin (if it exists) resonates with the spin-\( i \). Defining \( \lambda(t) = \frac{\beta 4\pi n J_0}{W_{\text{eff}}} \ln \frac{R(t)}{r_{\text{min}}} \), we obtain \( p(0; t) = \exp \left[ -\lambda(t) \right] \). Similarly, we can calculate \( p(\ell; t) \) for \( \ell > 0 \), and obtain \( p(\ell; t) = \frac{1}{\ell!} (\lambda(t))^\ell e^{-\lambda(t)} \), which is the Poisson distribution with mean \( \lambda(t) \).

One interesting aspect of a Galton-Watson process with a Poisson distribution is that the probability that the process would ever terminate \( P_{\text{term}} \) may be dominated by the termination at the first step. More specifically, we have the self-consistency equation

\[ P_{\text{term}} = e^{-\lambda} + \sum_{\ell=1}^{\infty} \frac{\lambda^\ell e^{-\lambda}}{\ell!} (P_{\text{term}})^\ell , \]  

(D.28)

where the first term corresponds to the case where the initial spin does not have any resonance up to time \( t \), while the second term implies the termination of each sub-graph generated from \( \ell \) children spins. For sufficiently large \( \lambda \), \( P_{\text{term}} \) becomes small, and its contribution is dominated by the first term. In our case, \( \lambda(t) \) is a function of time which diverges in the limit \( t \to \infty \). As we are interested in the late time dynamics, we may only consider the first term. In terms of \( \Pr(k; t) \), this corresponds to approximating \( \Pr(k; t) \sim 0 \) for \( k > 2 \). Finally, noting that that \( \Pr(k = 1; t) = p(0; t) \), we recover the expression in chapter 4.

D.4.2 Time-dependent disorder I: uncorrelated spectral jumps

Now we consider the case of time-dependent disorder. We assume that the on-site disorder configuration \( \tilde{\delta}_i \) changes (spectral jumps) at an average rate \( \Gamma \). Then, the survival
probability is modified and can be written as

\[
\overline{P(t)} = \sum_{k=0}^{\infty} \sum_{0<t_1<\ldots<t_k<t} \text{Prob}(t_1, t_2, \ldots, t_k) P_k(t; t_1, t_2, \ldots, t_k)
\]  

(D.29)

where \( \text{Prob}(t_1, t_2, \ldots, t_k) \) is the probability of having \( k \) spectral jumps at times \( 0 < t_1 < t_2 < \ldots < t_k < t \), and \( P_k(t; t_1, t_2, \ldots, t_k) \) is the survival probability of the spin excitation, given that disorder configuration changes at times \( \{t_i\} \). Assuming a Poisson process, we have

\[
\text{Prob}(t_1, t_2, \ldots, t_k) = e^{-\Gamma t_1} (\Gamma dt_1) e^{-\Gamma (t_2-t_1)} (\Gamma dt_2) \cdots (\Gamma dt_k) e^{-\Gamma (t-t_k)}
\]

(D.30)

\[
= e^{-\Gamma t} \prod_i \Gamma dt_i.
\]

(D.31)

If disorder configurations for different time intervals \( t_{i+1} - t_i \) are uncorrelated, the survival probability \( P_k(t; t_1, t_2, \ldots, t_k) \) is simply the product of survival probabilities for each time interval,

\[
P_k(t; t_1, t_2, \ldots, t_k) = \prod_{i=0}^{k} \left( (t_{i+1} - t_i)/t_c \right)^{-\eta},
\]

(D.32)

where \( \eta = 4\pi n J_0 \beta/(3W_{\text{eff}}) \) is the disorder-dependent exponent, \( t_0 = 0 \), \( t_{k+1} = t \), and \( t_c \) is short-time cut-off set by interaction strength between a nearest possible spin pair. Combining these two factors and integrating over all possible times for quantum jumps, we obtain

\[
\overline{P(t)} = \sum_{k=0}^{\infty} e^{-\Gamma t} (\Gamma t)^k (t/t_c)^{(k+1)\eta} \int_{0<z_1<\ldots<z_k<1} \prod_{i=0}^{k} (z_{i+1} - z_i)^{-\eta} \prod_{i=1}^{k} dz_i,
\]

(D.33)

where we introduced \( z_i = t_i/t \). Finally, defining \( c_k \equiv k! \int_{0<z_1<\ldots<z_k<1} \prod_{i=0}^{k} (z_{i+1} - z_i)^{-\eta} \prod_{i=1}^{k} dz_i \), we obtain the expression presented in chapter 4.

As illustrated in Fig. D.6, the uncorrelated spectral jump model demonstrates an excellent agreement with the experimental data over all time scales. A Monte-Carlo optimization is used to extract the spectral jump rate \( \Gamma = 21 \pm 3 \) kHz with the power-law exponent
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\( \eta \) set equal to that obtained from a single particle exact diagonalization simulation (see Fig. 4.16).

D.4.3 Time-dependent disorder II: uncorrelated spectral jumps

The analysis in the previous section assumes that the on-site potentials \( \tilde{\delta}_i(t) \) are uncorrelated before and after a spectral jump. That is, if a spectral jump occurs at time \( t^* \),

\[
\sigma_{\text{corr}}^2 \equiv \langle [\tilde{\delta}_i(t^* - \epsilon)\tilde{\delta}_i(t^* + \epsilon)] - \langle \tilde{\delta}_i(t^* - \epsilon) \rangle \langle \tilde{\delta}_i(t^* + \epsilon) \rangle \rangle = 0, \tag{D.34}
\]

where \( \epsilon \) is a small positive number, and \( \langle \ldots \rangle \) indicates averaging over disorder realizations. In general, this need not be the case (\( \sigma_{\text{corr}}^2 \neq 0 \)) since the microscopic origin of \( \tilde{\delta}_i \) involves both time-dependent (nitrogen spin impurities or NV centers, etc) and time-independent (local strain fields from lattice defects, long-lived nuclear spins, etc) contributions. Here, we provide the analysis of resonance counting when \( \sigma_{\text{corr}}^2 \neq 0 \).

For concreteness, we assume that the on-site potential disorder is given as a sum of a static and a dynamical disorder potential, \( \tilde{\delta}_i(t) = \tilde{\delta}_i^s + \tilde{\delta}_i^d(t) \), where the static part \( \tilde{\delta}_i^s \) (dynamical part \( \tilde{\delta}_i^d(t) \)) is random with zero mean and standard deviation \( W_s \) (\( W_d \)). While \( \tilde{\delta}_i^s \) is time-independent, the dynamical component \( \tilde{\delta}_i^d(t) \) changes over time by uncorrelated jumps at a rate \( \Gamma' \). The long time correlation \( \sigma_{\text{corr}}^2 \) is controlled by \( W_s \), and the correlation time is set by \( 1/\Gamma' \). Here, we focus on an experimentally relevant regime, where \( W_s > W_d \geq nJ \gg \Gamma' \).

When disorder configurations are correlated, the survival probability cannot be factorized as in Eq. (D.32). Hence, the approach used in the previous section is not very useful. Instead, we include the time-dependent nature of \( \tilde{\delta}_i(t) \) by modifying resonance criteria as follows. Two spins at sites \( i \) and \( j \) are on resonance at time \( t \) if: (1) at any point
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in time $t' < t$, their energy mismatch is smaller than their dipolar interaction strength, $|\tilde{\delta}_i(t') - \tilde{\delta}_j(t')| < \beta J_{ij}/r_{ij}^3$, and (2) the interaction occurs within the time-scale $t$, $J_{ij}/r_{ij}^3 > 1/t$. While the second part of the condition is unchanged, the first part now captures that a pair may be brought into resonance by spectral jumps. Under the hierarchy of $W_s > W_d \gtrsim n J \gg \Gamma'$, the condition (1) can be approximated by two independent events: (a) the static energy mismatch is close enough, $|\tilde{\delta}_i^s - \tilde{\delta}_j^s| < W_d$, and (b) the dynamical energy mismatch is smaller than the coupling strength, $|\tilde{\delta}_i^d(t') - \tilde{\delta}_j^d(t')| < \beta J_{ij}/r_{ij}^3$, at some time $t' < t$. In combination, the condition (1) is satisfied with the probability

$$P_{\text{res}}(r, t) \approx \frac{W_d}{W_s} \left( 1 - e^{-\frac{\beta J_0/r^3}{W_d} \Gamma t} \left( 1 - \frac{\beta J_0/r^3}{W_d} \right) \right)$$

which is the product of probabilities for conditions (a) and (b). For the condition (b), we used the probabilities that the initial configuration is off-resonant $1 - \frac{\beta J_0/r^3}{W_d}$ and that none of subsequent spectral jumps brings them into resonance $e^{-\frac{\beta J_0/r^3}{W_d} \Gamma t}$. Finally, the survival probability is obtained by requiring no resonance at every distance $r$ up to $R(t) = (J_0 t)^{1/3}$

$$\overline{P(t)} = \exp \left[ - \int_{r=r_0}^{R(t)} 4\pi n r^2 P_{\text{res}}(r, t) dr \right] \quad (D.35)$$

We note that in the limit of $\Gamma' \rightarrow 0$ the Eq. (D.35) correctly reduces to the disorder-dependent power-law decay.

In Fig. D.6, the correlated spectral jump model of Eq. (D.35) is plotted at different Rabi frequencies to be compared with the experimental data as well as the previously described uncorrelated model. Based on a Monte-Carlo simulation, we extract the parameters $W_d/W_s$, $\beta$, and $\Gamma'$. Here the spectral jump rate $\Gamma'$ is estimated to be $16 \pm 1$ kHz which is smaller than $\Gamma = 21 \pm 3$ kHz. As seen in Fig. D.6, both theoretical models of the uncorrelated and the correlated time-dependent disorders exhibit a reasonable agreement with the experimental observation.
To estimate the timescale of the microscopic processes leading to a time dependence of disorder, we note previous work, that investigated the spin-diffusion of implanted nitrogen (P1) centers in diamond [107]. At 6 ppm of P1 center concentration, they measured an average flip-flop time of nitrogen electronics spins, $T_{ff} = 210 \mu s$ [107]. For a low fractional concentration of such paramagnetic spins, the flip-flop time scale is inversely proportional to the density of dipolar spins [127, 128]. Thus, we expect $T_{ff} \approx 70 \mu s$ at a P1 density of 20 ppm in our sample. We also note that the measured depolarization time, $T_1$, of NV centers in our sample is $\sim 50 \mu s$. The extracted $1/\Gamma, 1/\Gamma' \sim (50 - 60)\mu s$ are indeed consistent with the spin-diffusion time of P1 centers $T_{ff} \sim 70 \mu s$ and the measured NV depolarization time $T_1 \sim 50 \mu s$. 
Figure D.3: **Magnetic Field Calibration and Control.** (A) Three electromagnetic (EM) coils are located in the vicinity of the diamond sample in order to provide an external magnetic field (B-field) in an arbitrary direction with an amplitude up to ~300 Gauss. (B) To calibrate the coil’s magnetic field, electron spin resonance (ESR) spectra are recorded for different values of coil currents. (C) The diamond lattice allows for four different crystallographic orientations of NV centers. The different groups A, B, C, and D of NV centers are characterized by their N-V axis orientations, i.e., A = [111], B = [111], C = [111], and D = [111]. (D) Measured ESR spectrum for the B-field aligned along the [111] direction. Group A exhibits the largest Zeeman splitting (highest projected $B_{||}$) because the spin quantization axis of group A is parallel to the chosen B-field. (E) Measured ESR spectrum for the B-field aligned along the [001] direction. Due to the [100] cutting direction of the diamond, all 4 NV groups form the same angle to the surface. With the external B-field being perpendicular to the sample surface, this leads to groups A-D having degenerate B field projections.
Figure D.4: $T_2^*$ and $T_2$ Measurements of different Basis States. (A) Different initial conditions used for coherence measurements. By aligning the magnetic field parallel (perpendicular) to the NV axis, the eigenbasis for the spin state of NV centers becomes \{$|m_s = 0\rangle, |m_s = +1\rangle, |m_s = -1\rangle\} (\{|\text{Dark}\rangle, |\text{Bright}\rangle\})$, where Bright and Dark states are defined as even and odd combination of the original bare spin states $|m_s = -1\rangle$ and $|m_s = +1\rangle$. (B) Ramsey spectroscopy data and extracted decay timescale for different initial states. (C) Coherence time measurements extracted via a spin-echo sequence.
Figure D.5: **NV Density Extraction via Spin Echo Simulation.** (A) Comparison of the spin echo simulation results at different concentrations (crosses) to the measured data (circles). The total NV concentrations selected for the simulation are 5, 20, 40, 60, 70, 80 and 100 ppm. Solid lines are linear fits to the simulation to extract both $\gamma_b$ and $\gamma_0$. (B) The NV concentration can be extracted by comparing the slopes ($\gamma_0$) taken from the numerical simulations to the extracted slope of the experiment data (orange dashed line).
### Appendix D: Supporting Material of Chapter 4

#### Figure D.6: NV polarization decay under Hartmann-Hahn conditions

Dashed (red) and solid (orange) lines are Monte-Carlo fits based upon uncorrelated and correlated spectral jump model, respectively.

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>Population</th>
<th>Exp</th>
<th>Uncorr</th>
<th>Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\tau$ [\mu s] range from $10^0$ to $10^2$.
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