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[1] Two 1-D atmospheric column models containing convective parameterization
schemes are compared to a 3-D cloud system resolving model (CSRM) using a recent
technique that admits study of responses of convection to small temperature and mois-
ture anomalies. The MIT Single-Column Model (MSCM) and Diabat3 (D3) are the
column models of study. There exist notable differences between the responses of the
column models and those of the CSRM. Both column models retain prescribed tem-
perature anomalies and MSCM retains moisture anomalies for much longer than the
CSRM. D3 excessively warms anomalous moist layers. Neither column model warms
the upper troposphere following moist anomalies or cools the upper troposphere fol-
lowing warm anomalies in the middle troposphere. Responses in both column models
are mostly local—suggesting that a significant attribute of the CSRM response is miss-
ing from these models. Such differences have implications to the simulation of large-
scale convective phenomena, such as the growth and propagation of convectively
coupled waves (CCW). The technique employed herein can be used as a basis for tun-
ing and modifying convective parameterization schemes.

Citation: Herman, M. J., and Z. Kuang (2013), Linear response functions of two convective parameterization schemes, J. Adv.
Model. Earth Syst., 5, 510–541, doi:10.1002/jame.20037.

1. Introduction

[2] Convective parameterizations are important tools
for investigating large-scale circulations in moist con-
vecting atmospheres. Intended to model the effects of
subgrid-scale convective activity, parameterizations are
based on an interpretation of patterns and behaviors
witnessed in atmospheric phenomena. While there is
general accord in the mean states obtained by General
Circulation Models, employing different convective
schemes, differences in model behaviors are ubiquitous.
Underlying assumptions may indicate why this is so.

[3] In a review paper on cumulus parameterizations,
Arakawa [2004] lists six different classes of parameter-
ization schemes based on differences in the closure
mechanism alone. As the result of this and other differ-
entiating characteristics, convective schemes manifest
different aspects of the observed atmosphere to varying
degrees of accuracy. For instance, among many such
examples, the study by Emanuel and �Zivković-Rothman
[1999] showed that four different parameterization
schemes incorporating forcing derived from the same

observational data gave relative humidity values in the
upper troposphere that differed by 30%–60% and per-
turbation temperature values that were too cold in all
models, but which varied over a span of 4 K.

[4] Arakawa noted that, when comparing parameter-
izations it is not strictly necessary to consider each
scheme in terms of the theory expounded by its author;
we may gain greater insight by reformulating each
scheme in terms of a common, mathematical frame-
work. In this paper, we take this notion one step further
and compare schemes primarily in terms of their respec-
tive behaviors. In short, we endeavor to answer the
question: ‘‘What does each scheme actually do?’’ To this
end, we compare the response features of two convec-
tive parameterization schemes with those of a Cloud
System Resolving Model (CSRM). Two techniques are
used to derive the responses of temperature and mois-
ture tendency in the parameterization schemes and one
technique is used to derive the CSRM response. In sec-
tion 2, the column models incorporating the convective
schemes are presented and in section 3 the two analysis
techniques are described. Results of these techniques
are presented in section 4 and model similarities and
differences are summarized in section 5.

2. Models

[5] Two one-dimensional column models are com-
pared with a CSRM in this study. The column models
are similar in that they are essentially comprised 1-D
wrapping functions for parameterized convection,
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radiative transfer and surface flux schemes. In contrast,
the CSRM is a three-dimensional representation of the
atmosphere wherein convective processes are explicitly
modeled at the prescribed resolution.

[6] Although each model has the capability to modify
the height-dependent radiative cooling rate over time,
this feature is replaced in all models by a constant radia-
tive cooling scheme. In this way, we avoid cloud-
radiative feedbacks and simplify the system of study.
The radiative cooling profile (see Figure 1) is a constant
Qrad521:5 Kd21 from the surface to near 200 hPa and
decreases linearly to zero near 100 hPa. In addition,
temperature and moisture relaxation to the radiative
convective-equilibrium (RCE) profile of a previous run
is imposed in each model near and above the tropo-
pause in order to prevent the models from obtaining
nonphysical values in a region where adjustment due to
convective activity is weak. The adjustment time con-
stant, also shown in Figure 1, increases from zero near
a height of 160 hPa to a constant value of 0:5day 21 at
and above the tropopause (�100 hPa ). All models use a
constant sea surface temperature of 28

�
C.

2.1. System for Atmospheric Modeling

[7] The CSRM used in this study is the System for
Atmospheric Modeling (SAM) version 6.8.2. A previ-
ous version of this model was described in Khairoutdi-
nov and Randall [2003]. In this study, we use 28 vertical
levels extending to 32 km with 2 km horizontal resolu-
tion on a square 128 km domain. The vertical grid spac-
ing is �100 m near the surface and coarsens to �1km
in the midtroposphere, similar to what is used in the
Superparameterized Community Atmosphere Model
[Khairoutdinov and Randall, 2001]. A bulk formula is
used for surface sensible and latent heat fluxes and a
simple Smagorinsky-type closure is used for the effect
of subgrid-scale turbulence. The surface wind speed and
exchange coefficients are 5ms21 and 131023, respec-

tively. Results with higher vertical resolution (64 verti-
cal layers instead of 28) are broadly similar [see, e.g.,
Kuang, 2012].

2.2. MIT Single-Column Model

[8] The Massachusetts Institute of Technology (MIT)
Single-Column Model (MSCM) is a one-dimensional
model and is somewhat modified from that used in
Emanuel and �Zivković-Rothman [1999]. The convective
parameterization used is the CONVECT subroutine.
See Emanuel [1991] for extensive theoretical back-
ground and a detailed description of CONVECT. The
scheme takes as input columns of absolute temperature,
specific humidity, winds, and pressure. In turn, CON-
VECT predicts tendency columns of temperature, mois-
ture, and momentum. In the simplified form used in
this paper, the single column model is essentially a
wrapping function for the convective parameterization,
although it also calculates turbulent fluxes at the sur-
face and radiative cooling aloft, effects not present in
the convection scheme.

[9] The convection scheme represents shallow and
deep convecting, precipitating cumuli and contains a
dry adiabatic adjustment. Sea surface temperature and
surface winds are held constant. Although MSCM
incorporates convective downdraft feedback in the aer-
odynamic flux formulae, we disabled this feature to
match the other models in the study. We also disable
the Reynolds-type correction terms in the flux formulae
(see equation (6) in Emanuel and �Zivković-Rothman
[1999]) for the same reason. Interactive radiation is shut
off, which also disables the interactive cloud scheme.
Parameter values used for MSCM are shown in Table
1. Although we employ many of the convective scheme
parameter values reported in Emanuel and �Zivković-
Rothman [1999] some internal parameters have been
modified in subsequent tunings by the model author.
This column model, as well as the one described below,

Figure 1. (left) Fixed radiative cooling profile and (right) relaxation inverse time constant used in each model.
Thin lines in each plot represent the zero axis and approximate tropopause.
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employs constant vertical resolution of Dz5250 m and
columns of 80 grid cells giving domain heights of 20
km.

2.3. Diabat3

[10] The diabat3 (D3) toy cumulus parameterization
originates from the scheme introduced in Raymond
[1994], is a slightly modified version of that described in
Raymond [2007], and is here incorporated into a 1-D
single-column model as in a recent study by Raymond
and Herman [2011]. Refer to the appendix of Raymond
[2007] for a detailed description. The scheme predicts
convective tendencies and surface fluxes based on col-
umns of potential temperature, total cloud water mixing
ratio and momentum. Total cloud water is here defined
to be vapor and condensates minus precipitation. Both
surface fluxes and column tendencies of equivalent
potential temperature, total cloud water mixing ratio
and momentum are returned to the calling model. Con-
vective tendencies are determined as the weighted sum
of sources due to shallow (within the prescribed bound-
ary layer) and deep convective modes. The weighting
factor for deep convection is determined by the amount
of convective inhibition (CIN) above the subcloud
layer. The sources returned by the scheme are calculated
via a conservative adjustment toward a mass-weighted
average within the convective layer, combined with a
distribution of surface fluxes throughout the depth of
the convective column according to a rate constant.
Deep convective tendencies are furthermore a strong
function of the saturation fraction.

[11] In addition to the above effects, the moisture
source is diminished by convective and stratiform pre-
cipitation and augmented by evaporation of precipita-
tion. Each of these processes occurs at a unique,

prescribed constant rate. As in MSCM, the surface tem-
perature and wind speed are held constant and aerody-
namic flux formulae determine sources of latent and
sensible heat from the surface. Parameter values for D3
were chosen to match those used in Raymond and Her-
man [2011]. The parameter values used are shown in
Table 2.

3. Methods of Analysis

[12] We employ two complimentary analysis techni-
ques for intercomparison of the two column models
and the CSRM. In this way, we determine the instanta-
neous convective responses to anomalous temperature
and moisture states and the evolution of these states
over an 18 h period for each model. These analyses are
derived through two different methods, the construc-
tion of a representative matrix via an inverse problem,
and the instantaneous perturbation of the forward
model.

3.1. Matrix Inversion

[13] We begin with the matrix inversion technique
described in Kuang [2010] in which convective tenden-
cies are determined using

dx

dt
5Mx; ð1Þ

where x is a state vector of the respective model of the
form

x5 T 0surf ;…;T 0top; q
0
surf ;…; q0top

� �T

ð2Þ

representing stacked columns of temperature (T)
anomalies from the surface to near 15 km and specific
humidity (q) anomalies from the surface to near 12 km.
The anomalies are with respect to a predetermined
RCE state and the matrix M contains time rates of
change effecting the linear transformation of x into
dx=dt.

[14] The matrix M is not known a priori and must be
derived from the behavior of each model. Following the
method outlined by Kuang [2010], we obtain the
response matrix by inverting

Table 2. Parameters Used in Diabat3a

External Parameters Used in D3 Value

Time step (min) 5.0
Temperature relaxation rate 0.0
Wind relaxation rate 0.1
Mixing constant, kc (ks– 1) 0.03
Stratiform rain constant, ks (ks21) 0.1
Convective rain constant, kp (ks21) 0.0006
Evaporation rate constant, ke (ks21) 300
Surface drag coefficient 1:031023

Terminal velocity of raindrops (m s21) 4.0
Terminal velocity of snowflakes (m s21) 2.0
Top of planetary boundary layer (km) 1.25

aOnly parameters considered relevant to this study are listed here.

Table 1. Parameters Used in MIT Single-Column Modela

Parameters Used in MSCM Value

Time step (min) 5.0
Interactive radiation n
Interactive surface temperature n
Interactive water vapor y
Dry adiabatic adjustment y
Moist convection y
Surface wind speed (m s21) 4.8
Cubic profile of omega n
Apply WTG approximation n
Surface drag coefficient 1.0 3 1023

Sea surface temperature (�C) 28.0
Autoconversion threshold, �lcritical (g g21) 0.0011
Critical temperature, Tlcritical (�C) 255.0
Mixing parameter, K (mb21) 0.03
Fractional area of unsaturated downdraft, rd 0.05
Fraction of precipitation falling outside cloud, rs 0.12
Pressure fall speed of rain (Pa s21) 50.0
Pressure fall speed of snow (Pa s21) 5.5
Evaporation coefficient for rain 0.9
Evaporation coefficient for snow 0.6
Convection buoyancy threshold (K) 0.9
Relaxation coefficient, a (kg m22 s21 K21) 0.015
Relaxation coefficient, DAMP 0.05

aExternal parameters not listed are not read by the model, since cer-
tain options have been turned off. Only internal parameters consid-
ered relevant to this study are listed here.
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Y5MX;

[15] where the columns of Y are tendencies of the
form

yi5
dxi

dt
5

dTi

dtsurf

;…;
dTi

dttop

;
dqi

dtsurf

;…;
dqi

dttop

� �T

ð3Þ

and the columns of X are each of the form (2). The ith
column of Y and the ith column of X are assumed to be
uniquely related, so that xi gives rise to yi and vice
versa.

[16] We first obtain an RCE state for each model, let-
ting it run until the prognostic variables reach statistical
equilibrium. Time-averaged columns from the equilib-
rium state are then used to initialize the control and per-

turbation runs in each case. The RCE columns of
temperature and relative humidity are shown in Figure
2.

[17] Unique positive and negative perturbation tend-
ency profiles are then applied to either T or q in sepa-
rate runs for each vertical grid level. The tendencies are
maintained until the model obtains a new RCE state
under the additional forcing. The jth perturbation used
in the CSRM, which takes the form of the sum of delta
and Gaussian functions is defined as

fj pið Þ5dij1exp 2
pj2pi

75 hPa

� �2
� �

; ð4Þ

where pi is the local pressure value, pj is the jth pressure
value up from the lowest model level, and dij is a delta

Figure 2. RCE columns of temperature for (left) SAM, (middle) the column models, and (right) relative humidity
for all models. The dots at the right edge of the temperature plots indicate the vertical grid spacing for each model
(D3 and MSCM have identical grids). The lines illustrating the relative humidity profile are broken near the tropo-
pause due to supersaturation in the region. All relative humidity plots are rendered from internal values of RH or
specific humidity and saturated specific humidity for each respective model.

Figure 3. Anomalous temperature profiles corresponding to applied temperature tendency perturbations near
730 and 850 hPa for all three models. The applied tendencies for SAM (dashed) and the column models (solid) are
shown at far left. The zero axis is shown as a dashed line in each plot. Note that the vertical grid spacing differs
between SAM and the column models, so that the applied tendencies occupy slightly different layers.
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function at the jth model level. This form is not opti-
mized and is chosen simply to include both a relatively
broad perturbation and a perturbation over the scale of
individual model layers. The form is identical to that
used in Kuang [2012]. Only the delta function portion is
used to perturb the column models as we find this gives
the best accuracy and the closest match to results of the
forward model approach (see Appendix B). The ampli-
tudes of applied dT/dt and dq/dt are 0:5 Kd21 and
0:2 gkg 21d21 for SAM, 1:0 Kd21 and 0:4 gkg 21d21 for
D3, and 0:25 Kd21 and 0:25 gkg 21d21 for MSCM,
respectively. These values were optimized for accuracy.
The perturbation amplitude is reduced by half in SAM
when the level defined by pj exists above 10 km. This is
done in order to prevent the CSRM from obtaining
nonphysical values of temperature and moisture where
convective adjustment is minimal. In the column mod-
els, this attenuation had little effect on the results except
to increase the linear dependence of the state matrix X
and was not used.

[18] We maintain the prescribed tendency forcing for
periods of 10,000 days for SAM and 500 days for each

column model, which are sufficient intervals to capture
the resulting statistical equilibrium in each respective
case. Temporal averages of the final RCE states are
obtained and results from the positive and negative per-
turbations are combined to form a centered difference
approximation of the columns of X. Columns of anom-
alous temperature and moisture in equilibrium with
applied tendencies in the form of (4) are shown in Fig-
ures 3–6.

[19] Since the convective response must balance the
prescribed forcing tendency in order to obtain the new
equilibrium state, each yi is simply minus the prescribed
tendency corresponding to each xi. The prescribed tend-
ency in this case includes the stratospheric relaxation
described in section 2 because the relaxation is imposed
as part of this study, not by the original convective
scheme.

[20] To ensure accuracy over a range of stochastic
variation, we calculate an ensemble of X and Y for each
column model and average them together. To each en-
semble member, we apply a unique set of random per-
turbations in T and q over the forcing period. These are

Figure 4. Same as Figure 3 only with anomalous moisture profiles for applied temperature tendencies.

Figure 5. Same as Figure 3 only with anomalous moisture profiles for applied moisture tendencies.
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described in detail in Appendix B. This treatment
improves the linearity of each model response, but also
eliminates the high-vertical-wave number response
modes that persist over the forcing period, particularly
in MSCM. These modes exist as small, grid-scale varia-
tions in T and q and contribute to linear dependence in
X. Since they contribute negligibly to the larger-scale
model behaviors of interest in this study, we eliminate
them via ensemble averaging. Similar smoothing occurs
in the CSRM, where internal stochastic noise over the
long forcing interval takes the place of imposed random
perturbations.

3.2. Forward Calculation

[21] In order to verify the inverse results for the col-
umn models, we also use a forward approach with D3
and MSCM whereby we perturb each model with
anomalies in the temperature and moisture fields and
then observe the convective tendencies and state
anomalies following the instant of perturbation. As in
the above section, we let each model run to equilibrium
and then apply a single perturbation in one of the state
vectors at a single time step. The behaviors of T, q, dT/
dt, and dq/dt following these perturbations describe
convective responses similar to those sought in section
3.1. In order to maintain consistency with Kuang [2010],
the shape of the jth applied perturbation matches the
perturbations used in that paper and takes the form

xj pið Þ5exp 2
pi2p01 j21=2ð Þ

75 hPa

� �2
" #

ð5Þ

for perturbations above the lowest model layer and

xj pið Þ5exp 2
pi2p0

30 hPa

� �2
� �

ð6Þ

at the lowest model layer, where pi is the local pressure
value and p0 is the surface pressure. We use perturba-

tion amplitudes in T and q of 0.5 K and 0:5gkg 21,
respectively. We performed the same comparison using
amplitudes an order of magnitude smaller and obtained
similar results, not reported here.

[22] Since the forward calculation method involves
scrutiny of the time-dependent state and tendency vec-
tors following instantaneous perturbations, it is possible
that the observed response depends on the unperturbed
model state. To obtain a robust response from the for-
ward calculation, we derive the average of an ensemble
of 40 different model runs. Each ensemble member is
perturbed at a unique time step in order to minimize
effects due to the initial state. As described previously
for the inverse experiment, random temperature and
moisture perturbations are also applied at different
locations within the column over the ensemble. These
are described in Appendix B. Again, we combine the
positive and negative results to obtain average linear
perturbations, which we take to represent the convec-
tive responses to anomalies in T and q of the respective
model.

[23] One complication here is that the column models
employ different assumptions about convective
response time. For D3, this time is negligible, while for
MSCM, the adjustment time is a function of parameters
controlling the relaxation of the convective vertical
mass flux to values implied by subcloud layer quasie-
quilibrium. Thus, for the purpose of comparison, we
shut off the relaxation mechanism in MSCM, which
eliminates the convective response time.

[24] In order to make a parallel comparison across
the models, we average the response tendencies over the
2 h immediately following the perturbation. We do this
in order to diminish the influence of fast-decaying
eigenmodes in the response matrix M––an issue of par-
ticular importance in SAM. Intercomparisons of anom-
alous tendency vectors derived from the forward model
and inversion techniques show strong similarities (see
Appendix B). We thus feel confident that evaluations
can be made based on these experiments.

Figure 6. Same as Figure 3 only with anomalous temperature profiles for applied moisture tendencies.
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4. Results

4.1. RCE Columns of Temperature and Relative
Humidity

[25] Equilibrium columns of temperature and relative
humidity are calculated from temporal averages of the
RCE run for each model (see Figure 2). We attempted
to set the cloud base to the same pressure level for all
three models in order to define a consistent boundary
by which to differentiate above and below cloud base
properties across the set of models. To force the respec-
tive column model RCE cloud base levels to match that
of SAM, a parameter was set in D3 to define the top of
the boundary layer in that model. The effect of this set-
ting is to create kinks in the temperature and humidity
columns (see Figure 2) near 900 hPa. These kinks are
due to the different modes of convective adjustment
occurring in D3 above and below the top of the bound-
ary layer (see section 2.3). A cloud base-like layer then
occurs near 930 hPa as evinced by the gradient in rela-
tive humidity below that level. The cloud base level is
determined dynamically in MSCM, so we simply use
the RCE profile of D3 to initialize MSCM. Each col-
umn model undergoes some adjustment before attain-
ing its respective RCE state under the imposed forcing,
which leads to divergent thermodynamic profiles.

[26] While the temperature profiles in the column
models are similar to that of SAM, the relative humid-
ity profiles of all three models differ significantly. A rig-
orous matching of the columns through parameter
selection would likely take each model far outside the
realm of its author’s intention and was not used. How-
ever, it is interesting that the models arrive at such dif-
ferent profiles given the same initial thermodynamic
state. Part of the difference comes from the behavior of
MSCM, which immediately rains out much of the col-
umn moisture after initialization. This suggests MSCM
interprets the stability or the precipitation efficiency of
the initial state quite differently from the other models.

4.2. Steady State Responses to Temperature and
Moisture Tendencies

[27] The initial step in forming M in the matrix inver-
sion approach is to apply tendencies in T and q to the
RCE state of each model until a new equilibrium state
occurs. A comparison of the models under a few forcing
cases lends some insight into model characteristics. In
this section, we use identical forcing functions and
amplitudes in order to minimize differences due to the
method of analysis.

[28] The changes in temperature due to warming ten-
dencies near 730 and 850 hPa are shown in Figure 3.
The response in SAM is to shift the temperature profile
by approximately the difference between two moist
adiabats, with slightly more warming occurring near
the forcing layer. MSCM has a similar response, except
the 850 hPa case shows a cool layer immediately above
the forcing layer. In contrast, D3 warms only the forc-
ing layer itself and the boundary layer.

[29] Changes in specific humidity due to the same
warming tendencies are shown in Figure 4 and illustrate

similar, respective response characteristics. As the
atmosphere warms in SAM, the saturation vapor pres-
sure increases and thus more vapor can exist at each
pressure level in the column, assuming relative humidity
stays about the same. The change in specific humidity is
greater at lower levels where the specific humidity is
greater. This response was identified in Kuang [2010] as
the least damped eigenmode of the resulting M matrix
for SAM. Again, MSCM shows some of this behavior,
though strong moistening and drying occur at and
above the forcing layer, respectively. The response is
more localized in D3, where moistening only occurs at
the forcing layer and in the boundary layer.

[30] Adding moisture leads to a similar pattern in col-
umn moistening for each respective model (see Figure
5), though drying above the forcing layers in MSCM is
here replaced by layers of weaker moistening. Interest-
ingly, while changes in absolute temperature (see Figure
6) for SAM and MSCM again seem to be shifts of moist
adiabats, MSCM doesn’t exhibit any cooling above the
forcing layer when moistening is applied, unlike for the
applied warming case. Also, D3 shows significant upper
tropospheric warming not evident when warm tenden-
cies are applied. Again, D3 is missing the moist adiabat
shift seen in the other models. See Appendix A for a
more detailed comparison of the tendency forcing.

4.3. Convective Tendency Responses to Temperature
Anomalies

[31] The linear response function analysis described
by Kuang [2010] provides a parallel format to compare
the convective responses of differing atmospheric mod-
els. In this study, we attempt a more robust comparison
by averaging the response tendencies over the first 2 h.
This is to minimize the effects of the fastest-decaying
eigenmodes, which dominate the instantaneous res-
ponse functions yet have little influence upon the longer
time scale behavior of the state vectors. Since the matrix
M is derived from the inverse of X, discrepancies in X
will cause the most significant errors to occur in the
fastest decaying eigenmodes since jdkj / jk2jjjdXjj,
where jjdXjj is a matrix norm of the errors in X (the ma-
trix Y is prescribed and thus contributes no error). The
responses are obtained from a time-averaged modifica-
tion of (1)

dx

dt
5Mx tð Þ5 exp M2hr Þ2Ið � x0

2hr

h
ð7Þ

where M is derived from the inverse technique described
in section 3.1 and I is the identity matrix.

[32] The response functions are shown in Figures 7
and 8. Conspicuous kinks in the responses for D3 and
MSCM are correlated with steep relative humidity gra-
dients near 600 hPa in each column model (see Figure
2). This artifact highlights the significance of the rela-
tive humidity profile in the model response.

[33] We begin a detailed analysis by examining the 2
h average response to a near-surface temperature anom-
aly in each models (top row, Figure 7). As the responses
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Figure 7. Time-averaged (2 h) anomalous convective heating (circles) and moistening (crosses) profiles associated
with warm anomalies applied at different levels. The shape of each 1 K warm anomaly is shown at far left in each
row. Horizontal axes for each model are constant throughout to facilitate comparison.
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are approximately linear, only warm and moist (not
cool or dry) anomalies will be considered in the analysis
of temperature and moisture, respectively. Warm

anomalies near the surface elicit cooling in the subcloud
layer in all models. SAM and MSCM show warming
directly above the anomaly, indicating adjustment

Figure 8. Same as Figure 7 except for applied moist anomalies. Peak values of the temperature tendency in D3
for the 500 and 350 hPa cases are 9:8 and 13:7 Kd21, respectively.
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within the subcloud layer, and moistening and drying in
the upper and lower part of the subcloud layer, respec-
tively. D3, however, seems to be missing this overturn-
ing mechanism. Aloft, there is minimal response in
SAM and D3, while significant warming and some dry-
ing occur in MSCM.

[34] For warm anomalies applied to the modeled free
troposphere, SAM responds with deep tropospheric
cooling extending upward from the perturbed layer and
a smaller localized moistening region at or just below it,
both of which decrease in amplitude monotonically
with the height of the perturbed layer. In addition,
SAM warms just below the perturbed layer and warms
and moistens the subcloud layer in these cases. The
magnitudes of the column model responses are not
monotonic with the height of the perturbed layer and
cooling is mostly local, near the layer of the imposed
warm anomaly. While D3 shows a cooling maximum
collocated with the perturbed layer in each case,
MSCM cools just above and warms just below each
perturbed layer. This is an interesting feature that
effects behavior similar to SAM, as explained later in
section 4.5.

[35] The warming below the anomalous layer in SAM
is likely due to compensating subsidence outside con-
vective updrafts, an explicitly modeled effect in the
CSRM. In MSCM, compensating subsidence is
expressed in terms of the convective mass flux and the
entrainment and detrainment rates throughout the con-
vective column. The cooling seen in D3 is largely due to
evaporation of precipitation formed aloft, as suggested
by the simultaneous moistening at the anomalous layer,
but is also due to the relaxation of local he to its mean
value in the convective column.

[36] Neither column model shows warming of the
subcloud layer, though this response of the CSRM
makes intuitive sense: when deep convection is reduced,
surface fluxes should increase the low-level entropy. In
this way, there seems to be a lack of communication
between the free troposphere and the subcloud layer in
the column models. The broad layers of slight warming
shown below the perturbed layer in D3 and MSCM for
the 500 hPa case are not seen in SAM. The warming in
D3 is likely due to the conservative relaxation of he;
though in MSCM, it indicates the onset of a broad
warm layer beneath the imposed anomaly seen in both
SAM and MSCM after 6 h (see Figure 9). Note that,
while SAM strongly cools the upper troposphere in
each case, D3 only cools the upper troposphere for the
800 hPa case, and does so at a slower rate. In contrast,
MSCM exhibits almost none of the cooling one expects
after imposing a significant inversion in the free
troposphere.

[37] More significant differences between SAM and
the column models are evident in the convective
responses of moisture to applied warm anomalies in the
free troposphere. While the moistening that occurs just
below the warm anomaly in the CSRM is likely due to
the detrainment and storage of moisture below an
inversion layer, D3 places the moistening layer precisely
at the anomaly and furthermore shows stronger mois-

tening tendencies for higher level warm anomalies. As
mentioned above, the moistening in this case is most
likely due to evaporation of precipitation from deep
convection. The evaporation component in D3 is dis-
rupted for the 350 hPa perturbation, however, due to a
strong relative humidity gradient leading to supersatu-
ration above 360 hPa (see Figure 2); in the saturated
region, evaporation cannot occur.

[38] Like D3, MSCM exhibits somewhat complemen-
tary moistening and heating responses; for example, a
midtropospheric (650 hPa) warm anomaly is met with
weak moistening above and drying just below it. But
unlike SAM or D3, MSCM shows a deep drying layer
beneath each respective warm anomaly for the 800–500
hPa cases. And just as the column models lack subcloud
layer warming responses, they show less moistening in
this layer than SAM.

[39] Finally, the significant warming and drying
above 300 hPa for the 800 and 650 hPa temperature
perturbations in D3 is unmatched by either SAM or
MSCM, and is correlated the supersaturation above
300 hPa in that model. This suggests that the saturation
value causes nonphysical processes to occur in this
layer.

4.4. Convective Tendency Responses to Moisture
Anomalies

[40] We now describe responses to moisture anoma-
lies in each model, illustrated in Figure 8. Convective
responses to subcloud layer moisture anomalies suggest
strong agreement in that all models treat a low-level
moist anomaly with drying in the subcloud layer and
warming aloft. While SAM also shows a moistening
and drying response in and above the subcloud layer,
D3 shows only the drying above and MSCM only the
moistening. Also, MSCM uniquely shows drying near
650 hPa.

[41] Free-tropospheric moist anomalies in SAM are
met with localized drying at the anomalous layer and in
the subcloud layer. The column models also dry near
the anomalous layer, but show little evidence of sub-
cloud layer drying. An exception is the 800 hPa case,
where D3 shows significant subcloud layer drying,
although MSCM moistens the layer in this case. If we
take SAM’s consistent subcloud layer drying to indicate
the ventilation of low levels by enhanced deep convec-
tion, D3 and MSCM are missing this well-documented
feature [Masunaga, 2012]. Also, the localized drying in
MSCM is insignificant and somewhat offset from the
anomalous layer compared to that of SAM and D3. In
addition to the local drying response, SAM moistens
below the anomalous layer for upper-elevation moist
anomalies. This response is evident in D3, but is missing
from MSCM.

[42] A stronger contrast between SAM and the col-
umn models is evident in the free tropospheric tempera-
ture response. SAM shows top-heavy warming at and
above the anomalous layer. Also, SAM shows cooling
just below the anomalous layer and close to the surface.
MSCM and D3 give highly localized warming at the
anomalous layer and none above it. This warming
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Figure 9. Decay of anomalous temperature state vectors following applied temperature anomalies at five different
pressure layers occurring at t 5 0. Anomalous temperature perturbations are shown at left in each row. Other col-
umns represent magnitude of state vector after t 5 2 h, t 5 6 h, t 5 12 h, and t 5 18 h, respectively. State vectors for
SAM (black), D3 (red), and MSCM (blue) are shown.
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response is negligible in MSCM except for the 500 and
350 hPa cases, indicating that the added latent heat is
not used to warm the column for the lower elevation
cases. The highly complimentary warming and drying
responses in D3 suggest this model is primarily con-
cerned with condensing the moist anomaly and latent
heating, rather than modifying the extant convective
state. In the case of strict condensation, moist static
energy is conserved and we expect a ratio of
jDT j=jDqj5 Lv=Cp

� 	
31023 � 2:5. Since D3 maintains a

ratio of � 2:4 for all free tropospheric cases, this model
exhibits localized condensation almost perfectly. Ratios
of dT/dt to dq/dt for the 800–350 hPa cases are 0.5, 0.5,
1.1, 1.7 for SAM; 2.4, 2.4, 2.4, 2.3 for D3; and 0.3, 0.3,
1.3, 1.2 for MSCM, respectively.

[43] Like SAM, MSCM exhibits ratios of warming to
drying at the anomalous layer that increase with
height––though this behavior is not strictly monotonic
for MSCM. This reflects the diminishing saturation spe-
cific humidity for higher elevation perturbations. In
SAM, rising parcels moistened by the imposed anomaly
have a shorter path to their respective levels of stability;
this foreshortens the layer of moistening above the
imposed anomaly, which in turn increases the likeli-
hood of local saturation. A conspicuous side effect of
conservative adjustment is illustrated in the response
for the 800–500 hPa cases, where D3 shows cooling and
moistening above the perturbed layer.

[44] As mentioned, SAM appears to consistently
advect the added moisture aloft, where it is used to
warm the column. The local drying in this model is thus
partly due to moisture divergence out of the layer rather
than just to local condensation. These indications sug-
gest that a significant moist anomaly should lead to sig-
nificant changes in the thermodynamic state above the
anomaly, though there is little evidence of this in
MSCM or D3.

[45] Below the anomalous layer in SAM and D3,
inflection points exist in the temperature and moisture
tendencies for the 650–350 hPa cases. These cause

downward broadening of the initial moisture anomaly
and also an inflection point in the resulting temperature
anomaly. These features are not evident in MSCM. Dif-
ferences in convective response functions between SAM
and the column models are summarized in Tables 3
and 4.

4.5. Evolution of State Vectors Following Warm
Anomalies

[46] The response tendencies discussed in sections 4.3
and 4.4 emphasize the fast-decaying eigenmodes of each
system, particularly those acting over the first 2 h fol-
lowing applied perturbations. To observe the changes
due to all the modes at the time scale of interest, it is
necessary to examine the evolution of the state vectors
T z; tð Þ and q z; tð Þ over the time period following applied
perturbations. Thus, we choose a period of 18 h follow-
ing applied anomalous states; the end of this period pla-
ces more emphasis on eigenmodes with smaller decay
rates.

[47] State vector growth and decay is illustrated in
Figures 9–12 for all models. The state vector anomalies
for each model are derived from M and are calculated
using

xj tð Þ5x0jexp MtÞ;ð ð8Þ

where xj tð Þ is the time-dependent state vector corre-
sponding to the jth anomalous state, x0j , at time t. The
imposed anomalous states take the form of (5) and (6)
and the times of interest are: 2 h past the occurrence of
the anomalous state (in order to capture the net effect
of the tendencies described in sections 4.3 and 4.4); 6;
12; and 18 h.

[48] One characteristic that appears to be a manifesta-
tion of the height-dependent nature of the convective
quasiequilibrium response discussed by Tulich and
Mapes [2010], Kuang [2010], and Raymond and Herman
[2011] is the nearly monotonic decrease with height in
the decay of the imposed temperature anomaly shown

Table 3. Response Differences Between D3 and SAMa

Location of Applied
Anomaly T Following WA q Following WA T Following MA q Following MA

Subcloud layer No SCL warming Negligible SCL drying; no
moistening above SCL

MA persists for much lon-
ger; dry layer above SCL
persists for much longer;
DT=Dq � 5=2

Above cloud
base (800 hpa)

Minimal early cooling
aloft�;
no later warming aloft�

Moistening at WA, not
below it�; prolonged
SCL moistening�

No SCL cooling�; strong
warming at ma; cooling
(not warming) aloft

MA persists for much lon-
ger�; DT=Dq � 5=2

Middle troposphere
(650–350 hpa)

No early cooling aloft�;
no later warming aloft�

Moistening at WA, not
below it�; minimal SCL
moistening�

Strong warming at MA;
negligible warming aloft;
low elevation cooling too
early

No early SCL drying�;
DT=Dq � 5=2

Upper troposphere
(350 hpa)

Slow reduction of WA�;
no warming below WA

Moistening at WA, not
below it�; no later
moistening below WA�

Strong warming at MA; low
elevation cooling too
early;

MA reduced very quickly;
no early SCL drying�; no
low-tropospheric drying�;
DT=Dq � 5=2

aDifferences are stated in terms of how D3 differs from SAM and are summarized in terms of temperature and moisture changes associated
with warm (WA) and moist anomalies (MA). An asterisk (�) indicates the characteristic is shared between D3 and MSCM and SCL indicates the
subcloud layer.
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in Figure 9. In contrast, however, while SAM expresses
this height dependence at the 2 and 6 h times, the col-
umn models illustrate this preference for stronger decay
at low levels at the 12 and 18 h times. Also, SAM nearly
eradicates these anomalies at all levels after 18 h, but
the column models do not. Such discrepancies in the
treatment of anomalies on the diurnal time scale may
be important for the ability of these models to express
convectively coupled waves, as illustrated in Kuang
[2010].

[49] Notably, all models agree that a near-surface
warm anomaly is diminished after about 18 h. As pre-
dicted by the tendency shown in Figure 7, however,
MSCM shows some temperature adjustment aloft over
this interval. The decay of a warm anomaly above the
subcloud layer gives a more mixed response across the
models. The response functions for an anomalous
warm layer at 800 hPa suggest that all models will elicit
some cooling in the column above the anomalous layer,
though the time dependence of this response varies sig-
nificantly across the models. SAM has cooled the tro-
posphere above the anomaly and warmed the subcloud
layer by �0:2 K after 2 h. This suggests that deep con-
vective heating has been significantly attenuated over
this interval. Thereafter, SAM weakens the original
anomaly, cools the subcloud layer and warms the upper
troposphere until there exists a warm anomaly uniform
in height through the depth of the troposphere after
18 h.

[50] In contrast, after 2 h, the column models have
neither cooled the upper troposphere nor warmed the
subcloud layer. By 18 h, D3 has approximated the uni-
form warm anomaly up to �750 hPa , but has only
cooled the upper troposphere. MSCM never warms the
subcloud layer, and shows a layer of cooling aloft after
6 h. SAM likely warms the upper troposphere via the
release of instability below the anomaly, leading to invi-
gorated deep convection. This process seems to occur
somewhat in MSCM, though the warmed layer aloft is
considerably shallower than that in SAM; the process
appears to be missing entirely from D3. Perhaps in
retaining the original warm anomaly for a longer pe-

riod, the column models maintain a strong stable layer
and thus stifle deep convection well beyond the release
of SAM’s instability. If this is the case, the column
models seem to lack mechanisms to deplete the stable
layer. SAM does this by rapidly reducing the original
anomaly while simultaneously warming the subcloud
layer. The latter effect never occurs in MSCM and only
occurs in D3 after �12h. Since each model uses the
same surface flux forcing in this experiment, it may be
the way that each model incorporates those fluxes into
the convective response that makes a difference here.
The warming aloft after 12 h in SAM is an example of
cyclic response activity that manifests as complex eigen-
values of the response matrix M. Since unstable modes
are not possible in M, the upper elevation warming
must subside at a later time (not shown).

[51] A similar pattern occurs for the 650 hPa case.
SAM responds with even stronger cooling aloft, with a
warm subcloud layer, followed by a uniform warm
layer from the surface up to the original anomaly. The
low-elevation warming is then quickly followed by
warming aloft. Again, the column models retain the
original anomaly throughout the entire period of study
and show negligible warming below it. As the response
function shown in Figure 7 predicts, MSCM does show
some cooling aloft, but not as deep or as significant as
that which occurs in SAM. Also, while peak cooling
aloft occurs in SAM over 2–6 h, the peak in MSCM
occurs during the 12–18 h interval.

[52] As in the 800 hPa case, SAM’s response begins to
assume the form of a shift of a moist adiabat after 18 h.
Again, the stable layer near the original anomaly is
decreased rapidly in SAM by the joint action of the con-
tracting anomaly itself and by the warm layer below it.
Neither effect occurs to a significant degree in the col-
umn models, so that stability is maintained throughout
the 18 h period. As predicted by the inflection point
shown in the response function, MSCM acts to push
the warm anomaly downward. Although this acts to
warm the lower troposphere, it neither minimizes the
anomaly, nor broadens it in the vertical, so that stability
cannot be reduced by this mechanism alone.

Table 4. Response Differences Between MSCM and SAMa

Location of Applied
Anomaly T Following WA q Following WA T Following MA q Following MA

Subcloud layer Warming aloft Drying above SCL No drying above SCL;
drying at mid
troposphere

Above cloud base
(800 hpa)

Minimal early cooling
aloft�; later warming
aloft only in shallow
layer�

Moistening at WA, not
below it�; prolonged SCL
moistening�

No SCL cooling�; late
warming aloft

MA persists for much
longer�; no early SCL
drying

Middle troposphere
(650–350 hpa)

Less early cooling aloft�; no
warming below WA; no
later warming aloft�

Moistening at WA, not
below it�; minimal SCL
moistening�; drying
below WA

No warming aloft�;
no cooling below MA

MA persists for much
longer; no early SCL
drying�; no moistening
below MA

Upper troposphere
(350 hpa)

Slow reduction of WA� Negligible moistening at
WA; no later moistening
below WA�; drying below
WA

Minimal warming at MA MA persists for much
longer; no early SCL
drying�; no low-
tropospheric drying�

aSame as for Table 3 but for MSCM.
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[53] Following the 500 hPa anomaly, SAM again
cools aloft and warms below, quickly reducing the orig-
inal warm anomaly. This is again followed by warming

aloft and presumably an approach to a uniform warm
anomaly after the 18 h period. The 350 hPa response is
similar, except no cooling is seen aloft. In these cases,

Figure 10. Same as Figure 9, except for time-dependent moisture vectors following applied temperature anoma-
lies. Note that the horizontal scales of the lower three rows are 40% smaller than those of the top rows.
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the column models neither cool aloft, nor significantly
reduce the original anomaly. However, MSCM does
warm below the anomalies and moves them to lower
elevations. This shift is too rapid to be explained by
parameterized downdrafts in MSCM, which we have
measured to be at most on the order of 1=2 hPa h21.
Though, levels of entrainment into and detrainment out
of the cloud drafts undergo large changes in MSCM
(not shown) near the anomaly after it is imposed.

[54] Less concordance is illustrated in the evolution of
moisture state vectors following applied temperature
anomalies (see Figure 10) We have already noted the
lack of drying response in D3 following the warm
anomaly imposed at 1000 hPa. There is negligible
change in low elevation moisture for this model
throughout the period of study in this case, while SAM
and MSCM dry the subcloud layer and moisten just
above it. This suggests D3 is missing a mechanism to
parameterize the subcloud layer overturning that occurs
for a surface-layer instability. This makes sense, since
much of the adjustment in D3 is largely uniform over
the depth of the subcloud layer.

[55] The column model responses to perturbations at
800 hPa qualitatively mimic that of SAM, though over
a different time scale. All three models generate a moist
anomaly in the subcloud layer after 2 h. At later times,
moisture appears near the level of the original warm
anomaly. However, SAM places this moist layer just
below the original anomaly and it reaches maximum
amplitude at �6h. The column models show a moist
layer collocated with the original anomaly, but they
continue to increase through 18 h. The time evolution
of moisture in the subcloud layer also differs from that
of SAM. The dry layer that forms above the imposed
warm anomaly in SAM after 6 h also occurs in MSCM,
though higher up in the troposphere. This effect is negli-
gible in D3, however. An interesting feature is the
matching moist anomalies at 800 hPa in D3 and
MSCM. It makes sense that D3 forms a moist anomaly
over a warm layer, due to this model’s proclivity to
local phase changes; however, MSCM has already
moved its warm anomaly down to 850 hPa by 18 h.
This suggests that the adjustment mechanism here is a
slow response to the original warm anomaly, rather
than an immediate effect due to the extant temperature
state.

[56] Responses to the 650 hPa perturbation are more
varied. SAM and D3 show somewhat similar behavior
for this case, but MSCM shows a broad layer of drying
beneath the original warm anomaly. Also, the moist
peak near 650 hPa in MSCM is much larger than in ei-
ther D3 or SAM and again is offset in height from the
corresponding temperature anomaly after 18 h. Inter-
estingly, D3 is also missing the midlevel moistening
response. In SAM, this appears to be a downward
broadening of moisture that has collected beneath the
imposed temperature anomaly after 2 h. If this process
is due to low-level convection and mixing, it may not
occur in D3 if the model’s bimodal structure doesn’t
allow convective adjustment to occur only in the lower
half of the deep convecting column. Differentiating

characteristics seen in the 650 hPa case are mostly
repeated for the 500 and 350 hPa cases and will not be
analyzed here.

4.6. Evolution of State Vectors Following Moist
Anomalies

[57] In a qualitative sense, the most robust behaviors
across the set of models are the time-dependent mois-
ture responses to applied moist anomalies (Figure 11),
though some important differences do exist. Following
the 1000 hPa moist anomaly, SAM quickly reduces the
anomaly to 25% of its original amplitude and dries the
upper subcloud layer by 2 h. The original moist anom-
aly is reduced almost completely after 18 h, while slight
moistening occurs aloft. MSCM reduces the anomaly at
nearly the same rate as SAM, though, as predicted by
the tendencies in Figure 8, there is some drying near 650
hPa. MSCM doesn’t dry the upper subcloud layer, but
D3 models this response in tandem with SAM at 2 h;
however, D3 retains the dry layer, as well as the original
moist anomaly for much longer than the other models.

[58] Each model responds to a moist anomaly
imposed at 800 hPa in a similar way. SAM moistens the
subcloud layer while reducing the original anomaly
over the interval of study. By 2 h, SAM has already
recovered from the subcloud layer drying that occurred
early on (see Figure 8) and proceeds to moisten the sub-
cloud layer over the remaining 18 h period. MSCM and
D3 show similar behavior except over a longer time
scale. In particular, the column models are slower to
reduce the original anomaly and also to moisten the
subcloud layer. The moistening is likely due to evapora-
tion of precipitation or advection of the moisture anom-
aly via convective downdrafts. The latter is not possible
in D3, however, since no downdrafts are parameterized
in that model.

[59] Following moist anomalies at 650 and 500 hPa,
SAM depletes the anomaly to �40% over the period of
study, while moistening the free troposphere below. The
subcloud layer again moistens over this period from the
initial drying that occurs within the first 2 h. In these
cases, D3 matches the rate of drying of the original
anomaly and even shows some of the lower-level mois-
tening seen in SAM. D3 also shows some ventilation of
the subcloud layer for the 500 hPa case at 6 h, which is
much later than SAM’s analogous response occurring
before 2 h. In contrast, MSCM retains much of the
magnitude of the original anomaly, yet lowers its eleva-
tion by 10–30 hPa over the period of study. In addition,
MSCM shows no moistening of the free troposphere
below the anomaly and even shows slight drying just
below the 500 hPa anomaly.

[60] The highest elevation case is similar to those just
described, except that SAM dries the lower troposphere
toward the end of the period. This may be due to the
increased moisture storage capacity of the upper tropo-
sphere (see analysis of temperature response, below),
coupled with moisture advection from below via deep
convection. SAM also shows moistening below the orig-
inal anomaly down to 700 hPa, suggesting evaporation
of precipitation. In this case, D3 reduces the original
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anomaly significantly faster than SAM, while MSCM
again retains and lowers it. Both column models dry the
subcloud layer toward the end of the period, yet they

both miss the drying in the lower free tropospheric seen
in SAM after 6 h. The column model response suggests
evaporation of the precipitation formed at the

Figure 11. Same as Figure 9, except for time-dependent moisture vectors following applied moisture anomalies.
Note the horizontal scale of the top row is half that of the other rows.
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anomalous layer throughout the lower free troposphere;
though, the shallow drier layer below the anomaly in
MSCM at 18 h is puzzling.

[61] Some insight into the behavior of moisture states
following applied moisture anomalies comes with exam-
ination of the corresponding temperature states shown

Figure 12. Same as Figure 9, except for time-dependent temperature vectors following applied moisture
anomalies.
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in Figure 12. As indicated in Figure 8, all models warm
the upper troposphere following the moist anomaly at
1000 hPa. This makes sense, since the added moisture
should fuel deep convective heating aloft. The only sig-
nificant difference in responses is in the extra warming
in MSCM near 600 hPa. This may be due to condensa-
tion occurring there, as suggested by the decreased
moisture at midtroposphere.

[62] A stark contrast in the utilization of excess mois-
ture across the set of models appears in the temperature
response to the 800 hPa moist anomaly. Recall that
SAM depletes the moist anomaly very quickly, while
the column models retain much of the anomaly
throughout the period of study. As we might expect,
SAM warms the entire depth of the troposphere above
800 hPa. This is similar to the response following the
1000 hPa case, though the amplitude of warming is
greater owing to the deeper anomalous moist layer. The
warming again looks similar to the difference of two
moist adiabats. Interestingly, MSCM also warms much
of the troposphere, though beginning later than SAM.
This is consistent with the result of the steady state forc-
ing shown in Figure 6. Since MSCM depletes the moist
anomaly more slowly, it makes sense that it warms the
troposphere more slowly. What is surprising, consider-
ing the noted similarity in the evolution of column
model moisture states, is the difference in the tempera-
ture states between the column models. D3 condenses
all of its moisture right at the anomalous layer and
shows no upper-tropospheric warming at all. In fact,
the latent heating at the anomalous layer even acts to
increase CIN, which stifles deep convection leading to a
slight increase in radiative cooling aloft. This response
is well predicted by the ratio of temperature to moisture
tendencies shown in Figure 8.

[63] SAM’s responses to the 650 and 500 hPa moist
anomalies are similar to that of the 800 hPa case except
there is some cooling below the anomaly, perhaps due
to the evaporation of precipitation. Again, D3 shows
strong warming at the anomalous layer, where most of
the added moisture condenses, and negligible warming
aloft. Since CIN is calculated from a weighted average
over the lower levels of the modeled atmosphere, deep
convection and thus upper tropospheric warming is
more likely in D3 for higher elevation perturbations.
D3 matches SAM’s rate of subcloud layer cooling for
the 650 hPa case and shows strong cooling at 2 h below
the anomaly for the 500 hPa case. The response shown
for MSCM is puzzling, since this model shows very little
warming at the anomalous layer for the 350 hPa case
and none aloft for any case above 800 hPa.

[64] We have seen that D3 consistently warms the
anomalous moist layers, and a careful comparison with
SAM for the 650 and 500 hPa cases is instructive. SAM
and D3 reduce the moist anomaly at about the same
rate such that, by 18 h they each retain about 40% of
the imposed moist anomaly. However, while SAM
warms the respective anomalous layers by �0:2

�
C and

�0:35
�
C, respectively, D3 warms the same layers by

�0:9
�
C and �1:3

�
C (see Figure 11). As mentioned

above, the reason for this difference is suggested by

SAM’s deep warming response in these cases: advection
of excess moisture aloft leads to warming aloft and less
warming at the anomalous layer. Note that, even
though SAM and D3 have similar relative humidity val-
ues at these layers before the anomalies are imposed,
there is still a significant difference in how much mois-
ture is condensed in place between these models. For
moist anomalies near the tropopause where advection
to higher elevations is not possible, even SAM responds
with strong warming at the anomalous layer, again sug-
gesting that the difference in behavior arises due to defi-
cient moisture advection in D3.

[65] Interestingly, MSCM provides nearly the same
amplitude warming response as SAM at the anomalous
layer for the 650 and 500 hPa cases, but like D3, doesn’t
manifest any warming above the imposed anomaly.
Since MSCM seems to condense just enough moisture
to suitably warm the anomalous layer without advect-
ing moisture aloft, like D3, this model seems deficient
in advection in these cases. Unlike SAM and D3,
MSCM retains most of the imposed moisture anomaly
(see Figure 11) for these cases, which may be due to the
reduced relative humidity values in this model at middle
and upper troposphere. This notion is strengthened by
the fact that, for the 800 hPa moist anomaly where the
relative humidity profiles are more in agreement,
MSCM depletes as much of the original moisture
anomaly as D3. Even though part of the lack of warm-
ing aloft may be explained by the relative humidity pro-
file in MSCM, there remains no evidence of warming
aloft in any of the cases above 800 hPa, even as the rate
of reduction of the moist anomaly is about half that of
SAM’s, which is true for the 800 hPa case where warm-
ing does occur aloft. So, it seems that MSCM is missing
this warming aloft ability only for moist anomalies
above 800 hPa.

[66] All models cool the lower troposphere to some
extent following the moist anomaly at 350 hPa, though
at different rates. As in the lower elevation cases, D3
warms the anomalous layer throughout the period of
study. SAM also does this, but broadens the warm layer
above and below the original anomaly, which suggests
mixing into the nearby layers. MSCM also broadens
the warm layer, while lowering its peak from 350 to 400
hPa over the period.

5. Conclusions

[67] The goal of this paper has been to compare the
convective response characteristics of two single-
column atmospheric models and also to compare them
to a CSRM. We have shown that: (1) the forward
model and inverse techniques described here allow com-
parison of differing atmospheric models (see Appendix
B); (2) the resulting comparison indicates that the mod-
els of interest in this study exhibit distinct convective
responses to temperature and moisture anomalies.

[68] We used two complementary techniques to derive
the convective response functions of the models, as well
as to provide a form of cross validation of the results.
The inverse matrix technique, which is best suited to a
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model that has finite convective response time, or con-
vective memory, involves the construction of a linear
transformation matrix that approximates the convective
response of the model to an anomalous thermodynamic
state. We expect errors in the transformation matrix to
reduce accuracy early in the convective response due to
the lower accuracy of the fastest-decaying modes in the
matrix. The forward model technique illustrates convec-
tive response features in models that employ negligible
convective response time. We expect the forward model
to be sensitive to initial conditions, such that errors, i.e.,
response features that differ from the ensemble mean,
occur later in the convective response. We have used
both techniques in our analysis of the column models
(see Appendix B). Since the results are similar, we con-
clude that our analysis is accurate, and represents typi-
cal model behaviors. We thus propose that the
divergent states revealed by these techniques suggest a
set of response behaviors at odds with the CSRM and
perhaps the real atmosphere.

5.1. Responses to Temperature and Moisture
Anomalies

[69] The column models differ from the CSRM in sev-
eral key aspects of convective response. For instance, a
free-tropospheric stable layer appears to have an imme-
diate effect on the rate of deep convection in SAM,
such that significant cooling occurs aloft in a deep layer
within 2 h of the imposed anomaly. Yet the column
models show delayed cooling aloft for low-elevation
anomalies and no cooling aloft for upper-elevation
anomalies. Also, MSCM lacks subcloud layer warming
in the case of a low-elevation warm anomaly. Following
the cooling aloft in the case of anomalous stable layers,
SAM warms a deep layer aloft that likely results from
the release of instability below the stable layer. The col-
umn models do not seem to emulate the release of insta-
bility. Although MSCM does show cooling above
warm anomalies at 800 and 650 hPa, it occurs much
later than in SAM, and over shallower atmospheric
layers.

[70] Since a near surface warm anomaly causes nei-
ther drying in the lower, nor moistening in the upper
subcloud layer, D3 may be missing a mechanism for
subcloud layer overturning in the case of a surface
instability. Unlike SAM, the column models do not
moisten the free troposphere beneath warm anomalies
placed above 800 hPa. MSCM takes this further and
significantly dries this region, particularly at later times
for the 650 and 500 hPa cases.

[71] The lack of upper tropospheric warming in D3
and MSCM suggests limited or nonexistent advection
of moisture aloft following moist anomalies. In the case
of moist anomalies applied to the middle and lower tro-
posphere, SAM consistently removes the original
anomaly and quickly warms the upper troposphere, a
sign of invigorated deep convection. While MSCM
shows warming aloft to some degree following the 800
hPa moist anomaly, no warming aloft is evident for
anomalies above this elevation. The same is true for D3
for moist anomalies at all elevations.

[72] One cause of this deficiency in D3 may be that
the model prevents the redistribution of moisture by
quickly condensing nearly all anomalous water vapor
locally. It is interesting that D3 reduces the moist anom-
aly at nearly the rate of SAM, so that all latent heating
remains at the anomalous layer; the layer then becomes
much warmer than the corresponding layer in SAM. In
contrast, MSCM warms the anomalous layer at a rate
and magnitude similar to SAM, yet retains the moist
anomaly for much longer than the other models. This
may be related to the low relative humidity in this
model in the middle and upper troposphere, which may
prevent condensation, but there is little evidence this
model warms layers above the imposed moist anomaly
to any degree for anomalies above 800 hPa. Both col-
umn models retain a moist anomaly near 800 hPa for
much longer than SAM. Also, MSCM does not moisten
the region below moist anomalies, an effect seen in
SAM and D3.

[73] In both MSCM and D3, the rates at which many
responses occur are slower than those of SAM. For
instance, SAM reduces all imposed moisture and tem-
perature anomalies to <25% over the 18 h period of
study, whereas the column models, particularly
MSCM, retain much more than this in many cases.
This pattern may be improved in D3 by modifying the
mixing parameter, which defines the rate of mixing
within the convective columns; though, the model may
also benefit from a distinction between rates of mixing
of latent and sensible heating. In MSCM, parameters
defining the fractional areas of convection and precipi-
tation, as well as precipitation efficiency may bring
rates of adjustment closer to those seen in SAM.

5.2. Implications

[74] Results from Kuang [2010] suggest the shape of
convective response functions of the type derived in this
study predict the ability of an atmospheric model to
support convectively coupled wave growth. In particu-
lar, the direct stratiform instability described in that pa-
per (and first identified in Mapes [2000]) was shown to
occur in cases where the model expressed top-heavy
convective responses following low level temperature
anomalies. In our analysis here, only SAM exhibits
deep responses to low and middle free-tropospheric
anomalies, while D3 and MSCM show predominantly
localized responses. Therefore, we assert that the lack
of top-heavy responses in the column models may alter
and prevent the formation and propagation of certain
wave disturbances in large-scale models that employ the
convective parameterizations studied here.

[75] In addition, the moisture-stratiform instability
(identified in Kuang [2008]) depends on responses to
moisture variation in the free troposphere. To illustrate
this, Kuang [2010] compared activity in gravity wave
models with and without moisture variations and found
that wave activity is reduced or eliminated when varia-
tions in moisture are prevented. From this, we may
infer that uncharacteristic convective responses follow-
ing free tropospheric moisture variations would likely
modify or even inhibit potential wave growth. We
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found that both column models of study show
responses to moisture anomalies that differ greatly
from similar anomalies in SAM. In particular, neither
column model shows upper tropospheric warming fol-
lowing midlevel moist anomalies. MSCM warms the
upper troposphere following a warm anomaly at 800
hPa, though this response occurs much later than in
SAM. Also, D3 exhibits unusually strong, persistent
warming at the level of the moist anomaly, while
MSCM allows the moist anomaly itself to persist for an
excessively long period of time.

[76] It is possible that the bimodal shallow/deep con-
vective scheme implemented in D3 may be incapable of
driving the higher baroclinic mode responses seen in
SAM, such as the deep cooling response following mid-
tropospheric temperature anomalies. Indeed, this model
seems largely constrained to modifying the thermody-
namic state at the perturbed layer or else to modifying
the boundary layer. The few exceptions to this behavior
include the low-elevation cooling and moistening below
the anomaly in the case of upper tropospheric moisture
perturbations. In addition, the findings of Johnson et al.
[1999] indicate the effects of cumulus congestus may
approach the significance of trade cumulus and cumulo-
nimbus in the tropical atmosphere. This suggests that
modal convective schemes should adopt at least a tri-
modal structure with a third mode effecting changes
near the middle troposphere.

[77] Notably, both column models seem to persist in
deep convective heating when mid tropospheric temper-
ature anomalies occur. This may be related to the de-
pendence of deep convection on the stability of
subcloud layer parcels. In D3, deep convection is con-
trolled by the strength of CIN, as determined by the dif-
ference in mean saturated equivalent potential
temperatures in layers above and below the top of the
boundary layer, while in MSCM, the cloud base mass
flux is a function of the difference in density tempera-
tures between a lifted subcloud layer parcel and the
environmental sounding at the parcel’s lifted condensa-
tion level. Both of these mechanisms ensure that the
strength of deep convection is modulated by effects
occurring over a limited region in the lower tropo-
sphere. Another common feature of the column models
is the avoidance of midtropospheric stable layers in the
determination of the depth of the deep convecting layer.
In D3, the highest positively buoyant layer for surface
parcels defines the top of the deep convecting mode,
while in MSCM convective mixing occurs up to the
highest level of positive convective available potential
energy for lifted parcels. Both of these definitions
exclude intermediate stable layers.

[78] It is noteworthy that the three models obtain dif-
ferent RCE states under identical forcing schemes. It is
difficult to estimate the role that the RCE state plays in
directing the convective response, but we have provided
some evidence that it does, as in the effect of the relative
humidity profile on the response of moisture noted in
sections 4.3 and 4.4. Early in the course of this study,
we attempted to adjust a small subset of parameters in
both column models in order to obtain a better match

in RCE profiles across the model set. These results (not
shown) differ somewhat from those reported here and
suggest that this analysis method may be used to tune
parameterization schemes in order to elicit realistic con-
vective adjustment processes, particularly when param-
eterizations are used to model wave activity or other
phenomena that depends on the transient convective
response.

[79] In this study, we have assumed that SAM, the
CSRM, manifests a realistic convective response. How-
ever, the accuracy of the CSRM response is itself predi-
cated upon the accuracy of parameterized
microphysics, as well as resolution and other subgrid-
scale parameterizations. Some variability is evident in
studies of recent double-moment cloud microphysics
schemes in which both mixing ratio and number con-
centration are predicted for a spectrum of particle spe-
cies. In the comparison by Morrison et al. [2009], a
single-moment scheme used in a squall line simulation
led to a larger rainfall evaporation rate and a signifi-
cantly cooler cold pool than those occurring using a
double-moment scheme. Thus, the efficacy of the con-
vective response in the explicit scheme remains some-
what unclear until comparisons to other CSRMs and
perhaps a similar experiment using real atmospheric
data––if such an experiment is possible––are complete.
For the time being, we must satisfy ourselves with the
fact that SAM is an explicit implementation of the ane-
lastic equations of motion, whereas the column models
contain abstract approximations of the sometimes in-
scrutable forcing agents driving the observed atmos-
phere over a broad range of length and time scales.
Thus, if SAM is a robust implementation of the real
fluid dynamical environment, the column model
responses should approach it wherever possible and sig-
nificant deviations are worth investigating––particu-
larly when the corresponding CSRM response makes
intuitive sense. Lastly, it is important for future work to
further elucidate the detailed physical processes under-
lying the linear response functions, an example of which
is the case of shallow nonprecipitating convection inves-
tigated by Nie and Kuang [2012].

Appendix A: Steady State Responses

[80] An examination of the quadrants of the respec-
tive M21 matrices gives a broader picture of how each
model responds to applied tendencies and is thus a diag-
nostic for the inverse analysis method. In order to pres-
ent model responses in terms of state vector anomalies
following applied uniform delta-function tendencies in
T and q, we present plots of M21 in Figures A1 and A2.
To see this, note that Mx5dx=dt and MM215I imply
that columns of M21 are the state vectors xi following
applied tendencies in T and q of unit magnitude (in
Kd21 and gkg 21d21, respectively) along the diagonal
of the identity matrix, i.e., at discrete model layers. For
plotting, M21 is multiplied by a diagonal matrix consist-
ing of the inverse masses per area of the perturbed
layers on the diagonal for each respective model. Lastly,
the sign is changed to reflect the change in state due to
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positive, prescribed tendencies to maintain consistency
with the analyses that follow. Significant characteristics
are:

[81] 1. Both column models evince negative values of
the state variables, while SAM shows only positive val-
ues. For example, D3 shows cool and dry anomalies
through the depth of the troposphere for applied sur-
face warming and moistening (bottom rows, Figures A1
and A2). Midlevel cooling occurs in MSCM for the 900
hPa warming tendency, and drying occurs for warming
tendencies at various levels (middle row, Figure A2).

[82] 2. Much of the response is clustered around the
diagonal in D3, suggesting that model is primarily con-
cerned with localized effects. That is, a sharply peaked

anomaly is likely to be quelled by a sharply peaked
tendency. This characteristic occurs in D3 even when it
is perturbed with the same mixed Gaussian-delta func-
tion shapes used in SAM (not shown).

[83] 3. The state variables in SAM show similar
changes over a broad range of forcing levels. This char-
acteristic is best illustrated by changes in temperature
due to moistening tendencies (see top right, Figure A1).
In addition, these changes are consistent over deep
layers of the modeled atmosphere. This illustrates the
dominance of the slowest decaying eigenmode in M,
which has the largest vertical wavelength. In contrast,
the column models show significant variability over the
range of forcing levels. In D3, this appears as an

Figure A1. Quadrants of 2M21 for (top) SAM, (middle) MSCM, and (bottom) D3 showing anomalous state T’
following perturbations in (left) dT/dt or (right) dq/dt and normalized by the inverse mass at each layer. Dashed
lines indicate negative values. Left side axes indicate level of T 0 anomaly; lower axes indicate level of applied per-
turbation. Units are K m2 kg21.
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attenuation of SAM’s more homogeneous response for
tendencies applied near 800 hPa. MSCM shows a simi-
lar pattern for lower elevation perturbations, but the
response has smaller vertical wavelength features in all
cases.

[84] 4. Two rows of MSCM’s moisture response are
identical (middle row, Figure A2). This is due to an
imposed mixing of specific humidity below 948 hPa in
MSCM and leads to linear dependence in X, as dis-
cussed in Appendix B.

Appendix B: Accuracy Issues

[85] Performing this study with 1-D column models
permits an advantage over the use of 3-D models. Since
column model run times are relatively short, the experi-
menter can perform the forward and inverse experi-
ments to arbitrary accuracy. And, barring the existence

of convective response memory in the convective
scheme, one may assume correspondence between the
forward and inverse results. In this appendix, we illus-
trate this correspondence explicitly, as well as discuss
issues related to the accuracy of the response functions.

[86] A comparison of convective response functions
between the forward and inverse results are shown in
Figures B1 and B2. For these plots we have altered the
convection code in MSCM in order to disable the con-
vective response memory. We thus assume no convec-
tive response time occurs in either the inverse or
forward model representations for either column
model. Broad qualitative similarity exists between the
forward and inverse response functions for both mod-
els. Differences occur in magnitude rather than sign,
with few minor exceptions, throughout.

[87] One noticeable difference between forward and
inverse responses for MSCM occurs in the lowest two

Figure A2. Same as Figure A1 except for anomalous state vectors q0. Units are g m2 kg22.
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Figure B1. Similar to Figure 7 except a comparison between forward and inverse results for D3 and MSCM fol-
lowing warm perturbations. MSCM has been modified to eliminate the convective response time in both forward
and inverse cases.
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model levels. This is due to the averaging of moisture
within the subcloud layer that occurs in MSCM. Since
the response matrix M is derived from states including

this mean response, it is insensitive to height-dependent
differences in the actual response within the subcloud
layer. This is nevertheless a minor effect, as shown in

Figure B2. Same as Figure B1 except responses to moisture perturbations.
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Figure B3. Similar to Figure 9 except a comparison between forward and inverse results for D3 and MSCM of
temperature states following applied warm perturbations. Dotted lines are responses from D3 and dashed lines are
from MSCM. Thick lines represent the inverse results, while thin lines represent the forward calculations. MSCM
has been modified to eliminate the convective response time in both forward and inverse cases.
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Figure B4. Same as Figure B3 except for time-dependent moisture states following applied warm perturbations.
Dotted lines are responses from D3 and dashed lines are from MSCM. Thick lines represent the inverse results,
while thin lines represent the forward calculations.
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Figure B5. Same as Figure B3 except for time-dependent moisture states following applied moist perturbations.
Dotted lines are responses from D3 and dashed lines are from MSCM. Thick lines represent the inverse results,
while thin lines represent the forward calculations.
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Figure B6. Same as Figure B3 except for time-dependent temperature states following applied moist perturba-
tions. Dotted lines are responses from D3 and dashed lines are from MSCM. Thick lines represent the inverse
results, while thin lines represent the forward calculations.
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Figure B7. Discrepancy characteristics, D(z), of the column models. The 2 h average discrepancy in either T or q
is shown following imposed anomalies for forward model cases (f), and 500 day average imposed tendencies for
inverse cases (i). Plots illustrate the inverse case for D3 (first row), the forward model case for D3 (second row), the
inverse case for MSCM (third row), and the forward model case for MSCM (fourth row). Columns are truncated
at the highest level that enters the X matrix. The maximum respective value of either T0 or q0 is shown on each
plot. MSCM has been modified to eliminate convective response time.
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the comparison of the evolution of states (see Figures
B3–B6), which also lack significant differences between
the forward and inverse models.

B1. Linearity

[88] Factors that differentiate the inverse and forward
model responses are inaccuracies in the matrix X and also
in the time series following the instantaneous anomalies
applied to the forward model. Contributors to inaccuracy
in X are nonlinearity of the steady state model response
and noise. Likewise, in addition to the nonlinearity at the
onset of the forward model response, disagreement
between responses to the positive and negative perturba-
tions applied to the forward model increase over the time
period of study as the signal to noise ratio decreases with
each successive time step. To express the discrepancy of
each model response, due to either nonlinearity or dimin-
ished signal to noise ratio, we define

Dj zð Þ5n0j1 zð Þ1n0j2 zð Þ; ðB1Þ

where Dj zð Þ is the degree of discrepancy for the jth
applied anomalous tendency or state, n0j zð Þ is the anom-
alous state of either T or q corresponding to the jth
anomaly, and the 1=2 subscript indicates the state cor-
responding to either the positive or negative anomaly,
respectively. In the case of perfect agreement, D 5 0,
while D < 0 indicates the response magnitude following
the negative anomaly is greater than that for the posi-
tive anomaly and vice versa. Plots of D corresponding
to the comparison of forward and inverse experiments
for each column model are shown in Figure B7 and for
SAM in Figure B8. In Figure B7, MSCM has been
modified to remove the convective response time. The
maximum value of the state anomaly is shown for each
discrepancy plot for comparison to the discrepancy.
Lastly, discrepancy for the inverse experiment using the
unmodified MSCM is illustrated in Figure B9.

[89] Linearity is good for the inverse experiments in
all models, except for a few perturbation cases in D3.
There is some discrepancy for the column models in the
forward model experiment. Since the inverse experiment

Figure B8. Same as Figure B7 but for SAM (inverse case only).

Figure B9. Same as Figure B7 but for MSCM with convective response time.
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benefits from long time averages and lacks sensitivity to
the initial model environment, we expect better accu-
racy and linearity. Even with the nonlinearity illus-
trated, however, there is strong similarity between the
forward and inverse experiment results.

B2. Linear Independence

[90] Linear dependence is an issue for the inverse
experiment alone, since it only affects the degree of
singularity of the X matrix. If X has linearly depend-
ent rows or columns, the accuracy of the derived M
matrix is reduced. We found that the condition num-
ber of X derived from MSCM was much larger than
that derived from either SAM or D3, though still well
within machine precision. One reason for this is the
subcloud layer averaging imposed in the model via its
dry adiabatic adjustment mechanism, which replaces
the moisture at the lowest two model levels by its sub-
cloud layer mean value. The result, illustrated at the
extreme left and bottom edges of plots for MSCM
Figures A1 and A2, is perfect linear dependence in
the subcloud layer. The X matrix for this model is
thus poorly conditioned and the resulting response
matrix M and the responses derived from it contain
some level of amplified noise. However, in compari-
son to the forward model responses, the inverse ma-
trix for MSCM appears to admit useful and largely
consistent information (see Figures B3–B6). There
exists much closer agreement between forward and
inverse responses derived from D3, a more linear
model that affords a well conditioned matrix with no
dependent rows or columns.

B3. Tendency Perturbation Functions

[91] We found that the Gaussian perturbation func-
tions led to inaccuracy in the transformation matrices
for the column models. In particular, the number of
positive real eigenvalues increased with the width of the
perturbing function. and the linearity decreased. For
this reason, we employed delta function perturbations
for the column models. The CSRM did not suffer from
these limitations, as the responses were highly linear
and the transformation matrix contained only one posi-
tive real eigenvalue.

B4. Random Perturbations

[92] To generate an ensemble of runs representing a
range of stochastic variability for the forward and
inverse techniques, we applied a series of random
perturbations to the specific humidity and tempera-
ture states in the column models. For the forward
model technique, we applied a set of perturbations at
three random locations in the temperature column
below 12.5 km on the time step immediately preced-
ing the instant of the applied perturbations described
in section 3. Each random perturbation took the
shape of a triangle function, whose peak matches the
magnitudes stated below and whose depth was 5 grid
levels. Also, for each ensemble member, the perturba-
tions occurred at different times of the corresponding

RCE run. The magnitudes of the random perturba-
tions were optimized to increase variance across the
ensemble without modifying model behaviors. The
magnitudes used were DTrand50:5 K and Dqrand55:0%
for D3 and DTrand50:05 K and Dqrand55:0% for
MSCM.

[93] Similar random perturbations were used for the
inverse method, though the random perturbations were
applied to each model at the frequency of output (every
5 days) throughout the interval of applied tendency.
The magnitudes used were DTrand50:05 K and Dqrand5
0:05% for D3 and DTrand52:0 K and Dqrand540:0% for
MSCM.
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