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Retinotopic Organization of Scene Areas in Macaque Inferior Temporal Cortex

Michael J. Arcaro and Margaret S. Livingstone
Department of Neurobiology, Harvard Medical School, Boston, Massachusetts 02115

Primates have specialized domains in inferior temporal (IT) cortex that are responsive to particular image categories. Though IT traditionally has been regarded as lacking retinotopy, several recent studies in monkeys have shown that retinotopic maps extend to face patches along the lower bank of the superior temporal sulcus (STS) and neighboring regions of IT cortex. Here, we used fMRI to map the retinotopic organization of medial ventral temporal cortex in four monkeys (2 male and 2 female). We confirm the presence of visual field maps within and around the lower bank of the STS and extend these prior findings to scene-selective cortex in the ventral-most regions of IT. Within the occipitotemporal sulcus (OTS), we identified two retinotopic areas, OTS1 and OTS2. The polar angle representation of OTS2 was a mirror reversal of the OTS1 representation. These regions contained representations of the contralateral periphery and were selectively active for scene versus face, body, or object images. The extent of this retinotopy parallels that in humans and shows that the organization of the scene network is preserved across primate species. In addition retinotopic maps were identified in dorsal extrastriate, posterior parietal, and frontal cortex as well as the thalamus, including both the lateral geniculate nucleus and pulvinar. Together, it appears that most, if not all, of the macaque visual system contains organized representations of visual space.
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Significance Statement
Primates have specialized domains in inferior temporal (IT) cortex that are responsive to particular image categories. Though retinotopic maps are considered a fundamental organizing principle of posterior visual cortex, IT traditionally has been regarded as lacking retinotopy. Recent imaging studies have demonstrated the presence of several visual field maps within the lateral IT. Using neuroimaging, we found multiple representations of visual space within ventral IT cortex of macaques that included scene-selective cortex. Scene domains were biased toward the peripheral visual field. These data demonstrate the prevalence of visual field maps throughout the primate visual system, including late stages in the ventral visual hierarchy, and support the idea that domains representing different categories are biased toward different parts of the visual field.

Introduction
In the primate brain, object categories are represented in a large swath of IT within and around the superior temporal sulcus (STS). Macaque IT cortex contains specialized domains that are responsive to particular biologically important categories such as faces (Tsao et al., 2003; Rajimehr et al., 2009), bodies (Pinsk et al., 2005; Bell et al., 2009; Pinsk et al., 2009), or places (Nasr et al., 2011; Kornblith et al., 2013). This part of cortex had been generally regarded as lacking any other large-scale functional organization. However, recent fMRI studies have shown that visual field maps exist within and around the lower bank of the STS (Janssens et al., 2014; Kolster et al., 2014) as well as within ventral parts of IT (Orban et al., 2014). Some of these maps partially overlap with face-selective domains (Janssens et al., 2014). Here, we investigated the extent of this retinotopy in ventral parts of IT and its relationship to scene-selective domains.

In humans, several visual field maps have been identified within the ventral-most regions of category-selective temporal cortex. Anterior to human V4 (hV4), in ventral occipital cortex, two visual field maps, VO1 and VO2, have been identified that have similar response selectivity for color and object-related in-
Visual stimuli were projected onto a screen at the end of the scan chamber. The monkeys were immobilized using a foam-padded helmet with a chinstrap that delivered cranial fixation (E11022). Each run consisted of eight cycles of 40 s each. Ten to 12 runs were collected with an equal split in direction.

Retinotopic mapping. Retinotopic mapping was performed in all monkeys >1.5 years of age when they were able to maintain fixation for extended periods of time. To obtain polar angle maps, visual stimuli consisted of a wedge that rotated either clockwise or counterclockwise around a central fixation point. The wedge spanned 0.5°–10° in eccentricity with an arc length of 45° and moved at a rate of 9°/s. The wedge consisted of a colored checkerboard as the wedge stimulus. Each run consisted of seven cycles of 40 s each with 10 s of blank, black backgrounds in between. These additional blank periods were inserted to distinguish responses between the foveal and most peripheral positions. Ten to 12 runs were collected with an equal split in direction.

Static images. Responses to image categories of scenes, faces, bodies, and inanimate objects were probed. Each scan comprised blocks of each image category; each image subtended 20° × 20° of visual angle and was presented for 0.5 s; block length was 20 s, with 20 s of a neutral gray screen between image blocks. Blocks and images were presented in a counterbalanced order. The scene images were of familiar laboratory scenes, the faces were mosaics of monkey faces on a pink-noise background, with faces covering most of the 20° image; bodies were mosaics of headless monkey bodies on pink noise, and objects were mosaics of familiar objects on pink noise. All images were equated for spatial frequency and luminance using the SHINE toolbox (Willenbockel et al., 2010).

General preprocessing
Functional scan data were analyzed using Analysis of Functional Neuroimages (AFNI; RRID:nif-0000-00259; Cox, 1996), SUMA(Saad and Reynolds, 2012), Freesurfer (Freesurfer; RRID:nif-0000-00304; Dale et al., 1999; Fischl et al., 1999), JIP Analysis Toolkit (written by Joseph Mandeville), and MATLAB (MathWorks, RRID:nlx_153890). Each scan session for each monkey was analyzed separately. All images from each scan session were ANI-aligned to a single time point for that session, detrended and motion corrected. Data were spatially filtered using a Gaussian filter of 2 mm full width at half-maximum to increase the signal–to-noise ratio while preserving spatial specificity. Each scan was normalized to its mean. Data were registered using a two-step linear then nonlinear alignment approach (JIP Analysis Toolkit) to a high-resolution (0.5 mm) anatomical image acquired for monkeys M1 and M2 (≥1.5 years) and to a standard anatomical template (F99) for monkeys M3 and M4. First, a 12-parameter linear registration was performed between the mean EPI image for a given session and a high-resolution anatomical image. Next, a nonlinear, diffeomorphic registration was conducted. To improve registration accuracy of ventral cortex, we manually drew masks that excluded the cerebellum for both EPIs and anatomicals before registration.

Retinotopy analysis
Fourier analysis was used to identify spatially selective voxels from the polar angle and eccentricity stimuli (Bandettini et al., 1993; Engel et al., 1997). For each voxel, the amplitude and phase (the temporal delay relative to the stimulus onset) of the harmonic at the stimulus frequency were determined by a Fourier transform of the mean time series. To correctly match the phase delay of the time series of each voxel to the phase of the wedge/ring stimuli, and thereby localize, the region of the visual field to which the underlying neurons responded best, the response phases were corrected for a hemodynamic lag (4 s). The counterclockwise (expanding) runs were then reversed to match the clockwise (contracting) runs and averaged together for each voxel.

Data were registered and projected onto individual surfaces for monkeys M1 and M2. Monkeys M3 and M4 did not have individual surfaces, so data were projected onto a standard surface template (F99; Van Essen and Dierker, 2007). An F ratio was calculated by comparing the power of the complex signal at the stimulus frequency to the power of the noise (the power of the complex signal at all other frequencies). Statistical maps were thresholded at p < 0.0001 (uncorrected for multiple comparisons). When displaying phase estimates, a 20-point color scale was assigned to the polar angle datasets with each color representing an 18° visual angle and a 16-point color scale was assigned to the eccentricity datasets with each color representing 0.625° eccentricity.
Identification of retinotopic maps. Contiguous clusters of spatially selective voxels were identified throughout cortex in both polar angle and eccentricity mapping experiments. Though dorsal and posterior regions were outside the focus of our analysis, to validate our mapping, a series of visual field maps were identified in general accordance with previous literature (Kolster et al., 2009, 2014; Arcaro et al., 2011; Janssens et al., 2014). These included areas V1, V2, V3, V4, V4A; MT, MST, FST, V4t, V3A, DP, CIP1, CIP2, LIP, OTd, PITd, and PITv. Borders between visual field maps were identified based on reversals in the systematic representation of visual space, particularly with respect to polar angle. Eccentricity representations were evaluated to ensure that phase progressions were essentially orthogonal (nonparallel) to the polar angle phase progression and to differentiate between the MT+ cluster (Kolster et al., 2009) and surrounding extrastriate visual field maps. There was a general tendency for the vertical meridians to be under-represented in the polar angle maps, especially for anterior areas. This should not be taken as evidence for lack of a vertical meridion representation. The spatial coordinates of polar angle and eccentricity maps represent the approximate centers of response fields (for individual voxels), not the extent of coverage. Instead, the under-representation of the vertical meridion likely reflects an fMRI sampling bias due to the small cortical extent of individual maps and the large visual field coverage of individual voxels within those maps. Voxels that sample from neurons with receptive fields (RFs) centered on the vertical meridian also sample neurons with RFs positioned off the vertical meridion in neighboring parts of contralateral visual space, leading to polar angle phase estimates centered off the vertical meridion. As a result, the visual field coverage of areas with hemifield representations (i.e., containing representations of both upper and lower visual fields) will compress toward the horizontal meridion (i.e., midpoint between the vertical meridions). Though anterior areas tend to comprise hemifield representations, the visual field coverage of areas with a quarterfield representation (i.e., containing only representations of either upper or lower visual fields) would compress toward the midpoint of the horizontal and vertical meridions in that quadrant. This effect becomes more pronounced moving up the visual hierarchy, as RFs get larger and the cortical extent of individual areas decreases. This effect will also manifest for group averages since maps almost exclusively contain representations of contralateral visual space.

Areal extent. Surface estimates were derived using AFNI’s SurfMeasures only for monkeys M1 and M2 since data from monkeys M3 and M4 were projected onto a standard template surface. Surface area (mm²) for individual visual field maps was estimated as the average surface area for pial and white matter surface segmentations. Surface volume (mm³) was estimated as the total area between pial and white matter surfaces.

Evaluation of visual field coverage. To compute the representation of the visual field as a function of polar angle in our areas of interest, the visual field was divided into three equally spaced sectors spanning foveal (0–3.33°), midfield (3.34–6.66°), and peripheral (6.67–10°) visual space. The number of voxels within each sector was tallied and divided by the total number of voxels in each area of interest to derive the percentage visual field coverage for each subject. Data were collapsed across hemispheres and averaged across monkeys to derive a group mean average. Comparisons were made between visual field sectors and two-tailed, t-tests were used to assess statistical significance.

Comparison to atlas. To directly compare visual field maps across monkeys, each monkey’s data were aligned to a standard template (F99; Van Essen and Dierker, 2007) surface using nonlinear registration (JIP Analysis Toolkit). To derive group average polar angle and eccentricity maps, individual polar angle and eccentricity visual field maps were converted to Cartesian space, averaged, and threshold such that all voxels were required to be significant in 3/4 monkeys. Group average maps were compared with the borders of the Lewis and Van Essen macaque F99 atlas (Lewis and Van Essen, 2000; Van Essen and Dierker, 2007).

Stimulus category analysis

A multiple regression analysis (AFNI’s 3dDeconvolve; Cox, 1996) in the framework of a general linear model (Friston et al., 1995) was performed on the category experiments for each monkey separately. Each stimulus condition was modeled with a MION-based hemodynamic response function (Leite et al., 2002). Additional regressors that accounted for variance due to baseline shifts between time series, linear drifts, and head motion parameter estimates were also included in the regression model. Due to the time course normalization, β coefficients were scaled to reflect percentage signal change. Because MION inverts the signal, the sign of β values were inverted to follow normal fMRI conventions of increased activity and are represented by positive values. Brain regions that responded more strongly to scenes, monkey faces, monkey headless bodies, or familiar objects were identified by contrasting presentation blocks of each of these image categories. Maps of β coefficients were clustered (>10 adjacent voxels) and threshold at p < 0.0001 (FDR-corrected).

d-primies were calculated from β coefficients. Critical r values were used to calculate SEs. These values were used to calculate a d-prime index using the following d’ formula (Afrasz et al., 2006; Grill-Spector et al., 2006):

\[ d’ = \frac{\mu_{\text{preferred}} - \mu_{\text{nonpreferred}}}{\sqrt{\sigma^2_{\text{preferred}} + \sigma^2_{\text{nonpreferred}}}} \]

where \( \mu_{\text{preferred}} \) and \( \mu_{\text{nonpreferred}} \) and are -1 to (invert the MION response) \times the average responses to the preferred stimulus category (e.g., scenes) and the average responses to the nonpreferred stimulus category (e.g., objects); \( \sigma_{\text{preferred}} \) and \( \sigma_{\text{nonpreferred}} \) are the SDs.

Experimental design and statistical analysis

Four monkeys (2 male, 2 female) were included in retinotopic and stimulus category analyses. Individual subject and group-level analyses were performed. Though four monkeys is a small sample size for group-level analyses, the stimulus category effects were apparent in each individual monkey. Retinotopic maps were measured for individual subjects and a group average. Significance was assessed by an F ratio as described above in the Retinotopic mapping subsection. To evaluate consistency of polar angle organization in individual monkeys and across monkeys, Pearson correlation coefficients were calculated. Significance of visual field coverage was assessed via paired two-sample t tests across monkeys and hemispheres. As described in the Stimulus category analysis subsection, category selectivity maps for individual monkeys were determined via a linear regression analysis and threshold on the resulting t statistics. To assess the significance of category responses within individual areas across monkeys, an ANOVA was conducted on the mean β coefficients from the regression analysis. Stimulus category and hemisphere were included as factors in the ANOVA. Post hoc t tests were then performed accordingly. To compare stimulus selectivity across areas, β coefficients were used to calculate d-prime indices, and paired two-sample t tests were used to assess significance across monkeys and hemispheres.

Results

Polar angle and eccentricity maps were measured for the central 10° of the visual field using a smoothly rotating wedge stimulus and an expanding annulus stimulus in monkeys trained to maintain fixation. Bilateral activations within occipital, temporal, and parietal cortex were found in both hemispheres of all four monkeys for both polar angle and eccentricity mapping. Individual activation maps of polar angle and eccentricity are shown overlaid on lateral views of inflated surface reconstructions for the left (LH) hemispheres in two example monkeys (Fig. 1). For the polar angle mapping, activations within each hemisphere were mainly confined to the contralateral hemisphere. The color of each voxel was determined by the phase of its responses and indicates the region of the visual field to which that voxel was most responsive. For polar angle maps, the upper visual field (UVF) is denoted in red-yellow, the horizontal meridion (HM) in green, and the lower visual field (LVF) in light and dark blue. For eccentricity maps, the
central space (0–2.5°) is denoted in red/orange, mid-eccentricities in yellow/green (2.5–6.25°), and the periphery in blue (6.25–10°).

We identified a series of visual field maps throughout occipital, temporal, and parietal cortex in each monkey, consistent with previous fMRI mapping studies in monkeys (Brewer et al., 2002; Kolster et al., 2009, 2014; Arcaro et al., 2011; Janssens et al., 2014; Fig. 1). Additional representations of contralateral visual space were identified within the intraparietal sulcus, frontal cortex, and the thalamus in all monkeys. Representations of the upper and lower vertical meridians were identified anterior to the previously reported LIP visual field map (Patel et al., 2010; Arcaro et al., 2011), suggesting the presence of at least two additional visual maps within the inferior bank of the IPS. Consistent with a recent fMRI study (Janssens et al., 2014), contralateral representations of visual space were also identified within the ramus of the arcuate corresponding to the frontal eye fields area. Contralateral representations of visual space were also identified in both the lateral geniculate nucleus (LGN) and ventral pulvinar of the posterior thalamus (Kaas et al., 1972; Malpeli and Baker, 1975; Bender, 1981). Both thalamic regions showed an inversion of the visual field with the UVF located ventrally and the LVF located dorsally. Within the pulvinar, a foveal representation was found in the middle of the extent of the polar angle maps with increasingly peripheral representations encircling the fovea laterally, medially, dorsally, and ventrally. This is consistent with the proposal of two visual field maps within the ventral pulvinar (Bender, 1981; Shipp, 2003). The retinotopic organization of the LGN and pulvinar in our macaques was also consistent with prior imaging studies in humans (Schneider et al., 2004; Arcaro et al., 2015; DeSimone et al., 2015), confirming that the organization of the visual thalamus is similar across primate species. Retinotopically specific activity almost completely covered visually-evoked activity (identified from the category stimulus experiment) with the exception of anterior temporal STS (AIT), which was visually activated, but did not show clear retinotopic responses. Overall, visual field maps were prevalent throughout the extent of the visual system, underscoring the importance of topographic representations as an organizing principle for sensory systems.

**Ventral V1, V2, V3, V4, V4A, and PIT**

For the purposes of this study, we focused on activations within medial ventral temporal cortex (Fig. 2). Ventral and medial to areas V4, V4A, and PITv, we identified two visual field maps within the occipitotemporal sulcus (OTS), which we refer to as OTS1 and OTS2. Below, we provide a brief description of the retinotopic organization surrounding OTS1/2 and a more detailed description of these two new areas.

In agreement with previous reports (Brewer et al., 2002; Fize et al., 2003; Arcaro et al., 2011), visual areas V1, V2, V3, and V4 were identified within occipital cortex in each hemisphere for all four monkeys. The UVF and LVF representations were noncontiguous, split between the ventral and dorsal cortex, respectively (Figs. 1, 2). Within ventral occipital and temporal cortex, a clear alternating progression of visual field was identified along the anterior–posterior axis. Areas were differentiated based on reversals in visual field progression with respect to the polar angle axis that were orthogonal to the eccentricity axis (Sereno et al., 1995). Altogether, five reversals in polar angle phase progression were identified as the vertical and horizontal meridian borders (VM and HM) between visual areas (Fig. 2, M1, left column). Starting from within the calcarine sulcus, the HM of the V1 visual map progressed anterior to (#1) an upper vertical meridian that forms the border with area V2 then reverses back to (#2) an HM that corresponds to the border between V2 and V3, and then reverses again (#3) to another upper vertical meridian that forms the border between V3 and V4. Anterior to V4, the visual field continues along lateral parts of occipital cortex into the posterior STS, reversing back to (#4) an HM, forming the border between V4 and V4A, and then reversing again to (#5) an upper vertical meridian that forms the border between V4A and PITv. The visual field representation reverses once more and progresses all the way to (#6) a lower vertical meridian, forming the anterior border of PITv, which comprises a full hemifield representation of the UVF and LVF in contrast to the UVF-only quarter-field representations of V1–V4A. As previously described, PITv was located within the posterior medial temporal sulcus (PMTS) in all four monkeys (Janssens et al., 2014; Kolster et al., 2014).
The progression of eccentricity representations within ventral occipital and temporal cortex (Figs. 1, bottom row, 2, middle column) was orthogonal to the polar angle map. There was a large swath of central visual field representation (red/orange), extending anteriorly along the lateral surface from V1 in occipital cortex to the lower bank of the STS in temporal cortex. From the representation of central space, eccentricity representations progressed ventral and medial to mid-eccentricities and then to the periphery. Two peaks in the foveal representations (red) were consistently identified (Fig. 1, middle column); one where the dorsal and ventral halves of V1–V4 converged (meridians indicated as 1–4) and the other where PITv (meridians 5–6) converged with areas PITd and OTd as previously reported (Janssens et al., 2014; Kolster et al., 2014). Dorsal and ventral portions of area V4A (meridians 4–5) converged in-between these two foveal peaks. Anterior to these two foveal peaks, an additional foveal representation...
representation was identified along the lower bank of the STS in all monkeys.

Areas OTS1 and OTS

Polar angle and eccentricity maps in the occipitotemporal sulcus

Medial to the peripheral representations of V4 and V4A, two representations of contralateral visual space were found within the OTS of each hemisphere, which we refer to as OTS1 and OTS2 (Fig. 2). A LVF representation medial to areas V4 and V4A (Fig. 2; M1, #7) was identified as the posterior border of OTS1 in all monkeys. In six of eight hemispheres, a representation of the lower vertical meridian (dark blue) was identified. In the right hemisphere of monkey M3, the posterior part of OTS1 mainly contained HM representations and the posterior border was defined at the HM representation that extended furthest into the lower quadrant of the visual field. OTS1 was defined by a polar angle progression extending from this LVF representation anterior to (#8) an UVF representation that marked the border between OTS1 and OTS2. In four of eight hemispheres, a representation of the upper vertical meridian (red) was identified. OTS2 was defined by polar angle phase progressions extending from the midpoint of the UVF representation shared by OTS1 to (#9) a LVF representation further anterior. In eight of eight hemispheres, a representation of the LVF vertical meridian (dark blue) was identified. In the right hemisphere of M2 and left hemisphere of M3, the representation of visual space in OTS2 was sparse at this threshold, but the general organization was consistent with the other hemispheres/monkeys. The lack of a clear vertical meridian representation in some hemispheres likely reflects an MRI sampling bias due to the small cortical extent and large visual field coverage of individual voxels, and should not be taken as evidence for lack of a vertical meridian representation (see Materials and Methods, Identification of retinotopic maps). In all monkeys, OTS1 and OTS2 contained almost exclusively peripheral representations (>7°) and there was no clear progression of visual field representation along the eccentricity dimension. Medial to OTS1/2 there was a small patch of cortex lacking significant visual field representations, then a jump back to a foveal representation in five of eight hemispheres. Because we included a 10 s gap between presentations of foveal and peripheral ring stimuli, it is unlikely that this foveal representation is an artifact of "wrap-around" that can affect phase-encoded paradigms. There was no clear polar angle organization or progression to midfield/peripheral representations within this part of medial cortex and it thus appeared to be distinct from the OTS maps. Alternatively, this foveal representation may be part of the OTS maps; due to the large receptive fields and relatively small cortical size, we may not have had the sensitivity to resolve polar angle organization in this region.

To further investigate the topographic organization within OTS1 and OTS2, the polar angle phase progression was quantified. Typically for such an analysis, linear ROIs are drawn either along iso-polar angle lines orthogonal to eccentricity (Arcaro et al., 2009; Arcaro et al., 2011) or along iso-eccentricity lines orthogonal to polar angle (Schluppeck et al., 2005; Silver et al., 2005; Kolster et al., 2009, 2014). In both cases, polar angle phase values are plotted as a function of distance from the starting point. Because there was no clear progression of eccentricity organization within OTS1 and OTS2, line segments were drawn orthogonal to the polar angle axis along the lateral (red dots) and medial borders (blue dots) as well as along the midline (green dots) in both maps as indicated by the schematic lines in Figure 3a. The polar angle phases along these line ROIs were plotted as a function of cortical distance from the posterior border of OTS1. In the Figure 3a plot, dots correspond to individual nodes located along each line segment in monkey M4 as indicated in the schematic above and the black line corresponds to the average across the three line segments. The polar angle representations started within the LVF (blue) and progress to the UVF (red) corresponding to the border between OTS1 and OTS2, then reversed back to the LVF (Fig. 3a, bottom). This analysis was performed for each hemisphere in each monkey separately. The polar angle representations along each ROI were strongly correlated within individual hemispheres (mean r = 0.83, all r values >0.80, p < 0.0001), demonstrating a consistency in the visual field organization within individual maps. Polar angle phase values between area borders were then interpolated into a common space, which allowed for group averaging (Fig. 3b). For the group average plots (Fig. 3b), each colored line corresponds to an individual monkey (hemispheres plotted separately) and the black line corresponds to the group average. It is evident in both the individual monkeys and group average that the posterior border of OTS1 and anterior
border of OTS2 corresponded to troughs in the plot (closest to the LVF meridian) and the shared border between OTS1 and OTS2 corresponded to the peak of the plot (closest to the UVF meridian). Even in monkey M1 (red line) that had mainly LVF representations (Fig. 2), the polar angle map progressed from a LVF representation at the posterior border of OTS1 to UVF representations at the identified border of OTS1 and OTS2, and then reversed back to a LVF representation at the border of OTS2. Individual monkey polar angle phase progressions were strongly correlated (mean $r = 0.90$, all $r$ values $> 0.87, p < 0.0001$), demonstrating a consistency in the visual field organization of OTS1 and OTS2 across monkeys.

The anatomical extent of OTS1 and OTS2 was consistent between hemispheres and monkeys as is shown on the surface (Fig. 2) as well as within the volume (Fig. 4). On average, the borders of OTS1 extended from 5.5 to $-1.0$ (A-P to ear bar zero), 1.75–7.5 (I-S to ear bar zero), and 17.0–23.0 (M-L to midline), and for OTS2 from 9.5 to 3.5 (A-P), 0.5–6.0 (I-S), and 17.0–23.0 (M-L). The mean surface area estimates (average between pial and white matter surface segmentations) for OTS1 and OTS2 were 45.1 $3.1$ mm$^2$, respectively, which corresponded to between 6 and 7% of V1's surface volume. OTS1 and OTS2, as well as most other visual maps shown) extends beyond these coronal images. Slices are orientated anterior (left) to posterior (right). Thin blue and red lines in all three views correspond to segmentations of the pial and white matter. Green lines in axial and sagittal slices correspond to the location of coronal slices.

To evaluate the strength of the stimulus-evoked signal relative to noise in OTS1 and OTS2, the response amplitudes were plotted as a function of temporal frequency for the polar angle and eccentricity experiments (Fig. 5). For each subject, the response at the stimulus frequency was greater than the responses across all other frequencies, demonstrating a strong link between the measured neural response and stimulus location. For the polar angle experiments, the average percentage signal changes at the SF for OTS1 and OTS2 were 2.25 ($\pm 0.32$) and 1.30 ($\pm 0.32$), respectively. For the eccentricity experiments, the average percentage signal changes at the SF for OTS1 and OTS2 were 1.83 ($\pm 0.34$) and 1.54 ($\pm 0.27$), respectively. For both the polar angle and eccentricity experiments the responses at the stimulus frequency for OTS1 and OTS2 were significantly greater than noise across monkeys and hemispheres ($t(7) > 3.74, p < 0.01$). For comparison, the average percentage signal changes for V1, V4, PITd, and PITv were 5.46 ($\pm 0.43$), 7.19 ($\pm 0.65$), 2.42 ($\pm 0.43$), and 2.83 ($\pm 0.44$) from the polar angle experiment and 4.98 ($\pm 0.62$), 6.65 ($\pm 0.79$), 2.23 ($\pm 0.44$), and 3.06 ($\pm 0.45$) from the eccentricity experiment. These results demonstrate that visual responses in OTS1 and OTS2 were tightly linked with the stimulus presentation.

OTS1 and OTS2 represented almost exclusively contralateral peripheral space (Fig. 6). 99.0% ($\pm 0.01$) of voxels preferentially responded to the contralateral visual field in OTS1 and OTS2, respectively (contra vs ipsi; $p < 0.0001$). 81.0% ($\pm 0.05$) and 92.4% ($\pm 0.04$) of voxels responded preferentially to peripheral visual space $> 6.66^\circ$ from fixation, and was a significantly larger percentage than representations of foveal (0–3.33$^\circ$) and parafoveal (3.33–6.66$^\circ$) visual space ($p < 0.0001$). The disproportionate representation of peripheral space in OTS1 and OTS2 is further apparent in visual comparison to the coverage of areas V1 and V4 (Fig. 6). Note that each data point represents the spatial location of the peak response and does not characterize the spatial extent of responses across the visual field, i.e., the data can be thought of as approximately the center of a voxel’s “receptive field”, not its full visual field coverage. Given that receptive fields span several degrees of visual space in this part of IT (Boussaoud et al., 1991), it is likely that the full visual field is covered by neurons in this area even with this peripheral bias in the spatial distribution of RF centers. A weak preference for the UVF was also apparent in the data. 66.0% ($\pm 0.1$) and 64.4% ($\pm 0.1$) of voxels preferentially responded to the UVF, though this bias was not significant ($p = 0.16$ and $p = 0.21$, respectively). Inspection of individual data revealed that the lack of an effect was due to a single monkey (M1) with all three other monkeys showing a strong preference for the UVF (each monkey $> 75\%$). Due to the limited number of sampled hemispheres ($n = 8$), more data will be neces-
necessary to conclusively evaluate any asymmetry in visual field coverage with respect to UVF and LVF. With the exception of the right hemisphere for M3, all hemispheres for both OTS1 and OTS2 contained representations of both the UVF and LVF, further indicating that both areas comprise representations of the contralateral hemifield, not a single quadrant, though both areas do contain a more extensive coverage of the UVF.

To split or not to split
OTS1 and OTS2 appear to be distinct areas from surrounding cortex. The criteria for defining a cortical area varies across studies, but typically is based on one or more measures including visual field map organization, chemoarchitecture, anatomical connectivity, and functional response properties (Van Essen, 1985; Gattass et al., 2005). Here, we defined two new areas based on visual field organization and (discussed in a later section) functional response properties. Visual field organization of higher-order visual areas is typically more scattered and contains discontinuities (Gattass et al., 1988; Rosa, 2002), which can make it difficult to resolve areal distinctions. Given the close anatomical proximity to areas V4/V4A/PITv and lack of a clear foveal representation, OTS1 and OTS2 could be interpreted as peripheral extensions of these maps. However, based on the visual field organization of these areas, we think this unlikely. Here, we consider and argue against two alternative accounts (Fig. 7).

Given that the OTS traditionally has been considered part of ventral V4 and area TEO/VOT (Lewis and Van Essen, 2000; Gattass et al., 2005), it could be that OTS1 is an extension of ventral V4 and OTS2 is an extension of V4A (Fig. 7, middle). This is unlikely to be the case. The anatomical location and visual field organization of V4 and V4A differs markedly from OTS1 and OTS2, respectively. V4 (and V4A) was located posterior to OTS1 (and OTS2) in all subjects. The lower and upper visual field representations of V4 and V4A are noncontiguous, anatomically separated into dorsal and ventral parts of occipital cortex, respectively. In contrast, the lower and upper visual field representations of both OTS maps are contiguous and there is no dorsal counterpart. As such, the borders of ventral V4 and V4A do not

Figure 5. Response amplitude as a function of temporal frequency in OTS1 and OTS2. Box plots of response amplitude converted to percentage signal change for (top) polar angle and (bottom) eccentricity experiments. The response at the stimulus frequency (dark blue) was significantly greater than the response at all other frequencies. Light blue bars correspond to the first harmonic. For comparison, response amplitudes for areas V1, V4, PITd, and PITv are also shown. Median (black line), interquartiles (whiskers), and 1.5 x interquartile outliers (red cross).
match the borders of OTS1/2. The posterior border of V4 comprises an upper vertical meridian compared with the lower vertical meridian that forms the posterior border of OTS1. The border between V4 and V4A comprises a HM compared with the upper vertical meridian that forms the border between OTS1 and OTS2. The anterior border of V4A comprises an upper vertical meridian in contrast to the LVF representation of OTS2. Further, linking OTS1/2 with ventral V4 and V4A would yield quarter-field representations for the central 0–6° of visual field and hemifield representations from 6 to 10°. The dorsal portions of V4 and V4A fill in the corresponding quarter-fields within 0–6° (Fig. 6). Such an areal organization where the UVF and LVF representations are anatomically separated in the central 0–6° but not in the periphery, has never been observed and is unlikely to emerge in development (Rosa, 2002). Therefore, V4 and V4A are unlikely to include OTS1 and OTS2.

Given the anatomical proximity of V4A and PITv to OTS1 and OTS2, respectively, it could instead be that OTS1 is an extension of V4A and OTS2 is an extension of PITv (Fig. 7, bottom). We think this is also unlikely to be the case. As stated in the preceding paragraph, the quarter-field representation of ventral V4A is incompatible with the hemifield representations of OTS1 and OTS2; the posterior border of V4A comprises a representation of the HM whereas OTS1’s posterior border is the lower vertical meridian (Fig. 2). The polar angle organization of PITv, however, is approximately compatible with that of OTS2. Similar to OTS2, PITv contains a contiguous hemifield representation of contralateral visual space. The polar angle progression along the posterior–anterior axis is similar to OTS2, extending from an upper vertical meridian across the HM to a lower vertical meridian. However, in most hemispheres the visual field representation between the medial border of PITv and the lateral border of OTS2 was noncontiguous. In M1–M3, HM representations separated the UVF representation of OTS1/2 from the UVF representations of V4A/PITv. In M2 and M4, the anterior borders of OTS2 and PITv, which correspond to LVF representations, were at acute angles to each and did not align. In M1, the border of OTS2 was separated along the cortical surface by several millimeters from PITv. Further, the eccentricity organization of PITv diverged from that of OTS2 (and OTS1). The eccentricity map of PITv progressed from a foveal representation laterally to peripheral representations at the lateral bank of the OTS (Fig. 7a, purple line) similar to areas V1 and V4 (Fig. 7b). If OTS were part of PITv, eccentricity phase values would continue to progress into the periphery. Instead, the eccentricity representations within OTS remained peripheral, but without any clear progression, suggesting that the PITv map stops at the border with OTS (Fig. 7b). If the foveal representation further medial were part of OTS1 and OTS2, then the eccentricity organization of OTS1 and OTS2 constitutes a reversal of V4A’s and PITv’s eccentricity maps. Last, visual areas tend to decrease in surface area with increasing distance from V1. The combination of PITv (80.9 mm² ± 12.8) and OTS2 would yield a total surface area of 126 mm, which is larger than neighboring areas OTd (70.4 mm² ± 3.5) and PITd (67.8 mm² ± 5.1) and on par with posterior area V4A (139.0 mm² ± 14.6). Thus, it is unlikely that PITv and OTS2 comprise a single area as this would violate the trend for areas to decrease in size moving up the hierarchy. Overall, the organization of the visual field maps of V4A and PITv are inconsistent with OTS1 and OTS2. Therefore, the most likely scenario is that OTS1 and OTS2 are distinct visual field maps, separate from the lateral retinotopic areas.

Functional response properties
Scene-selective activity was observed within and around the OTS. To test for stimulus selectivity, we showed monkeys blocks of scenes, mosaics of faces, mosaics of bodies, or mosaics of objects; we used mosaics instead of single items to cover the entire 20° of
the screen, to have comparable retinotopic coverage for all image categories. As seen in Figure 8, a region within the OTS showed stronger activity for scenes versus faces (top; \( p < 0.0001 \), FDR corrected) and scenes versus objects (bottom; \( p < 0.0001 \), FDR corrected). The spatial location of this scene selectivity matches the location of previously described area LPP (Kornblith et al., 2013). Activations to faces were examined only in two of four monkeys. The other two monkeys were raised with minimal exposure to faces and IT activity specifically to face stimuli was abnormal. Activations to objects and bodies were measured in all four monkeys. In general, there was good correspondence between the location of scene selectivity and the extent of OTS1 and OTS2. In three of four monkeys, scene-selective activations were also observed lateral to area LPP within the PMTS, consistent with anatomical location of the previously identified area mPPA (Nasr et al., 2011). This second scene-selective region lay in retinotopically-defined area PITv.

OTS1 and OTS2 were highly selective for scenes. In both OTS1/2, there was a main effect of image category \( (F_{(3,20)} > 9.02, p < 0.001) \), no effect of hemisphere \( (F_{(1,20)} < 0.34, p > 0.5) \), and no interaction \( (F_{(3,20)} < 0.1, p > 0.95) \). Activations to scene stimuli were stronger than activations to body or object stimuli (Fig. 6B; \( t_{(7)} > 4.58, p < 0.01 \)). Activations to scene stimuli were also stronger than activations to face stimuli in the two monkeys in which this was tested \( (t_{(3)} > 5.5, p < 0.05) \). To further quantify the stimulus category preference and compare with other visual areas across the visual hierarchy, we calculated a \( d' \) prime sensitivity index for scene/object condition pairs for V1, V4, PITd, PITv, and OTS1/2. OTS1/2 had the largest \( d' \) prime indices \( (d' > 1.06) \) with intermediate visual area V4 and ventral temporal area PITv having less than half the selectivity \( (d' < 0.48) \). Even when equating visual field coverage with OTS1/2 by restricting the analysis to peripheral \( (>6°) \) representations, \( d' \)-prime indices for OTS1/2 remained double that of PITv \( (0.44) \), providing additional evidence that OTS is functionally distinct from PITv. Early visual area V1 and dorsal temporal area PITd had values near zero or slightly negative (i.e., weak object preference). The scene index in OTS1/2 was stronger than any other area \( (t_{(7)} > 2.56, p < 0.05) \). Together, these results demonstrate that OTS1/2 correspond to peak scene selectivity in macaque ventral temporal cortex.
Retinotopic organization of dorsal scene-selective cortex

Scene-selective responses were also observed in dorsal extrastriate visual cortex. We probed the relationship between scene selectivity and visual field map organization in this region as well. Consistent with prior studies (Fize et al., 2003; Arcaro et al., 2011), we identified several visual field maps within dorsal extrastriate cortex, V3A and DP, and posterior parietal cortex, CIP1/2 and LIP1/2/3 (Fig. 9a). As previously reported with imaging and single unit recordings (Gattass et al., 1988; Arcaro et al., 2011; Arcaro and Kastner, 2015), there is an irregularity in the LVF representation of V3 near areas V3A and DP. The precise organization in this part of dorsal cortex in monkeys is still debated (Lyon and Kaas, 2002; Rosa et al., 2013; Angelucci and Rosa, 2015; Jeffs et al., 2015; Kaas et al., 2015). Anterior to V3A and DP, two maps of contralateral visual space were identified within caudal IPS consistent with previously reported areas CIP1 and CIP2 (Arcaro et al., 2011). Further anterior, previous imaging studies reported a single map within the lateral intraparietal sulcus extending along the posterior–anterior axis from an (Fig. 9a, RH #1) upper vertical meridian to a (RH #2) lower vertical meridian (Patel et al., 2010; Arcaro et al., 2011). Our data suggest that two additional maps exist anterior to the original LIP map, which we
have labeled LIP2 and LIP3. The visual field map of LIP2 is a reversal of the polar angle map in LIP1 map, extending from the (2) lower vertical meridian to (3) an upper vertical meridian. Anterior to LIP2, we observed weak representations of the HM and another (4) LVF representation, suggesting the existence of a third map, LIP3. The anterior extent of LIP3 was just posterior to the anterior tip of the IPS (area AIP). The previously reported LIP1 map corresponds to IPS2 in humans (Arcaro et al., 2011). These two additional representations of contralateral space, LIP2 and LIP3, likely correspond to IPS3 and IPS4 in humans.

A focal region of scene-selectivity (vs objects) in dorsal extrastriate cortex overlapped with visual field maps DP, V3A, as well as part of dorsal V3 (Fig. 9b, left). The location of this dorsal scene selectivity, which Nasr et al. (2011) referred to as mTOS, was consistent with previous studies (Nasr et al., 2011; Kornblith et al., 2013). Visual field map DP responded selectively to scene images and had a category response profile similar to OTS1 and OTS2 (Fig. 9b, right). Similar to the scene-selective maps OTS1/2 in ventral cortex, visual map DP represented peripheral contralateral space (80%, p < 0.0001). Notably, in contrast to OTS1/2, DP had a LVF bias (70%, p < 0.01). In humans, the dorsal scene area (TOS/OPA) also shows a bias for the lower visual field, and the ventral scene area (PPA), the upper visual field (Silson et al., 2015, 2016). Our data thus further link peripheral visual field representations and scene selectivity, and highlight parallels to the organization in humans.

Figure 9. Retinotopic organization of dorsal scene-selective region. a, Group average (n=4) polar angle and eccentricity maps of dorsal occipital and posterior parietal cortex. See Figure 1 for conventions. b, A region within the dorsal prelunate that overlapped with retinotopic areas DP and V3 showed stronger responses to scenes versus all other categories. This area mainly represented contralateral peripheral space. Our mapping also revealed extensive retinotopic organization throughout the inferior bank of the intraparietal sulcus beyond what has been previously described (Arcaro et al., 2011). Anterior to the map previously referred to as LIPvt (Arcaro et al., 2011; here referred to as LIP1), we identified another map of contralateral space, referred to as LIP2. Anterior to this map, we saw additional representations of contralateral visual space suggesting the existence of another map, which we tentatively label LIP3.

Anatomical parcellation of temporal cortex
To further evaluate the consistency of the retinotopic organization across individuals, polar angle and eccentricity data were mapped onto a standard template surface (F99; Van Essen et al., 2012), and average topographic maps were calculated for each hemisphere (Fig. 10a). Borders between areas were identified at reversals in polar angle representation or eccentricity progression. The group average polar angle and eccentricity maps throughout ventral temporal cortex were remarkably similar to those for individual monkeys, indicating little individual variability in the organization of these visual maps. There was a general tendency for the vertical meridians to be under-represented, especially for anterior visual maps. Vertical meridian representations were apparent in individual monkeys, indicating little individual variability in the organization of these visual maps. There was a general tendency for the vertical meridians to be under-represented, especially for anterior visual maps. Vertical meridian representations were apparent in individual monkeys, indicating little individual variability in the organization of these visual maps.
spatial consistency in the retinotopic organization and category selectivity of OTS across monkeys.

To compare our results with an anatomical and histological parcellation of ventral temporal cortex, area borders from the Lewis and Van Essen atlas (Lewis and Van Essen, 2000; Van Essen et al., 2012) were mapped onto the standard mesh surface and compared with the boundaries determined from the average to-pography data (Fig. 10c). OTS1 and OTS2 overlapped with the posterior-most portion of area TF as well as medial-most parts of V4. Previous studies have differentiated the posterior portion of area TF, referred to as VTF (Boussaoud et al., 1991), based on visual response properties. OTS1 and OTS2 appear to correspond to area VTF and surrounding cortex. A coarse representation of upper and lower visual space has been previously described in this region of cortex using electrophysiological recordings (Piñón et al., 1998) and anatomical tracers (Sousa et al., 1991), though the orientation of visual field representations along the anterior-posterior axis, the existence of two maps, and their scene selectivity were not described previously. A recent fMRI review (Orban et al., 2014) identified a lower vertical meridian that likely corresponds to the posterior border of OTS1. This review proposed the existence of one retinotopic map posterior to the lower vertical meridian (TFO1) and one anterior (TFO2). The posterior and anterior TFO maps cannot correspond to OTS1 and OTS2, respectively, because the border between the two OTS maps was defined at the upper vertical meridian. It is possible that their anterior TFO map corresponds with OTS1, though only two hemispheres were shown and no additional borders were identified. In that review, a foveal representation was also reported at the lateral extent of this LVF meridian (in one hemisphere, all representations in this area appeared to be foveal). We found no such foveal representation, which, according to their data, should overlap with lateral parts of OTS1/2. This discrepancy between our and their data is unclear, though it could be due to differences in mapping approaches. In particular, we included a nonvisual stimulation period in-between cycles of our ring presentations,
which avoids the wraparound effect of continuous phase-encoded approaches (see Materials and Methods, Retinotopic mapping).

Species comparison

The topographic organization and response properties of scene-selective cortex in the macaque paralleled the functional organization in humans. Anterior to hV4, four visual field maps have been identified in medial ventral temporal cortex: VO1/2 (Brewer et al., 2005) and PHC1/2 (Arcaro et al., 2009, Fig. 11, left). The organization of human PHC, not VO, is similar to macaque OTS. VO1/2 border hV4 and mainly represent the central 8° of visual space visual space. PHC1/2 are located directly anterior to VO1/2 and mainly represent peripheral visual space (>8°), similar to OTS1/2. Both PHC and OTS maps have larger representations of the UVF (though this did not pass statistical significance tests in OTS), and both progress through the visual field along the posterior–anterior axis starting from a LVF representation, extending to an UVF, then reversing back to the LVF. In humans, the scene-selective region PPA overlaps with PHC1/2 similar to the overlap between scene-selective LPP and OTS1/2 (Fig. 11, left). In both species, these regions are located in major sulci that straddle the lateral extent of parahippocampal cortex. Together, these data support a correspondence between monkey OTS1/2 and human PHC1/2. Based on retinotopic organization and category selectivity, there are no other known areas in the monkey that better correspond to PHC in humans and there are no other known areas in the human that better correspond to OTS in monkeys. This proposal of a species homologue between OTS and PHC does not necessarily mean these areas are in 1:1 functional correspondence. Although the general functional organization of these areas suggest an evolutionary link, it is entirely possible that novel functional specializations emerged within these regions across the ~25 million years since these lineages diverged.

The relationship between human VO maps and the monkey visual field maps remains unclear. Human VO directly borders the peripheral representation of hV4. Though the OTS maps were located medial to peripheral representations of V4, it is unlikely that part of OTS also corresponds to VO. The OTS maps are likely closer to areas V4A and PITv than area V4 (Fig. 2). In some hemispheres, there was a small part of medial ventral temporal cortex that contained representations of contralateral visual space, but did not clearly belong to either the OTS maps or V4/ V4A/PITv. It is unlikely that this “gap” between visual field maps corresponds to human VO as this part of cortex mainly represented peripheral space, in contrast to VO’s representation of foveal space (Arcaro et al., 2009). Though V4A is anatomically located in-between V4 and OTS, similar to VO’s position relative to hV4 and PHC in humans, the visual field organization of macaque V4A differs from human VO1/2. As discussed in the To split or not to split section, the UVF and LVF representations of monkey V4A are noncontiguous, anatomically separated into dorsal and ventral parts. This organization differs from the contiguous hemifield representation of visual space in human VO1/2. It is possible the visual map organization differs between species as has been proposed for V4 (Brewer et al., 2005). It is also possible that PITv corresponds with human VO. PITv contains a contiguous hemifield representation of visual space and a large foveal representation, similar to both VO maps. Further, some scene selectivity is apparent in peripheral portions of the PITv map (mPPA; Nasr et al., 2011). Similarly, peripheral portions of the VO2 map are selective for scene images (Arcaro et al., 2009). However, monkey PITv is a single map compared with the two maps of human VO. It is possible that a single map in macaques has split into two maps in humans. Or it is possible that there is no direct comparison between human VO and the retinotopic organization of temporal cortex in macaques. Given the general correspondence between species for most visual areas, we think this is unlikely and that there is likely a macaque parallel of human VO in functional similarity and relative location in the visual hierarchy even if the topographic organization differs.

The relationship between scene-selectivity and retinotopy in dorsal cortex is also similar between species. In human dorsal visual cortex, scene-selective area TOS/OPA overlaps with several retinotopic areas that largely represent the peripheral LVF (Silson et al., 2015, 2016; Wang et al., 2015). Similarly, our data show that scene-selective representations in dorsal extrastriate cortex (mTOS; Nasr et al., 2011) overlapped with several visual field maps that represent peripheral lower visual space. Together, these results suggest that the organizations of dorsal and ventral scene-selective regions are preserved across primate species.
Discussion

We investigated the topographic organization of macaque inferior temporal cortex using standard phase-encoded retinotopic mapping in alert fixating monkeys. By considering both the polar angle and eccentricity organization, we identified two new visual field maps, OTS1 and OTS2, located within the occipitotemporal sulcus in medial temporal cortex. These maps were located medial and ventral to previously described visual field maps V4A and PTV (Janssens et al., 2014; Kolster et al., 2014). The polar angle component of the maps was oriented along the posterior–anterior axis and the border between the two maps comprised an upper vertical meridian. OTS1 and OTS2 mainly represented peripheral contralateral visual space and lacked a clear foveal representation, though a patch of central visual field representation further medial may be part of these areas. This retinotopic organization was consistent in all four monkeys for both areas. Though each map represented both upper and lower visual fields, a larger area (number of voxels) represented the upper (vs lower) visual field in three of four monkeys for both maps. In addition to the two OTS maps, we identified visual field maps throughout occipital, temporal, parietal, and frontal cortex as well as the LGN and pulvinar. Beyond identifying individual visual field maps, polar angle and eccentricity maps covered most of visual cortex. Retinotopically-specific activity almost completely covered visually-evoked activity maps (from the category stimulus experiment) with the exception of AIT, which was visually activated, but did not show clear retinotopic responses. The lack of clear retinotopic response in AIT could reflect a lack of retinotopic organization or methodological limitations (i.e., suboptimal stimulus for mapping large receptive fields with complex selectivity). Altogether, these data demonstrate the prevalence of visual field maps throughout the visual system, including late stages in the ventral visual hierarchy, of macaques.

The retinotopic organization of medial ventral temporal cortex was consistent between humans and macaques. Within and around the OTS, representations of visual space were mainly confined to the periphery and locations of foveal space were located laterally within and around the inferior bank of the STS. These data mirror the large-scale eccentricity bias across ventral temporal cortex previously reported in humans (Hasson et al., 2002) and in monkeys (Lafer-Sousa and Conway, 2013). Within this broad eccentricity organization, there were parallels between species in the organization of individual visual maps. The organization of OTS1 and OTS2 corresponds with visual field maps PHC1 and PHC2, respectively, in the human. Both human and monkey maps mainly represent contralateral peripheral space and are biased toward the UVF. In humans, PHC1 and PHC2 have been proposed to comprise a visual field map cluster (Arcaro et al., 2009). Typically, visual field map clusters are made up of functionally similar individual maps that share a common eccentricity map, with the borders between areas defined at reversals along the polar angle dimension (Wandell et al., 2005). Given the parallels in organization between OTS and PHC, it is possible that OTS1/2 are also part of a visual field map cluster. However, we did not identify a foveal representation within OTS1/2, which is a defining feature of clusters, though foveal representations were medial to OTS1/2 in most monkeys. Overall, our data demonstrate that the retinotopic organization of macaque ventral medial IT cortex matches well with that in humans by several criteria.

Our results demonstrate a relationship between scene-selective areas in humans (Aguirre et al., 1998; Epstein and Kanwisher, 1998) and primates (Nasr et al., 2011; Kornblith et al., 2013). Within ventral temporal cortex, previous studies have reported three scene-selective regions, mPPA, LPP, and MPP, in monkeys (Nasr et al., 2011; Kornblith et al., 2013), but only one ventral region, PPA, in humans (Aguirre et al., 1996; Epstein and Kanwisher, 1998). Though response properties in these monkey regions are similar to responses in the human PPA, it has remained unclear which, if any, of the monkey scene-selective areas is comparable to the human PPA. Here, the retinotopic organization of ventral temporal cortex disambiguates these regions. Visual maps OTS1/2 overlapped with the functionally defined scene area, LPP. This correspondence between visual field organization and category selectivity in monkeys mirrored the overlap between visual maps PHC1/2 and scene-selective area PPA in humans. Our data provide new evidence that monkey LPP is the homologue to human area PPA. There is an additional scene-selective region in human (TOS/OPA) and macaque dorsal cortex (mTOS), and these areas in both species are biased toward the lower visual field (Silson et al., 2015, 2016). Together, our data suggest the functional organization of scene-selective cortex is preserved across primate species.

Our data suggest that OTS1/2 formed early in development. Although retinotopic mapping is typically performed in adults, we scanned juvenile monkeys (~1.5 years). Already at 1.5 years of age, the retinotopic organization of visual cortex matched that found in the adult. Two of our monkeys were also raised in abnormal conditions where they were restricted from seeing a particular image category. Though this early abnormal experience drastically altered responses to that visual category in IT (Arcaro MJ, Schade P, Vincent JL, Ponce CR, Livingstone MS, unpublished observations), the organization of visual field maps within IT were comparable to normally reared monkeys. Further, recent results from our laboratory suggest that the general retinotopic organization of cortex, including OTS, is present at birth and is likely instrumental in guiding experience-dependent development in IT (Arcaro and Livingstone, 2017). We found that the peripheral retinotopic organization of OTS1/2 is established very early in development, potentially prenatally, and therefore could guide the subsequent clustering of scene selectivity, because scenes are experienced peripherally (Hasson et al., 2002; Torralba and Oliva, 2003). Such a mechanism could explain where on the large-scale eccentricity map in IT (Hasson et al., 2002; Lafer-Sousa and Conway, 2013) domains form (Srihasam et al., 2014) and why the anatomical location of scene-selective domains relative to the locations of other functionally-defined clusters is so consistent across individuals as well as species.

The retinotopic organization of individual visual field maps can also account for work along the anterior–posterior axis category domains form in IT. There is a growing literature on the correspondence between retinotopic maps and category-selective domains. In humans, ventral scene-selective area PPA overlaps with retinotopic maps PHC1 and PHC2 (Arcaro et al., 2009) and dorsal scene-selective area TOS/OPA overlaps with V3B and IPS0 (Bettencourt and Xu, 2013; Silson et al., 2016). Lateral object-selective area LOC partially overlaps with LO1 and LO2 (Sayres and Grill-Spector, 2008) and lateral occipital face-selective area OFA partially overlaps with human retinotopic areas PTFd and PTFv (Janssens et al., 2014). In monkeys, the posterior and medial (ML) face patches partially overlap retinotopic maps OTd and PTFd (Janssens et al., 2014). Though this prior study reported that ML was differentiable from PTFd, we find much more of an overlap between the two. Here, we show that ventral scene-selective area LPP overlaps with OTS1 and OTS2 and dorsal scene-selective area mTOS overlaps with areas...
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