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Abstract

Building on the work of Daniely et al. (STOC 2014, COLT 2016), we study the connection between computationally efficient PAC learning and refutation of constraint satisfaction problems. Specifically, we prove that for every concept class \(\mathcal{P}\), PAC-learning \(\mathcal{P}\) is polynomially equivalent to “random-right-hand-side-refuting” ("RRHS-refuting") a dual class \(\mathcal{P}^*\), where RRHS-refutation of a class \(\mathcal{Q}\) refers to refuting systems of equations where the constraints are (worst-case) functions from the class \(\mathcal{Q}\) but the right-hand-sides of the equations are uniform and independent random bits. The reduction from refutation to PAC learning can be viewed as an abstraction of (part of) the work of Daniely, Linial, and Shalev-Schwartz (STOC 2014). The converse, however, is new, and is based on a combination of techniques from pseudorandomness (Yao ‘82) with boosting (Schapire ‘90).

In addition, we show that PAC-learning the class of DNF formulas is polynomially equivalent to PAC-learning its dual class DNF*, and thus PAC-learning DNF is equivalent to RRHS-refutation of DNF, suggesting an avenue to obtain stronger lower bounds for PAC-learning DNF than the quasipolynomial lower bound that was obtained by Daniely and Shalev-Schwartz (COLT 2016) assuming the hardness of refuting \(k\)-SAT.

1. Introduction

Daniely, Linial, and Shalev-Schwartz (2014) recently developed a beautiful new approach to proving computational hardness results for learning, based on the conjectured hardness of refuting constraint-satisfaction problems (in contrast to the cryptographic hardness assumptions used in earlier work, starting with the work of Valiant (1984); Kearns and Valiant (1994)). This was used to give the first evidence of the hardness of PAC learning DNF formulas (Daniely and Shalev-Schwartz, 2016) and of agnostically learning halfspaces (Daniely, 2016), both long-standing open problems in computational learning theory. The hardness result for learning DNF formulas by Daniely and Shalev-Schwartz (2016) is based on a \(k\)-SAT generalization of Feige’s conjecture about hardness of refuting random 3-SAT (Feige, 2002). Specifically, the conjecture is that for every constant \(c\), there is a constant \(k\) such that no polynomial-time algorithm can prove that a random \(k\)-SAT formula with \(n^c\) clauses is unsatisfiable (with high probability).

In this paper, we illuminate the connection between PAC learning and refutation. Specifically, we prove that for every concept class \(\mathcal{P}\), PAC-learning \(\mathcal{P}\) is polynomially equivalent to RRHS-refuting a dual class \(\mathcal{P}^*\), where RRHS-refutation of a class \(\mathcal{Q}\) refers to refuting
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systems of equations where the constraints are (worst-case) functions from the class $Q$ but the right-hand-sides of the equations are uniform and independent random bits. (“RRHS” stands for “random right-hand sides”.) The reduction from refutation to PAC learning can be viewed as an abstraction of (part of) the work of Daniely et al. The converse, however, is new, and is based on a combination of techniques from pseudorandomness (Yao, 1982) with boosting (Schapire, 1990).

In addition, we show that PAC-learning the class of DNF formulas is polynomially equivalent to PAC-learning its dual class $\text{DNF}^*$, and thus PAC-learning DNF is equivalent to RRHS-refutation of DNF. Thus, the result of Daniely and Shalev-Schwartz (2016) can be obtained by reducing the refutation of random $k$-SAT formula to RRHS-refuting DNF. An elegant such reduction is implicit in the work of Daniely, Linial, and Shalev-Shwartz (2014); Daniely and Shalev-Schwartz (2016) and we present it explicitly here.

One limitation of the hardness result of Daniely and Shalev-Schwartz (2016) is that, even under the strongest plausible conjecture about refuting random $k$-SAT (namely that $n^{O(k)}$ clauses are needed for efficient refutation), at best it provides a quasipolynomial lower bound on the complexity of learning DNF, which is quite far from the best known algorithm, which is due to Klivans and Servedio (2004) and runs in time $\exp(O(n^{1/3}))$. Our connection between PAC-learning DNF and RRHS-refuting DNF suffers no such limitation; if RRHS-refuting DNF requires exponential time, then so does PAC-learning DNF. Thus, a natural direction for future work is to relate the hardness of RRHS-refuting DNF to other, more well-studied refutation problems. In addition, our general connection between learning and refutation can be applied to other classes, and translating ideas and techniques between the two areas can potentially yield additional insights into both learning and refutation.

We also compare hardness of RRHS-refutability and different types of cryptographic hardness assumptions that were shown to imply hardness of PAC learning in the past, to help illuminate the source of the power of the approach of Daniely et al. (2014).

2. Learning vs. Refutation

An evaluation function $\text{Eval}: \{0,1\}^s \times \{0,1\}^t \to \{0,1\}$ gives rise to two dual families of predicates: $\mathcal{P} = \{p_x: \{0,1\}^t \to \{0,1\}\}_{x \in \{0,1\}^s}$, where $p_x(y) = \text{Eval}(x,y)$, and $\mathcal{Q} = \{q_y: \{0,1\}^s \to \{0,1\}\}_{y \in \{0,1\}^t}$, where $q_y(x) = \text{Eval}(x,y)$. We indicate the duality between $\mathcal{P}$ and $\mathcal{Q}$ by writing $\mathcal{Q} = \mathcal{P}^*$ and $\mathcal{P} = \mathcal{Q}^*$.

For example, we will consider $\mathcal{P} = \text{DNF}_{s,t}$ be the class of size $s$ DNF formulas on $t$ variables, where size is measured under some fixed encoding of DNF formulas as binary strings. We are typically interested in infinite families of predicates, obtained by varying the parameters $s$ and $t$, and providing these as input to all of the algorithms. For example, $\text{DNF} = \{\text{DNF}_{s,t}\}_{s,t \in \mathbb{N}}$ denotes the class of all DNF formulas.

It will be convenient work with the following formulation of PAC learnability.

**Definition 1** $\mathcal{P}$ is PAC learnable with sample complexity $m = m(s,t)$ if there is a polynomial-time algorithm $\mathcal{A}$ such that for every $s, t \in \mathbb{N}$, $x \in \{0,1\}^s$ (specifying $p_x \in \mathcal{P}$) and every distribution $\mathcal{D}$ on $\{0,1\}^t$, if we sample $y_1, \ldots, y_{m+1} \leftarrow \mathcal{D}$ (for $m = m(s,t)$), we have

$$\Pr[\mathcal{A}(1^s, 1^t, (y_1, p_x(y_1)), \ldots, (y_m, p_x(y_m)), y_{m+1}) = p_x(y_{m+1}) \geq 2/3].$$
where the probability is over the choice of the $y_i$'s and the coins of $A$. We say that $\mathcal{P}$ is PAC learnable if $m(s, t) \leq \text{poly}(s, t)$.

The inputs $1^s$ and $1^t$ are unary inputs to inform the algorithm $A$ of the size parameters and allow it running time polynomial in these parameters. Note that we can also apply the definition when the sample complexity $m$ is super-polynomial, in which case we allow $A$ running time $\text{poly}(s, t, m)$. (One could separate the running time and sample complexity into two separate parameters, but we avoid doing so for notational simplicity.) In the more standard formulation of PAC learning, the learning algorithm $A$ is not asked to simply predict the value of the concept $p_x$ on a single example $y_{m+1}$, but rather to produce a hypothesis $h$ that approximately agrees with $p_x$ under the distribution $D$. In that formulation, there are two confidence parameters: an error parameter $\epsilon$ that bounds the disagreement between $h$ and $p_x$, and a confidence parameter $\delta$ that bounds the probability that $A$ outputs a hypothesis with error larger than $\epsilon$. Definition 1 implicitly incorporates both $\epsilon$ and $\delta$ into the constant $2/3$. In particular, a learner satisfying Definition 1 directly yields a standard PAC learner with error parameter $\epsilon = 1/3 + 1/12 = 5/12$ and $\delta = 1 - 1/12$ (i.e. with probability at least $1/12$, we obtain a hypothesis $h(\cdot) = A(1^s, 1^t, (y_1, p_x(y_1)), \ldots, (y_m, p_x(y_m)), \cdot)$ that has agreement at least $7/12$ with $p_x$). Such a learner implies a standard PAC learner (with run time depending polynomially on $1/\epsilon$ and $\log(1/\delta)$) by boosting (Schapire, 1990). (See also Kearns and Valiant (1994, Ch. 4).) Similarly, boosting implies that PAC learnability is equivalent to the following formulation of weak learnability:

**Definition 2** $\mathcal{P}$ is weakly PAC learnable with advantage $\alpha = \alpha(s, t)$ and sample complexity $m = m(s, t)$ if there is a polynomial-time algorithm $A$ such that for every $s, t \in \mathbb{N}$, $x \in \{0, 1\}^s$ (specifying $p_x \in \mathcal{P}$) and every distribution $D$ on $\{0, 1\}^t$, if we sample $y_1, \ldots, y_{m+1} \leftarrow D$ (for $m = m(s, t)$), we have

$$\Pr[A(1^s, 1^t, (y_1, p_x(y_1)), \ldots, (y_m, p_x(y_m)), y_{m+1}) = p_x(y_{m+1}) \geq (1 + \alpha)/2],$$

for $\alpha = \alpha(s, t)$, where the probability is over the choice of the $y_i$'s and the coins of $A$. We say that $\mathcal{P}$ is weakly PAC learnable if $\alpha(s, t) \geq 1/\text{poly}(s, t)$ and $m(s, t) \leq \text{poly}(s, t)$.

**Theorem 3 (Schapire (1990))** If $\mathcal{P}$ is weakly PAC learnable with advantage $\alpha$ and sample complexity $m$, then $\mathcal{P}$ is PAC learnable with sample complexity $m \cdot \text{poly}(1/\alpha)$.

Now we turn to defining refutation problems for the dual class $\mathcal{Q}$. Informally, $\mathcal{Q}$ is RRHS-refutable (where RRHS stands for “random right-hand side”) if we can efficiently refute the satisfiability of systems of equations of the form $q_{y_1}(x) = b_1, \ldots, q_{y_n}(x) = b_n$ when the right-hand side values $b_i$ are chosen uniformly at random.

**Definition 4** $\mathcal{Q}$ is RRHS-refutable using $n = n(s, t)$ equations if there is a polynomial-time algorithm $B$ such that:

1. (Soundness) for every $y_1, \ldots, y_n \in \{0, 1\}^s$, $b_1, \ldots, b_n \in \{0, 1\}$, if the system of equations $p_{y_1}(x) = b_1, \ldots, p_{y_n}(x) = b_n$ is satisfiable, then

$$\Pr[B(1^s, 1^t, (y_1, b_1), \ldots, (y_n, b_n)) = 1] \leq 1/3.$$
2. (Completeness) for every \( y_1, \ldots, y_n \in \{0,1\}^t \), if we randomly choose \( b_1, \ldots, b_n \leftarrow \{0,1\} \), then

\[
\Pr[\mathcal{B}(1^s, 1^t, (y_1, b_1), \ldots, (y_n, b_n)) = 1] \geq 2/3,
\]

where the probability is taken over \( b_1, \ldots, b_n \) and the coins of \( \mathcal{B} \).

We say that \( Q \) is \( Q \) is RRHS-refutable if \( n(s,t) \leq \text{poly}(s,t) \).

**Theorem 5** Let \( \mathcal{P} = Q^* \) be a family of predicates given by evaluation function \( \text{Eval} : \{0,1\}^s \times \{0,1\}^t \rightarrow \{0,1\} \). Then:

1. If \( \mathcal{P} \) is PAC learnable (with sample complexity \( m \)), then \( Q \) is RRHS-refutable (using \( n = O(m) \) equations).

2. If \( Q \) is RRHS-refutable (using \( n \) equations), then \( \mathcal{P} \) is PAC learnable (with sample complexity \( m = \text{poly}(n) \)).

**Proof**

1. Let \( \mathcal{A} \) be the PAC learner with sample complexity \( m \), set \( n = 10m \), and define \( \mathcal{B}(1^s, 1^t, (y_1, b_1), \ldots, (y_n, b_n)) \) as follows:

   (a) Randomly choose \( i_1, \ldots, i_{m+1} \leftarrow [n] \) (with replacement).

   (b) Output 1 iff \( \mathcal{A}(1^s, 1^t, (y_{i_1}, b_{i_1}), \ldots, (y_{i_m}, b_{i_m}), y_{i_{m+1}}) \neq b_{i_{m+1}} \).

For soundness, observe that if the system of equations \( q_{y_1}(x) = b_1, \ldots, q_{y_n}(x) = b_n \) is satisfiable by assignment \( x \), then the samples given to \( \mathcal{A} \) are iid draws from a distribution of examples (namely the uniform distribution on the multiset \( \{y_1, \ldots, y_n\} \)) labelled by \( p_x \) (since \( b_i = q_{y_i}(x) = p_x(y_i) \)), and hence \( \mathcal{A} \) will output \( p_x(y_{i_{m+1}}) = b_{i_{m+1}} \) with probability at least 2/3 (and \( \mathcal{B} \) will output 1 with probability at most 1/3, as desired).

For completeness, observe that if the bits \( b_1, \ldots, b_n \) are chosen uniformly and independently at random, then \( \mathcal{A} \) has no information about \( b_{i_{m+1}} \) unless \( i_{m+1} \in \{i_1, \ldots, i_m\} \), which happens with probability at most \( m/n = 1/10 \). So the probability that \( \mathcal{A} \) outputs \( b_{i_{m+1}} \) is at most \( 1/10 + 1/2 = .6 \), and hence \( \mathcal{B} \) outputs 1 with probability at least .4. The gap between 1/3 and .4 for \( \mathcal{B} \) can be amplified to 1/3 and 2/3 by a constant number of repetitions (increasing \( n \) by the same constant factor).

2. Let \( \mathcal{B} \) be the RRHS-refuter using \( n \) equations. We will construct a weak PAC learner \( \mathcal{A} \) with sample complexity \( m = n - 1 \) from \( \mathcal{B} \) and then apply boosting to obtain a full-fledged PAC learner. Intuitively, the definition of RRHS-refuter means that \( \mathcal{B} \) can distinguish the sequence \( q_{y_i}(x) = p_x(y_i) \) for \( i = 1, \ldots, n \) from a sequence of \( n \) independent random bits. Thus, by Yao’s equivalence between pseudorandomness and next-bit unpredictability (Yao, 1982), \( \mathcal{B} \) can be used to predict \( p_x(y_i) \) for a random \( i \leftarrow [n] \) from \( \{p_x(y_1), \ldots, p_x(y_{i-1})\} \) with probability noticeably more than 1/2, yielding a weak learner.

Specifically, we use the following formulation of Yao’s result (which shows that next-bit unpredictability implies pseudorandomness):
Lemma 6 (implicit in Yao (1982)) For every probabilistic algorithm $\mathcal{T} : \{0,1\}^\ell \times \{0,1\}^n \to \{0,1\}$ (which we think of as a “statistical test” or “distinguisher”), there is a probabilistic algorithm $\mathcal{T}' : \{0,1\}^\ell \times \{0,1\}^{\leq n-1} \to \{0,1\}$ (which we think of a “next-bit predictor”) whose running time is at most an additive $O(n)$ larger than that of $\mathcal{T}$ and has the following property. Suppose that $(Y, B)$ is a random variable distributed arbitrarily on $\{0,1\}^\ell \times \{0,1\}^n$ that $\mathcal{T}$ distinguishes from $(Y, C)$, where $C$ is distributed uniformly on $\{0,1\}^n$ independent of $Y$, with advantage at least $\alpha > 0$. That is,

$$\Pr[\mathcal{T}(Y, B) = 1] - \Pr[\mathcal{T}(Y, C) = 1] \geq \alpha,$$

where the probabilities are taken over $Y$, $B$, $C$, and the coin tosses of $\mathcal{T}$. Then $\mathcal{T}'$ is a next-bit predictor for $B$ with advantage at least $\alpha/n$. That is,

$$\Pr[\mathcal{T}'(Y, B_1, B_2, \ldots, B_{I-1}) = B_I] \geq (1 + \alpha/n)/2,$$

where the probability is taken over $Y$, $B$, $I \leftarrow [n]$, and the coins of $\mathcal{T}'$.

Specifically, $\mathcal{T}'$ operates as follows: on input $(y, b_1, \ldots, b_{i-1})$, randomly choose $c_i, c_{i+1}, \ldots, c_n \leftarrow \{0,1\}$, run $\mathcal{T}(y, b_1, \ldots, b_{i-1}, c_i, \ldots, c_n)$. If $\mathcal{T}$ outputs $1$, then output $c_i$, else output $\neg c_i$.

To apply Yao’s lemma, we take:

- $\ell = n \cdot t$, so $\{0,1\}^\ell = (\{0,1\}^n)^t$,
- $\mathcal{T}((y_1, \ldots, y_n), b_1, \ldots, b_n) = \mathcal{B}(1^t, 1^t, (y_1, b_1), \ldots, (y_n, b_n))$,
- $Y = (Y_1, \ldots, Y_n)$ for $n$ iid samples $Y_i$ from the unknown distribution $\mathcal{D}$ on examples being fed to our learner,
- $B = (p_x(Y_1), \ldots, p_x(Y_n))$, i.e. the labels of the examples under concept $p_x$, and
- $\alpha = 2/3 - 1/3 = 1/3$.

The fact that $\mathcal{B}$ is a RRHS refuter for $Q$ implies that the hypothesis of Lemma 6 is satisfied. Note that the construction of the next-bit predictor $\mathcal{T}'$ does not depend on the random variable $B$, which is important for us since the concept $p_x$ is unknown to our learner. By the lemma, the following is a weak PAC learner (satisfying Definition 2) for $\mathcal{P}$ with advantage at least $\alpha/n = 1/3n$:

(a) Choose $i \leftarrow [n]$. Request $i-1$ labelled examples $(y_1, b_1), \ldots, (y_{i-1}, b_{i-1})$, and $n-i$ unlabelled examples $y_{i+1}, \ldots, y_n$. Let $y_i$ be the challenge example (which $\mathcal{A}$ is supposed to label). (Clearly all this can be simulated by a learner that is simply given $n-1$ labelled examples and the challenge example, but this presentation matches the notation above.)

(b) Choose $c_i, \ldots, c_{n+1}$ uniformly at random.

(c) If $\mathcal{B}(1^t, 1^t, (y_1, b_1), \ldots, (y_{i-1}, b_{i-1}), (y_i, c_i), \ldots, (y_n, c_n)) \neq 1$, then output $c_i$, otherwise output $\neg c_i$.

By boosting (Theorem 3), we obtain a PAC learner with sample complexity $n \cdot \text{poly}(3n) = \text{poly}(n)$. 

[Box]
3. Reductions

For our additional results, regarding the relationship between PAC learnability of DNF and refutation, we will use the standard notion of reductions introduced by Pitt and Warmuth (1990) (dubbed “PAC-reducibility” by Kearns and Valiant (1994)).

**Proposition 8 (Pitt and Warmuth (1990))** note that it also preserves RRHS-refutability of the dual class (without paying the loss in sample complexity). That is, all of the functions we obtain will be computable in time poly(s, t). In such a case, the definition of relabelling reduction becomes symmetric between the classes \( P, P' \) and their duals \( Q, Q' \), so we automatically also obtaining a relabelling reduction \( Q \leq_{PAC} Q' \).

Pitt and Warmuth (1990) showed that PAC-reducibility preserves PAC-learnability; we note that it also preserves RRHS-refutability of the dual class (without paying the loss in sample complexity of Theorem 5):

**Proposition 8 (Pitt and Warmuth (1990))** Suppose \( Q^* = P \leq_{PAC} P' = (Q')^* \). Then:

1. If \( P' \) is PAC-learnable with sample complexity \( m' = m'(s', t') \), then \( P \) is PAC-learnable with sample complexity \( m' \).

2. If \( Q' \) is RRHS-refutable using \( n' = n'(s', t') \) equations, then \( Q' \) is RRHS-refutable with \( n' \) equations.

**Proof**

1. Let \( A' \) be the PAC learner for \( P' \). Then we can obtain a PAC learner \( A \) for \( P \) by:

\[
A(1^s, 1^t, (y_1, b_1), \ldots, (y_{m'}, b_{m'}), y_{m'+1}) = A'(1^s', 1^t', (g(y_1), b_1), \ldots, (g(y_{m'}), b_{m'}), g(y_{m'+1})).
\]

Indeed, if the examples \( (y_i, b_i) \) are correctly labelled according to concept \( p_x \in P \), so that \( b_i = p_x(y_i) \), then we have \( b_i = p'_{f(x)}(g(y_i)) \), so the examples \( (g(y_i), b_i) \) are correctly labelled according to concept \( p'_{f(x)} \in P' \).

2. Let \( B' \) be the RRHS refuter for \( Q' \). Then we can obtain a RRHS refuter \( B \) for \( Q \) by:

\[
B(1^s, 1^t, (y_1, b_1), \ldots, (y_{m'}, b_{m'})) = B'(1^s', 1^t', (g(y_1), b_1), \ldots, (g(y_n), b_n)).
\]  

1. The algorithm computing \( g \) should get the parameter \( s \) in unary, but we omit that from the notation for readability.
Thus we are transforming the system of equations \( q_{y_1}(x) = b_1, \ldots, q_{y_n}(x) = b_n \) into the system of equations \( q'_{g(y_1)}(x') = b_1, \ldots, q'_{g(y_n)}(x') = b_n \). If there is a satisfying assignment \( x \) to the former system, then \( x' = f(x) \) is a satisfying assignment to the latter system. And if the right-hand sides of the former system are uniformly random and independent, then the same is true for the latter system.

A simple and standard PAC-reduction is the one from DNF to monotone DNF:

**Lemma 9 (Kearns et al. (1987))** \( \text{DNF} \leq_{\text{pac}} \text{MONDNF} \) and \( \text{DNF}^* \leq_{\text{pac}} \text{MONDNF}^* \).

**Proof** We simply introduce a new variable for each negative literal. Specifically, set \( t' = 2t \), define \( g(y) \) to be \( y \) concatenated with its bitwise complement \( \overline{y} \), and define \( f(\varphi(y_1, \ldots, y_t)) \) to be the monotone DNF formula \( \varphi'(y_1, \ldots, y_{2t}) \) where each occurrence of \( \overline{y}_i \) in \( \varphi \) is replaced with the new variable \( y_{t+i} \). The fact that the function \( f \) is polynomial time (and not just \( g \)) means that this also gives a reduction from \( \text{DNF}^* \) to \( \text{MONDNF}^* \).

Less obvious (and crucial for Theorem 11 below) is that \( \text{DNF} \) is PAC-equivalent to its dual:

**Proposition 10** \( \text{DNF} \leq_{\text{pac}} \text{DNF}^* \leq_{\text{pac}} \text{DNF} \).

**Proof** We will give a relabelling reduction from \( \text{MONDNF}_{s,t} \) to \( \text{DNF}^*_{s',t'} \) with \( s', t' = \text{poly}(s,t) \), with functions \( f \) and \( g \) that are both polynomial time computable. By Lemma 9, this suffices to prove the proposition.

Assume WLOG that our encoding of monotone DNF formulas is such that a size \( s \) formula has at most \( s \) terms. Then our function \( f \) will map a monotone DNF formula \( \varphi \) on \( t \) variables of size at most \( s \) to a bitstring \( x' \) of length \( s' = s \cdot t \), and the function \( g \) will map a \( t \)-bit assignment \( y \) to a monotone DNF formula \( \psi \) of size \( t' = \text{poly}(s,t) \) on \( s' \) variables.

\( x' = f(\varphi) \in \{0,1\}^{s \cdot t} \) will be the concatenation of the indicator vectors for the \( s \) terms of \( \varphi \). Specifically \( x'_{i,j} = 1 \) iff the \( i \)th term of \( \varphi \) contains variable \( y_j \). \( g(y) \) will be the DNF formula \( \psi \) given by:

\[
\psi(z_1,1, \ldots, z_{s,t}) = \bigvee_{i=1}^{s} \bigwedge_{j:y_j=0} (\neg z_{i,j}).
\]

We verify the correctness of this reduction, namely that \( \psi(x') = 1 \iff \varphi(y) = 1 \):

\[
\psi(x') = 1 \iff \bigvee_{i=1}^{s} \bigwedge_{j:y_j=0} (\neg x'_{i,j}) \iff \bigvee_{i=1}^{s} \bigwedge_{j:y_j=0} (\neg x_{i,j} \lor y_j) \iff \bigvee_{i=1}^{s} \bigwedge_{j:x'_{i,j}=1} y_j \iff \varphi(y) = 1
\]
Combining Proposition 10 and Theorem 5, we get the following equivalence:

**Theorem 11**  
*DNF is PAC-learnable iff DNF is RRHS-refutable.*

### 4. Reductions among Refutation Problems

RRHS-refutation of *DNF* differs from more commonly studied refutation of constraint satisfaction problems in several ways:

- In RRHS refutation, the left-hand sides of the constraint equations are worst-case, whereas in typical CSP refutation, they are random.
- In RRHS refutation, the right-hand sides of the constraint equations are random, whereas in typical CSP refutation, they are fixed to be 1 (all the randomness is in the left-hand side).
- In RRHS refutation of DNF, each constraint is described by a polynomial-length formula that can potentially depend on all variables, whereas in typical CSP refutation, they are given by constant-arity constraints (e.g. conjunctions on 3 literals).

For example, the commonly studied problem of refuting *k*-SAT is defined as follows:

**Definition 12**  
*For functions* $k : \mathbb{N} \to \mathbb{N}$ *and* $n : \mathbb{N} \to \mathbb{N}$, *we say that random* *k*-SAT *is refutable using* $n$ *equations if there is a polynomial-time algorithm* $B$ *such that for every* $s \in \mathbb{N}$, *if we set* $k = k(s)$ *and* $n = n(s)$, *we have:*

1. *(Soundness)* for every set of *k*-way disjunctions $\varphi_1, \ldots, \varphi_n$ on *s* variables and their negations, if the system of equations $\varphi_1(x) = 1, \ldots, \varphi_n(x) = 1$ is satisfiable, then

   $$\Pr[B(1^s, \varphi_1, \ldots, \varphi_n) = 1] \leq 1/3.$$

2. *(Completeness)* if we choose $\varphi_1, \ldots, \varphi_n$ independently and randomly from the set of all *k*-way disjunctions on *s* variables and their negations, then

   $$\Pr[B(1^s, \varphi_1, \ldots, \varphi_n) = 1] \geq 2/3,$$

   *where the probability is taken over* $\varphi_1, \ldots, \varphi_n$ *and the coins of* $B$.

Feige (2002) put forth the hypothesis that random 3-SAT is not refutable with $n(s) = O(s)$ clauses. A natural generalization is the following:

**Assumption 13 (Daniely and Shalev-Schwartz (2016))**  
*For every polynomial* $n(s)$, *there is a* *k* *such that random* *k*-SAT *on* *s* *variables is not refutable with* $n(s)$ *clauses.*

We can relate the hardness of refuting random *k*-SAT to RRHS-refutability of DNF as follows, using the techniques of Daniely and Shalev-Schwartz (2016).
**Proposition 14** If $k$-DNF formulas on $s$ variables with $m = \lceil 2^k \cdot \ln(4n) \rceil$ terms are RRHS refutable with $n$ equations, then random $k$-SAT on $s$ variables is refutable using $n' = O(n \cdot m)$ equations.

**Proof** By DeMorgan’s Law, a RRHS-refuter for $k$-DNF formulas is equivalent to an RRHS-refuter for $k$-CNF formulas, so we will assume that we have the latter. Given $k$-way disjunctions $\varphi_1, \ldots, \varphi_{n-m}$ on $s$ variables, we will generate a sequence $(\psi_1, b_1), \ldots, (\psi_n, b_n)$ of $k$-CNF formulas $\psi_i$ and bits $b_i$ to feed to our $k$-CNF refuter. For each $i = 1, \ldots, n$, we will construct $\psi_i$ and $b_i$ as follows:

- With probability $1/2$, set $b_i = 1$ and let $\psi_i$ be the conjunction of the first $m$ disjunctions from $\varphi_1, \ldots, \varphi_{n-m}$ that have not been used yet in constructing $\psi_1, \ldots, \psi_{i-1}$.
- With probability $1/2$, set $b_i = 0$ and let $\psi_i$ be the conjunction of $m$ uniformly random and independent $k$-way disjunctions.

Notice that if $\varphi_1, \ldots, \varphi_{n-m}$ are random $k$-way disjunctions (as in the completeness condition for a $k$-SAT refuter), then the distribution of $\psi_i$ is the same in case $b_i = 1$ as in the case $b_i = 0$. Thus, the $b_i$’s are uniformly random and independent of the $\psi_i$’s, and by completeness, our $k$-CNF RRHS-refuter will accept with probability at least $2/3$.

For soundness, we argue that if the system of equations $\varphi_1(x) = 1, \ldots, \varphi_{n-m}(x) = 1$ is satisfiable by assignment $\alpha$, then the system $\psi_1(x) = b_1, \ldots, \psi_n(x) = b_n$ is also satisfiable (by the same assignment $\alpha$) with high probability. Clearly for the $i$’s where we set $b_i = 1$ and $\psi_i$ to be a conjunction of $\varphi_j$’s, the satisfying assignment $\alpha$ for the $\varphi_j$’s will also satisfy $\psi_i(x) = 1 = b_i$. For each $i$ where we set $b_i = 0$, we argue that $\psi_i(\alpha) = 0 = b_i$ with high probability. Indeed, the probability that $\alpha$ satisfies a random $k$-CNF formula $\psi_i$ with $m = O(2^k \log n)$ clauses is at most $(1 - 2^{-k})^m \leq 1/4n$. So by a union bound, the probability $\alpha$ violates any of the equations is at most $1$, and thus our refuter will accept with probability at most $1/4 + 1/3 = 7/12 < 2/3$.

Again, the gap between the completeness probability of $2/3$ and the soundness probability of $7/12$ can be amplified to the $2/3$ vs. $1/3$ gap required by Definition 12 by a constant number of repetitions (increasing $n'$ by the same constant factor).

**Corollary 15** (Daniely and Shalev-Schwartz (2016)) If DNF formulas are PAC learnable, then there is a fixed polynomial $n = n(s)$ such that for every constant $k$, $k$-SAT is refutable using $O(n(s))$ equations. That is, Assumption 13 is false.

**Proof** By Theorem 11, if DNF formulas are PAC learnable, then they are RRHS-refutable. That means there is a fixed polynomial $n_0(s, m)$ such that DNF formulas on $s$ variables with $m$ terms can be refuted using $n_0(s, m)$ equations. Setting $n_1(s) = n_0(s, \log^2 s)$, we see that for every constant $k$, $k$-DNF formulas with $m = O(2^k \log n_1(s)) = o(\log^2 s)$ are RRHS-refutable with $n_1(s)$ equations, and hence random $k$-SAT is refutable with $n_1(s) \cdot m = o(\log^2 s) \cdot n_1(s)$ equations. Setting $n(s) = n_1(s) \cdot \log^2 s$ completes the proof. ■
This gives evidence that there is no polynomial-time algorithm for PAC-learning DNF. The fastest known algorithms for learning DNF formulas of size $s$ take time roughly $\exp(s^{1/3})$ and use $\exp(s^{1/3})$ examples (Klivans and Servedio, 2004). Can we give evidence that no subexponential-time algorithm exists under a stronger version of Feige’s assumption? A stronger version of Assumption 13 might say that for larger values of $k$ (e.g. $k = s^{\Omega(1)}$), refuting random $k$-SAT on $s$ variables takes time $2^{\Omega(s)}$ even using $s^{\Omega(k)}$ equations. Our reductions can preserve the time lower bound of $2^{\Omega(s)}$ and the equation/sample-complexity lower bound of $s^{\Omega(k)}$, but notice that the size $t$ of the DNF instance produced by Proposition 14 is larger than $2^k$, so our equation/sample-complexity lower bound of $s^{\Omega(k)}$ will not be any better than $t^{\log s}$, which is quasipolynomial in the size of the DNF instance. This is enough to show that PAC learning DNF with a polynomial sample complexity requires exponential time (under the suggested assumption). But it remains open whether we can give evidence that PAC-learning DNF requires exponential time even given an exponential number of samples. Theorem 5 and Proposition 10 show that this is equivalent to giving evidence that RRHS-refuting DNF requires exponential time even given an exponential number of equations.

5. Relation to Cryptographic Hardness

Earlier results on hardness of PAC learning were typically based on cryptographic assumptions. Here we elucidate the relation between RRHS refutability and cryptographic hardness. As already noted in the proof of Theorem 5, RRHS refutability has some connection to pseudorandomness. The most related cryptographic object seems to be that of a weak pseudorandom function (weak PRF):

**Definition 16** Consider a family of functions $\mathcal{P} = \bigcup_s \mathcal{P}_s$ where $\mathcal{P}_s = \{p_x : \{0,1\}^t \to \{0,1\}\}_{x \in \{0,1\}^s}$, is given by a polynomial-time evaluation function $\text{Eval} : \{0,1\}^s \times \{0,1\}^t \to \{0,1\}$, with $t = t(s) \leq \text{poly}(s)$. We say that $\mathcal{P}$ is a weak PRF family if for every probabilistic polynomial-time algorithm $B$, every $n = \text{poly}(s)$, and all sufficiently large $s$, we have either:

$$\Pr[B(1^s, (y_1, p_x(y_1)), \ldots, (y_n, p_x(y_n))) = 1] > 1/3,$$

OR

$$\Pr[B(1^s, (y_1, b_1), \ldots, (y_n, b_n)) = 1] < 2/3,$$

where the probabilities are taken over $x \leftarrow \{0,1\}^s$, $y_1, \ldots, y_t \leftarrow \{0,1\}^t$, $b_1, \ldots, b_n \leftarrow \{0,1\}$, and the coins of $B$.

The usual definition of pseudorandom functions by Goldreich, Goldwasser, and Micali (1986) was used to give the first hardness result for PAC learning in Valiant’s original paper (Valiant, 1984). The above definition of weak PRFs is weaker than the usual definition of PRFs in two respects:

- The inputs $y_t$ to the PRF are chosen uniformly at random rather than adversarially and adaptively chosen by $B$. (This relaxation was studied by Naor and Reingold (1998) as “indistinguishability under a random sample and random challenge.”)
• To violate pseudorandomness, $\mathcal{B}$ needs to achieve a distinguishing advantage greater than $2/3 - 1/3 = 1/3$ (rather than just $1/{\text{poly}(s)}$), and must do so with specified thresholds of $1/3$ and $2/3$.

Nevertheless, it can be shown that the existence of weak PRFs is equivalent to the existence of one-way functions and hence ordinary PRFs (but these equivalences involve modifying the family of functions).

By definition, if $\mathcal{P}$ is a weak PRF family, then $\mathcal{Q} = \mathcal{P}^*$ cannot be RRHS-refutable. Let’s examine the way in which the definition of weak PRF is stronger than the negation of RRHS-refutability (which we will call \textit{RRHS-unrefutability}). If $\mathcal{P}^*$ is RRHS-unrefutable, then for every probabilistic polynomial-time algorithm $\mathcal{B}$, for infinitely many $s$, either soundness or completeness must fail, analogous to the two possibilities in Definition 16. (In this discussion, we restrict to the case that $t$ is polynomially related to $s$, as in Definition 16, so that we have only one parameter.) Specifically, if soundness fails, there exist $y_1, \ldots, y_n \in \{0,1\}^t$ and $x \in \{0,1\}^s$ such that:

$$\Pr[\mathcal{B}(1^s,(y_1,p_x(y_1)),\ldots,(y_n,p_x(y_n))) = 1] > 1/3,$$

where the probability is taken over the coins of $\mathcal{B}$. If completeness fails, there exist $y_1, \ldots, y_n \in \{0,1\}^t$ such that:

$$\Pr[\mathcal{B}(1^s,(y_1,b_1),\ldots,(y_n,b_n)) = 1] < 2/3,$$

where the probability is taken over the coins of $\mathcal{B}$ and $b_1, \ldots, b_n \leftarrow \{0,1\}$. In both cases, the failure of $\mathcal{B}$ is for a worst-case choice of the inputs $y_1, \ldots, y_n$, and in the case of completeness, it is for a worst-case choice of the PRF key $x$. Moreover these worst-case choices can depend on the algorithm $\mathcal{B}$ (as can the choice of the infinitely many $s$ on which soundness or completeness fails). In contrast, a weak PRF ensures that $\mathcal{B}$ fails even when these strings are chosen uniformly at random (and this holds for all sufficiently large $s$).

In the literature on zero-knowledge proofs (Ostrovsky, 1991; Ostrovsky and Wigderson, 1993; Vadhan, 2006; Ong and Vadhan, 2008; Applebaum, Barak, and Xiao, 2008), other weakenings of the definition of pseudorandom functions have been studied, where the functions are also indexed by a string $w \in \{0,1\}^r$ that is worst-case, but is given to the adversary $\mathcal{B}$. One variant is as follows:

**Definition 17** Consider a family of functions $\mathcal{P} = \bigcup_s \mathcal{P}_s$ where $\mathcal{P}_s = \{p_{w,x} : \{0,1\}^t \rightarrow \{0,1\}\}_{w \in \{0,1\}^r, x \in \{0,1\}^s}$ for $t,r \leq \text{poly}(s)$ given by a polynomial-time evaluation function $\text{Eval} : \{0,1\}^r \times \{0,1\}^s \times \{0,1\}^t \rightarrow \{0,1\}$. We say that $\mathcal{P}$ is a auxiliary-input weak PRF family if for every probabilistic polynomial-time algorithm $\mathcal{B}$ and every $n = \text{poly}(s)$, there exist infinitely many $s \in \mathbb{N}$ and $w \in \{0,1\}^r$ such that either:

$$\Pr[\mathcal{B}(1^s,w,(y_1,p_{w,x}(y_1)),\ldots,(y_n,p_{w,x}(y_n))) = 1] > 1/3,$$

OR

$$\Pr[\mathcal{B}(1^s,w,(y_1,b_1),\ldots,(y_n,b_n)) = 1] < 2/3,$$

where the probabilities are taken over $x \leftarrow \{0,1\}^s$, $y_1, \ldots, y_t \leftarrow \{0,1\}^t$, $b_1, \ldots, b_n \leftarrow \{0,1\}$, and the coins of $\mathcal{B}$. 
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Ostrovsky (1991) introduced a similar notion of auxiliary-input one-way functions. In the works of Ostrovsky (1991); Ostrovsky and Wigderson (1993); Ong and Vadhan (2008), it was shown that the existence of zero-knowledge proofs (or even zero-knowledge arguments) for a language outside BPP implies the existence of auxiliary-input one-way functions. Applebaum, Barak, and Xiao (2008) observed that the existence of auxiliary-input one-way functions implies the existence of a auxiliary-input (strong) pseudorandom function family $\mathcal{P}$, and that the latter implies hardness of PAC-learning $\mathcal{P}$. Here, we can directly see that if $\mathcal{P}$ is an auxiliary-input weak PRF family, then $\mathcal{P}^*$ is RRHS-unrefutable (which is equivalent to $\mathcal{P}$ not being PAC-learnable, by Theorem 5). (Here the pair $(x, w)$ should be treated as a single index for function $p_{(x,w)}$. Unlike an auxiliary-input weak PRF adversary, a refuter is not given $w$, which only makes the task of refutation harder.) Still, the notion of auxiliary-input weak PRFs appears to be substantially stronger than RRHS-unrefutability, due to the worst-case choices of the key $x$ and inputs $y_1, \ldots, y_n$ in the latter. This may explain why Daniely et al. (2014); Daniely and Shalev-Schwartz (2016); Daniely (2016) were able to obtain hardness of PAC-learning results that eluded past work.

In the work of Vadhan (2006), a notion of “instance-dependent one-way functions” was introduced, which is stronger than the auxiliary-input notion above in that the infinite set of hard indices $w$ does not depend on the adversary $B$. This notion captures the difference between computational zero knowledge and statistical zero knowledge (Vadhan, 2006; Ong and Vadhan, 2008).

It is informative to compare which values are random or worst case in the different notions examined:

<table>
<thead>
<tr>
<th></th>
<th>function index (in completeness)</th>
<th>function inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRHS-unrefutability of $\mathcal{P}^*$</td>
<td>worst case and secret</td>
<td>worst case</td>
</tr>
<tr>
<td>Ordinary refutability of $\mathcal{P}^*$</td>
<td>worst case and secret</td>
<td>random</td>
</tr>
<tr>
<td>(Weak) PRF family $\mathcal{P}$</td>
<td>random and secret</td>
<td>random</td>
</tr>
<tr>
<td>Auxiliary-input weak PRF family $\mathcal{P}$</td>
<td>worst-case public part</td>
<td>random secret part</td>
</tr>
<tr>
<td></td>
<td>random</td>
<td>random</td>
</tr>
</tbody>
</table>
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