Recent work by David Lilien has argued that the positive correlation between the dispersion of employment growth rates across sectors ($\sigma$) and the unemployment rate implies that sectoral shifts in labor demand are responsible for a substantial fraction of cyclical variation in unemployment. This paper demonstrates that, under empirically satisfied conditions, traditional single-factor business-cycle models will produce a positive correlation between $\sigma$ and the unemployment rate. Information on the job vacancy rate permits one to distinguish between a pure sectoral shift and a pure aggregate demand interpretation of this positive correlation. The finding that $\sigma$ and the volume of help wanted advertising (a job vacancy proxy) are negatively related supports an aggregate demand interpretation.

The business-cycle literature typically assumes that aggregate disturbances, and in particular aggregate demand movements, are the pri-
mary cause of cyclical swings in unemployment (see, e.g., Barro 1977; Tobin 1980; Baily and Okun 1982). The aggregate models utilized by macroeconomists usually fail to take into account the possibility that shifts in the sectoral composition of demand can have adverse macro consequences in an economy in which resources are not instantaneously mobile across sectors. In a provocative recent paper, Lilien (1982b) argues that shifts in demand from some sectors to others, rather than movements in the level of aggregate demand, are in fact responsible for half or more of all cyclical variation in unemployment in the postwar period. Lilien’s evidence on this point appears to have been rather widely accepted (see, e.g., Grossman, Hart, and Maskin 1983; Rosen 1983; Barro 1984; Bluestone, Harrison, and Gorham 1984).

The aggregate demand and sectoral shift explanations for cyclical unemployment have potentially quite different policy implications. A pure sectoral shift explanation seems to rule out a useful role for aggregate demand policies in moderating unemployment fluctuations. Thus the degree to which each of these two possible sources contributes to cyclical unemployment is a matter of considerable importance.

Section I of this paper lays out both a pure sectoral shift explanation and a pure aggregate demand explanation for cyclical fluctuations in the unemployment rate. We show that either could produce the strong positive relationship between the cross-industry dispersion of employment growth rates and the unemployment rate that Lilien (1982b) appeals to as evidence for the sectoral shift hypothesis. Thus conventional single-factor business-cycle models and pure sectoral shift models of the cycle generate observationally equivalent predictions concerning the relationship between the dispersion of employment growth rates across sectors and the unemployment rate. Section II argues that information on job vacancies can be used to distinguish between the pure sectoral shift hypothesis and the pure aggregate demand hypothesis. Estimates using the Conference Board help wanted index as a vacancy proxy offer strong support for the primacy of aggregate demand disturbances in producing cyclical fluctuations in unemployment. Section III considers and rejects the possibility that problems with the help wanted index as a vacancy proxy account for this result.

I. Sectoral Shifts, Aggregate Demand—Induced Business Cycles, and Dispersion in Employment Growth Rates

In this section we demonstrate that either pure shifts in the structure of demand or pure shocks to the level of demand could produce a posi-
tive correlation between the dispersion of employment growth rates and the unemployment rate. This means that evidence of such a correlation cannot be taken as compelling support for the view that pure sectoral shifts have been an important cause of cyclical unemployment.

A. Sectoral Shifts

If workers were perfectly mobile and perfectly substitutable, shifts in the sectoral composition of demand for labor that did not alter the aggregate level of demand for labor would have no effect on the unemployment rate. Employment losses in contracting firms would be exactly matched by employment gains in expanding firms. However, if frictions are present, then shifts in employment demand can lead to at least temporary increases in unemployment. This is the basis for the relationship posited in Lilien's work between $\sigma_i$, the dispersion in observed employment growth rates across sectors (an empirical proxy for the dispersion in the desired rates of employment growth across sectors), and $U_t$, the unemployment rate.

A shock to the economy that necessitates that proportionately more labor be allocated to some sectors and proportionately less to others, but does not move aggregate demand off its trend path, increases $\sigma_i^*$, the dispersion in desired employment growth rates, but does not affect the mean desired sectoral employment growth rate. We will refer to a shock of this sort that increases $\sigma_i^*$ as a mean-preserving spread in the rates of growth of labor demand across sectors. In a frictionless world, the change in the desired rate of employment growth in a sector will always equal the change in the actual rate of employment growth in the sector. A mean-preserving spread leaves total employment no different than it would have been in the absence of the shock. In the presence of frictions, people losing their jobs in the sectors experiencing negative shocks may be out of work for some period of time while searching for employment in the gaining sectors. Increases in $\sigma_i^*$, the dispersion in desired rates of employment change across industries, raise the number of workers shifting to new sectors and thereby increase the unemployment rate. One would expect $\sigma_i^*$, the dispersion in desired rates of employment change, to be tracked reasonably closely by $\sigma_i$, the dispersion in actual rates of employment change. Thus, in the absence of aggregate demand disturbances, pure sectoral shifts in the composition of demand produce a positive

---

1 A formal, generalized notion of "variance" was introduced into the economics literature under the name of "mean-preserving spread" by Rothschild and Stiglitz (1970). In this paper, we utilize mean-preserving spread more informally as defined in the text.
correlation between the dispersion of employment growth rates and the unemployment rate.2

B. Aggregate Demand Fluctuations

The preceding discussion completely ignores the potential effect of aggregate demand fluctuations on employment growth dispersion. This causes no problems for empirical analysis—in the sense that the dispersion of employment growth rates can still safely be interpreted as a measure of intersectoral shifts à la Lilien (1982b)—provided that two conditions are satisfied. First, all sectors must have the same trend rate of growth. Second, sectors must not differ in their sensitivity to aggregate demand fluctuations.3

If these conditions are violated, traditional single-factor business-cycle models may produce a positive correlation between the dispersion of employment growth rates (σᵣ) and the change in the unemployment rate (ΔUᵣ), even in the absence of sectoral shifts of the sort motivating the previous discussion. If the single aggregate factor can be interpreted as aggregate demand, then aggregate demand fluctuations alone can generate this positive correlation. Specifically, this will happen under either of the following scenarios: (1) industries' trend growth rates and cyclical sensitivities are negatively correlated or (2) industries differ in their cyclical sensitivities and labor force adjustment costs are asymmetric such that an increase in employment costs more than a decline of equal magnitude.4 Moreover, because ΔUᵣ and the unemployment rate (Uᵣ) itself are positively correlated, aggregate demand fluctuations should be capable of producing a positive correlation between σᵣ and Uᵣ under either of these same scenarios.

We first consider the implications of a negative correlation between industries’ trend rates of growth and their cyclical sensitivities. This

2 Lucas and Prescott (1974) develop a model in which labor market frictions lead to unemployment when workers must be reallocated across sectors. This model seems to have motivated the empirical analysis in Lilien (1982b). Weiss (1984) develops an alternative model in which pure sectoral shifts generate unemployment through asymmetric quadratic labor force adjustment costs such that firms experiencing a decline in their relative position fire workers more rapidly than expanding firms hire additional workers.

3 Lilien (1982a) notes that employment growth rates may be affected by aggregate demand and attempts to develop a sectoral shifts measure based on the dispersion in employment growth rates net of aggregate demand influences. In contrast to the discussion here, Lilien (1982a) does not systematically consider how aggregate demand fluctuations alone could have produced the results of Lilien (1982b). There is also reason to believe that even the “purged” sectoral shifts measure of Lilien (1982a) captures aggregate demand influences; evidence on this point is presented in Abraham and Katz (1984, 1985).

4 This second case is analyzed in detail by Weiss (1984).
alone is sufficient for aggregate demand fluctuations to produce a
correlation between $\sigma_t$ and $\Delta U_t$. This basic result can be demonstrated
for ease of exposition with a hypothetical two-sector economy driven
solely by transitory fluctuations in aggregate demand around its trend
rate of growth. Employment in the first sector trends upward rapidly
but is relatively unresponsive to cyclical movements in gross national
product (GNP); employment in the second sector trends upward less
rapidly but is more responsive to fluctuations in GNP. (Sector 1 can be
thought of as services and sector 2 as manufacturing.) We can write

$$\ln E_{1t} = \zeta + \Gamma_1 t + \gamma_1 (\ln Y_t - \ln Y^*)$$  \hspace{1cm} (1)

and

$$\ln E_{2t} = \zeta + \Gamma_2 t + \gamma_2 (\ln Y_t - \ln Y^*)$$,  \hspace{1cm} (2)

where $E_{1t}$ and $E_{2t}$ are employment in the two sectors, $t$ is a time trend,
$Y_t$ is actual GNP, $Y^*$ is trend GNP, $\Gamma_1 > \Gamma_2$ (service employment is
growing at a more rapid trend rate than manufacturing employ-
ment), and $\gamma_1 < \gamma_2$ (service employment is less cyclically responsive
than manufacturing employment). A measure of the dispersion in the
rate of growth of employment across sectors at any point in time is
defined as

$$\sigma_t = \left[ \frac{E_{1t}}{E_t} (\Delta \ln E_{1t} - \Delta \ln E_t)^2 + \frac{E_{2t}}{E_t} (\Delta \ln E_{2t} - \Delta \ln E_t)^2 \right]^{1/2}. $$  \hspace{1cm} (3)

This is approximately equal to

$$\left[ \frac{1}{2} (\Gamma_1 - \Gamma_2) + \frac{1}{2} (\gamma_1 - \gamma_2) (\Delta \ln Y_t - \Delta \ln Y^*) \right]$$

if we assume that the two sectors start out equal in size.

How will $\sigma_t$ move over the business cycle? In this example, $\gamma_1 - \gamma_2$ is
negative, so that the second term in our approximate expression for
$\sigma_t$ is positive when the actual rate of GNP growth falls short of the
trend rate of GNP growth (during a downturn) and negative when
the actual rate of GNP growth exceeds the trend rate of GNP growth
(during an upturn). The value of $\sigma_t$ is thus high during downturns
and low during upturns, at least under reasonable assumptions about
the shape of the business cycle.  \hspace{1cm} (5)

\hspace{1cm} 5 If $| (\gamma_1 - \gamma_2) (\Delta \ln Y_t - \Delta \ln Y^*) |$ exceeded $| \Gamma_1 - \Gamma_2 |$ at any point during the upturn, $\sigma$
would decrease to zero, increase a bit, fall back to zero, then finally increase again as the
economy moved from trough to peak. There would have to be larger differences
between the cyclical responsiveness of the two sectors and/or larger fluctuations of GNP
around trend over shorter time periods than seems reasonable for this to happen. Even
if this flip-flopping does occur, $\sigma$ will still be lower during upturns than during down-
turns as long as upturns are not markedly steeper than downturns.
If $U_t$ bears an Okun's law relationship to the percentage deviation of GNP from trend, we can write

$$U_t = \omega + \theta (\ln Y_t - \ln Y_t^*),$$

(4)

where $\theta$ is negative. Unemployment rises when the actual growth rate falls short of the trend growth rate (during a downturn) and falls when the actual growth rate exceeds the trend growth rate (during an upturn). This means that $\sigma_t$ and $\Delta U_t$ will be positively correlated. The existence of a negative correlation between industries' trend rates of growth and their cyclical sensitivities is thus sufficient to produce a positive correlation between $\sigma_t$ and $\Delta U_t$.

A single-factor business-cycle model in which industries have different sensitivities to a common shock may also generate a positive correlation between $\sigma_t$ and $\Delta U_t$ even if differences in industry trend growth rates are unimportant. This will occur if firms have asymmetric convex labor force adjustment costs in which the cost of hiring is greater than the cost of firing. Weiss (1984) has shown in this type of model that, if firms respond in the same direction to a common shock but differ in their sensitivities and if upturns last as long as downturns, hiring costs that exceed firing costs will cause the mean cross-section variance of employment growth rates across industries to be higher in downturns than in upturns. Thus $\sigma_t$ and $\Delta U_t$ will be positively correlated if industries have different cyclical sensitivities and if firms find it easier to reduce employment rapidly than to increase employment rapidly.

Conditions sufficient for aggregate demand fluctuations to generate a positive correlation between $\sigma_t$ and $\Delta U_t$ appear to have been empirically satisfied in the postwar United States. In the first place, there is a strong negative correlation across industries between the trend rate of growth and the responsiveness of employment to cyclical fluctuations. To demonstrate this, we fit models of the following form for each of 11 major sectors:

$$\Delta \ln E_{it} = \Gamma_{1i} + \Gamma_{2i}t + \gamma_i(\Delta \ln Y_t - \Delta \ln Y_t^*)$$

$$+ \gamma_{2i}(\Delta \ln Y_{t-1} - \Delta \ln Y_{t-1}^*) + \epsilon_{it},$$

(5)

where $E_{it}$ is employment in sector $i$, $t$ is a time trend, $\ln Y_t$ is log(GNP), $\ln Y_t^*$ is the trend value of log(GNP), and the $\Gamma$'s and $\gamma$'s are parameters. The simple correlation between the estimated value of $d(\ln E_{it})/dt$, evaluated at the mean value of $t$, and the sum of the $\gamma$'s based on coefficients from ordinary least squares (OLS) equations estimated using annual data for 1949–80 equals $-.517$; the rank correlation is $-.545$. There is also evidence of asymmetry in the cyclical movements of employment consistent with hiring costs exceeding firing costs. Weiss (1984) shows that the distribution of em-
ployment growth rates is skewed such that sharp drops in employment are more common than sharp increases in employment.

Thus far we have shown only that aggregate demand fluctuations can be expected to produce a positive correlation between the dispersion of employment growth rates and the change in the unemployment rate. It is also true that $\Delta U_t$ and $U_t$ are positively correlated so that $\sigma_t$ and $U_t$ can reasonably be expected to bear a positive relationship to one another. In annual data for 1949–80, the change in detrended $U_t (\Delta UDT_t)$ and detrended $U_t (UDT_t)$ itself have a correlation of .506. This positive correlation of $U_t$ and $\Delta U_t$ does not imply that the unemployment rate series is necessarily explosive. In fact, a positive correlation between the level of a variable, $X_t$, and its first difference, $X_t - X_{t-1}$, is a basic property of a wide variety of stationary discrete time stochastic processes. Thus it seems quite plausible that an aggregate demand–driven positive correlation between $\sigma_t$ and $\Delta U_t$ could, through a positive correlation between $\Delta U_t$ and $U_t$, produce a positive correlation between $\sigma_t$ and $U_t$.

Thus, under empirically satisfied conditions, pure aggregate demand fluctuations and pure sectoral shifts lead to observationally equivalent predictions concerning the relationship between $\sigma_t$ and $U_t$. This implies that the positive relationship between $\sigma_t$ and the unemployment rate does not necessarily imply an important role for sectoral shifts in cyclical fluctuations.

II. Differentiating between the Sectoral Shift and Aggregate Demand Hypotheses

While either pure sectoral shifts or pure aggregate demand fluctuations can produce a positive correlation between the dispersion in employment growth rates and the unemployment rate, the two processes can be distinguished empirically in other respects. In particular, the behavior of job vacancies can reveal which has been the more important cause of the correlation between $\sigma_t$ and $U_t$.

A. Predictions Concerning Cyclical Movements in the Job Vacancy Rate

One important difference between the mean-preserving spread sectoral shift story and the aggregate demand story lies with what each

---

6 Since we are concerned with explaining short-term fluctuations in unemployment, independent of trend movements in the level of unemployment, we present results based on values of $U_t$ with a linear trend removed here and include a time trend in the regressions presented later. Detrending never has an important effect on the results.
predicts for the behavior of the job vacancy rate. If the pure sectoral shift hypothesis correctly captured why $\sigma_t$ and $U_t$ are positively related, then $\sigma_t$ and $V_t$, the job vacancy rate, should also be positively related. In contrast, the aggregate demand scenario concerning the positive relationship between $\sigma_t$ and $U_t$ generates a negative relationship between $\sigma_t$ and $V_t$.

These predictions rest on the existence of an inverse relationship between $U_t$ and $V_t$ over the course of an aggregate demand–driven cycle. Strong aggregate demand can be expected to reduce the number of people unemployed and raise the number of vacant jobs, whereas weak aggregate demand can be expected to raise the number of people unemployed and reduce the number of vacant jobs. Thus, holding the structural characteristics of the economy fixed, one would expect a plot of the job vacancy rate against the unemployment rate to yield a downward-sloping $UV$ curve. An increase in the unemployment rate that is caused purely by a negative shock to aggregate demand should be accompanied by a decrease in the job vacancy rate.

Changes in the structural characteristics of the economy can shift the entire $UV$ curve either inward (improvements in worker/job matching) or outward (worsening of worker/job matching). Increased dispersion in the desired rates of employment growth across sectors is one possible cause of an outward shift in the $UV$ curve. An increase in the unemployment rate caused purely by an increase in the dispersion of desired employment growth rates should be accompanied by an increase in the job vacancy rate.\(^7\)

The contrast of the predicted relationship between $\sigma_t$ and $V_t$, emerging from the sectoral shift story and that emerging from the aggregate demand story provides a means of empirically determining which is more important.

\(^7\) Holt and David (1966), Hansen (1970), and Jackman, Layard, and Pissarides (1983) present theoretical models that produce an inverse relationship between $U_t$ and $V_t$ over an aggregate demand–driven business cycle; this downward-sloping curve is commonly referred to as the Beveridge curve. In all of these models, a worsening of the match between unemployed people and vacant jobs leads to an outward shift in the Beveridge curve. The increased unemployment caused by a mean-preserving spread in desired employment growth rates could generate feedback that reduces aggregate demand. In the absence of such feedback, a mean-preserving spread would cause vacancies to rise one-for-one with unemployment; with feedback, the short-run increase in the number of vacancies might be less than the short-run increase in unemployment. Increases in unemployment attributable to the feedback following a mean-preserving spread should not be considered increases in the natural rate in the sense of Lilien (1982b) since they are susceptible to alteration by aggregate demand policy in the same way as unemployment caused directly by a negative shock to aggregate demand.
B. Patterns of Movement in Annual Data

Unfortunately, comprehensive job vacancy data have not been collected on an ongoing basis in the United States. The best available proxy for the number of vacant jobs is the Conference Board's help wanted index. This index is essentially an employment-weighted average of the number of help wanted advertisements in 51 major metropolitan newspapers, deflated so that 1967 equals 100. Dividing the national help wanted index by total nonagricultural payroll employment yields a reasonable proxy for the job vacancy rate. We use this normalized help wanted index (help wanted index divided by total nonagricultural payroll employment) as a vacancy rate surrogate in the analysis that follows. Consideration of whether the help wanted index is a suitable vacancy proxy for our purpose is deferred to Section III.

The left-hand panel of figure 1 plots the dispersion of employment growth rates (\( \sigma_t \)) calculated using annual average employment figures against the civilian unemployment rate, as in Lilien (1982b); it is clear that \( \sigma_t \) and \( U_t \) are positively correlated. The right-hand panel of figure 1 presents a similar plot, but with the normalized help wanted index—our proxy for the job vacancy rate—replacing the unemployment rate. The pure sectoral shift hypothesis implies that \( \sigma_t \) and the normalized help wanted index should move together; the pure aggregate demand hypothesis implies that they should move in opposite directions. The fact that \( \sigma_t \) and the normalized help wanted index

---

**Fig. 1.**—Unemployment rate, normalized help wanted index, and sigma in annual data. *a*, Unemployment rate (\( U \)) vs. sigma (\( S \)). *b*, Normalized help wanted index (\( N \)) vs. sigma (\( S \)).

---

8 Preston (1977) discusses in considerable detail the data and methodology used in creating the help wanted index.
move in opposite directions suggests that aggregate demand fluctuations, not sectoral shifts, are responsible for the positive correlation between $\sigma_t$ and $U_t$ observed in annual data.

C. Unemployment and Help Wanted Index Equations

The more formal evidence on the relationship between $\sigma$ and $U$ presented in Lilien (1982b) consists of unemployment rate models including as explanatory variables current and lagged values of both $\sigma$ and DMR, the unanticipated growth in the money supply, plus a lagged value of the unemployment rate. The DMR terms are intended to capture exogenous shocks to aggregate demand; if they captured aggregate demand shocks perfectly, the $\sigma$ coefficients presumably would be uncontaminated by aggregate demand influences. Lilien (1982b) uses annual data to estimate his unemployment equations; the specification he chooses to focus most of his attention on is

$$U_t = \alpha_0 + \alpha_1 \sigma_t + \alpha_2 \sigma_{t-1} + \alpha_3 \text{DMR}_t + \alpha_4 \text{DMR}_{t-1}$$
$$+ \alpha_5 \text{DMR}_{t-2} + \alpha_6 U_{t-1} + \alpha_7 t + u_t,$$

(6)

where $U$ represents the civilian unemployment rate, $\sigma$ is the dispersion in employment growth rates across 11 sectors, DMR is the unanticipated growth in the money supply, $t$ is a time trend, the $\alpha$'s are coefficients to be estimated, and $u$ is the error term.

The first column of table 1 presents an OLS estimate of equation (6) fit with annual data for the sample period 1949–80. All the variables in this model are identical to those used by Lilien; our time period differs slightly from his, starting in 1949 rather than 1948 since 1949 is the earliest year for which we could obtain data to estimate a comparable help wanted index model. Not surprisingly, we obtain coefficient estimates very close to those Lilien reports, including large and significant positive coefficients on both $\sigma_t$ and $\sigma_{t-1}$.

Lilien interprets the positive coefficients on his $\sigma$ terms as evidence of more rapid structural change raising the unemployment rate. A model like equation (6) but with the normalized help wanted index—proxying for the job vacancy rate—as the dependent variable offers a test of this interpretation:

$$\text{NHWI}_t = \beta_0 + \beta_1 \sigma_t + \beta_2 \sigma_{t-1} + \beta_3 \text{DMR}_t + \beta_4 \text{DMR}_{t-1}$$
$$+ \beta_5 \text{DMR}_{t-2} + \beta_6 \text{NHWI}_{t-1} + \beta_7 t + w_t,$$

(7)

where $\text{NHWI}_t$ represents the normalized help wanted index, the $\beta$'s are parameters, $w$ is the equation error, and the other variables are defined above. Positive $\sigma$ coefficients in the help wanted index equation would support the structural change interpretation; negative


### TABLE 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean [Standard Deviation]</th>
<th>Dependent Variable $U_t^*$</th>
<th>Dependent Variable NHWI$_t^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_t$</td>
<td>.025 [.013]</td>
<td>56.0 (9.2)</td>
<td>-8.7 (2.0)</td>
</tr>
<tr>
<td>$\sigma_{t-1}$</td>
<td>.025 [.013]</td>
<td>21.8 (11.3)</td>
<td>-2.9 (2.3)</td>
</tr>
<tr>
<td>DMR$_t$</td>
<td>-.002 [.016]</td>
<td>-19.8 (8.0)</td>
<td>4.1 (1.7)</td>
</tr>
<tr>
<td>DMR$_{t-1}$</td>
<td>-.002 [.015]</td>
<td>-22.9 (8.2)</td>
<td>5.4 (1.8)</td>
</tr>
<tr>
<td>DMR$_{t-2}$</td>
<td>-.001 [.015]</td>
<td>-7.7 (10.3)</td>
<td>.5 (2.3)</td>
</tr>
<tr>
<td>$U_{t-1}$</td>
<td>5.1 [.4]</td>
<td>.352 (.144)</td>
<td>...</td>
</tr>
<tr>
<td>NHWI$_{t-1}$</td>
<td>1.3 [.3]</td>
<td>... .292 (.164)</td>
<td>.007 (.003)</td>
</tr>
<tr>
<td>Time trend</td>
<td>16.5 [9.4]</td>
<td>.078 (.018)</td>
<td>.007 (.003)</td>
</tr>
<tr>
<td>Constant</td>
<td>1.000 [.000]</td>
<td>.157 (.602)</td>
<td>1.085 (.231)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>...</td>
<td>.869 (.838)</td>
<td>.838</td>
</tr>
<tr>
<td>S.E.E.</td>
<td>...</td>
<td>.566 (.012)</td>
<td>.012</td>
</tr>
<tr>
<td>D-W</td>
<td>...</td>
<td>2.231 (1.604)</td>
<td>.838</td>
</tr>
</tbody>
</table>

**Note.**—Both models were estimated with annual data for the sample period 1949–80 using OLS. $U$ is the civilian unemployment rate; NHWI is the Conference Board help wanted index divided by total nonagricultural payroll employment; $\sigma$ is the dispersion in annual employment growth rates across 11 major sectors; and DMR is the unanticipated growth in the money supply. The $U$, $\sigma$, and DMR series are those used in Lilien (1982b); the NHWI series was constructed using data from the Citibank database. Standard errors are reported in parentheses.

* The dependent variable $U_t$ has mean [standard deviation] 5.3 [1.4]; NHWI$_t$, 1.3 [.3].

coefficients would suggest that $\sigma$ is actually serving as an aggregate demand proxy.

Column 2 of table 1 presents an OLS estimate of equation (7) that matches the unemployment model in column 1. In this help wanted index equation, the current value of $\sigma_t$ takes on a large and statistically significant negative coefficient; the coefficient on the once-lagged value of $\sigma_t$ is also negative though not significant. The fact that the $\sigma_t$ variables do not take on positive coefficients—and in fact assume negative coefficients—in the help wanted index equation implies that the positive $\sigma_t$ coefficients in the table 1 unemployment equations cannot be interpreted as evidence of pure intersectoral shifts producing cyclical fluctuations in unemployment.9

9 We also estimated models like those reported in table 1 with all the different specifications reported in Lilien (1982b), with an AR(1) error structure rather than a lagged dependent variable, and with data for several different time periods. Our qualitative conclusions are very robust to changes in specification.
III. Using the Help Wanted Index as a Job Vacancy Proxy

An important question is whether the normalized help wanted index does a satisfactory job of capturing cyclical fluctuations in the job vacancy rate. Available evidence suggests that it does. Moreover, British vacancy data perform similarly to the U.S. help wanted index in models like those discussed in Section II, which suggests that our findings there are not an artifact of having used a bad vacancy proxy.

A. Evidence on the Help Wanted Index

A potential problem in using the normalized help wanted index as a vacancy rate proxy arises if different sectors have different propensities to use help wanted advertising. Specifically, if manufacturing industries were more likely to advertise vacancies than service industries, a sectoral shift from manufacturing to services (the most common in the period we study) that increased the overall vacancy rate might not increase the help wanted index. In fact, however, the available evidence suggests that manufacturing vacancies are, if anything, less likely to be advertised than vacancies in other sectors, so that a negative correlation between \( \sigma_t \) and the normalized help wanted index should arise only if there is an even stronger negative relationship between \( \sigma_t \) and the job vacancy rate.

Some direct insight into how well cyclical swings in help wanted advertising track cyclical swings in job vacancies can be obtained using help wanted index and job openings data available monthly from January 1972 to December 1981 for the Minneapolis/St. Paul metropolitan area. With these data, we can compare month-to-month movements in help wanted advertising and job vacancies. An equation with the log of the normalized Minneapolis/St. Paul help wanted

---

10 U.S. vacancy data from the sources described in Abraham (1983) suggest that the manufacturing vacancy rate is generally close to the all industry vacancy rate, whereas data on the distribution of want ads for 12 cities in 1975 (Walsh, Johnson, and Sugarman 1975, p. 85) show that manufacturing jobs account for a smaller share of want ads than of national employment in that year (14 percent of the want ads for which the employer’s industry could be identified vs. 24 percent of national employment). This suggests that manufacturing vacancies are less likely to be advertised than other vacancies. In addition, a direct comparison of the occupational distribution of want ads with the occupational distribution of vacancies for Rochester, N.Y., in February and May 1965 showed that blue-collar vacancies were less likely to be advertised than white-collar vacancies (Myers and Creamer 1967, p. 98). Since manufacturing jobs are disproportionately blue-collar, this also suggests that manufacturing vacancies are less likely to be advertised than vacancies in other industries.

11 See Abraham (1983) for a more detailed discussion of the Minnesota job vacancy data.
index on the left-hand side and the log of the Minneapolis/St. Paul vacancy rate, month dummies, and a time trend on the right-hand side was fit for this purpose.\textsuperscript{12} The estimated coefficient on the log of the vacancy rate was .884 with a standard error of .051. This coefficient estimate is significantly less than 1.0, which suggests that help wanted advertising may be somewhat less cyclically responsive than job vacancies, though this result could also reflect noise in the vacancy rate series. The equation $R^2$ is a respectable .800. The limited evidence we have available thus suggests that short-term movements in help wanted advertising track short-term movements in job vacancies reasonably well.

B. \textit{Results with British Vacancy Data}

The availability of vacancy data for other countries provides an additional opportunity to assess whether problems with the normalized help wanted index account for the results reported in Section II. We have compiled British data suitable for estimating unemployment rate and vacancy rate models like those in table 1 for the years 1961–81; these estimates are reported in table 2.\textsuperscript{13} In Britain as in the United States, there is a positive relationship between $\sigma$ and the unemployment rate. This shows up both in the column 1 model using the untransformed unemployment rate and in the column 3 model using the log of the unemployment rate, though the coefficient in the column 3 model is significant only at the .10 level; we prefer the column 3 model because the time trend in the British unemployment rate seems to have been essentially exponential over the period of analysis. If sectoral shifts account for the positive relationship between $\sigma_t$ and $U_t$ in Britain, $\sigma_t$ and $V_t$ should also move together; if aggregate demand movements account for the positive relationship

\textsuperscript{12} Neither the help wanted series nor the vacancy series was seasonally adjusted. We include month dummies in the model to correct for possible differences in the pattern of seasonality in the two series and a time trend because we are interested in how short-term movements in the two series compare rather than in possible differences in their longer-term tendencies.

\textsuperscript{13} One concern with the British data is that the employment series are not fully consistent over time. However, in each year in which the employment series methodology was changed, data were presented on both the old and new bases so that we were always able to calculate values of $\sigma$ using consistent data across the two relevant years. A second concern is that the British vacancy numbers are derived from Employment Service records and thus could be affected by changes in the scope of Employment Service operations. We use a corrected vacancy series described in Layard and Nickell (1984) and created by dividing the reported vacancy numbers by a correction factor $\lambda$. This $\lambda$ equals $[(\text{outflow of registered vacancies/engagements}) + (\text{inflow of registered vacancies/separations})] / 2$, where the engagement and separation counts come from a national survey.
## Table 2

**British Unemployment and Vacancy Equations Estimated with Annual Data**

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Mean U*</th>
<th>Dependent Variable</th>
<th>Mean V*t</th>
<th>Dependent Variable</th>
<th>Mean log(U)t</th>
<th>Dependent Variable</th>
<th>Mean log(V)t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard Deviation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>[.008]</td>
<td>118.2</td>
<td>-40.0</td>
<td>10.9</td>
<td>-16.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.008]</td>
<td>(26.2)</td>
<td>(25.4)</td>
<td>(5.9)</td>
<td>(7.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMRt</td>
<td>[.040]</td>
<td>-6.5</td>
<td>4.7</td>
<td>.1</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.040]</td>
<td>(5.2)</td>
<td>(5.6)</td>
<td>(1.2)</td>
<td>(1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMRt−1</td>
<td>[.042]</td>
<td>-6.5</td>
<td>14.2</td>
<td>-1.5</td>
<td>3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.042]</td>
<td>(5.4)</td>
<td>(5.3)</td>
<td>(1.2)</td>
<td>(1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$U_{t-1}$</td>
<td>4.1</td>
<td>1.251</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[2.2]</td>
<td>(.239)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{t-1}$</td>
<td>3.7</td>
<td>...</td>
<td>.630</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.1]</td>
<td></td>
<td>(.226)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log($U_{t-1}$)</td>
<td>1.3</td>
<td>...</td>
<td>...</td>
<td>.593</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.5]</td>
<td></td>
<td></td>
<td>(.255)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log($V_{t-1}$)</td>
<td>1.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>.712</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.3]</td>
<td></td>
<td></td>
<td></td>
<td>(.227)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time trend</td>
<td>11.0</td>
<td>.008</td>
<td>-.089</td>
<td>.041</td>
<td>-.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[6.2]</td>
<td>(.080)</td>
<td>(.037)</td>
<td>(.021)</td>
<td>(.011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.000</td>
<td>-3.936</td>
<td>3.251</td>
<td>-.145</td>
<td>1.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[.000]</td>
<td>(.827)</td>
<td>(1.180)</td>
<td>(.230)</td>
<td>(.385)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>...</td>
<td>.937</td>
<td>.657</td>
<td>.921</td>
<td>.722</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S.E.E.</td>
<td>...</td>
<td>.854</td>
<td>.826</td>
<td>.190</td>
<td>.232</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-W</td>
<td>...</td>
<td>2.030</td>
<td>2.022</td>
<td>1.703</td>
<td>2.136</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.**—All models were estimated with annual data for the sample period 1961–81 using OLS. $U$ is the male unemployment rate; $V$ is the job vacancy rate; $\sigma$ is the dispersion in annual employment growth rates across 24 major sectors; and DMR is the unanticipated growth in the money supply. The log($U$) and log($V$) series are taken from Layard and Nickell (1984); $U$ equals $\exp[\log(U)]$ and $V$ equals $\exp[\log(V)]$. We constructed $\sigma$ using employment data from various issues of the Department of Employment Gazette. The equation for constructing DMR was estimated over the sample period 1956–82 using M3 and included two lagged values of the growth in M3 plus one lagged value of the ratio of the current balance of payments account to M3 as explanatory variables. Standard errors are reported in parentheses.

*The dependent variable $U_t$ has mean (standard deviation) 4.7 [3.0]; $V_t$, 3.6 [1.2]; log($U_t$), 1.4 [.6]; and log($V_t$), 1.2 [.4].

between $\sigma_t$ and $U_t$, $\sigma_t$ and $V_t$ should move inversely. Both in the column 2 model using the untransformed vacancy rate and in the column 4 model using the log of the vacancy rate, $\sigma_t$ takes on a negative coefficient; the negative coefficient in the column 2 model misses significance at conventional levels, but the coefficient in the column 4 model is significant at the .05 level. We again prefer the logarithmic model because it better allows for the actual trend in the dependent variable.14

Overall, the results using British vacancy data are strikingly similar to the Section II results using the U.S. normalized help wanted index;  

14 We also estimated models like those in table 2 with one additional lag of both $\sigma$ and DMR and with an AR(1) error structure rather than a lagged dependent variable. These changes did not alter the qualitative nature of the results.
we take this as providing additional, albeit indirect, support for our interpretation of the normalized help wanted index results.

IV. Conclusion

Some previous research has taken the fact that the dispersion of employment growth rates and the unemployment rate are positively correlated to indicate that the former bears a causal relationship to the latter. We have shown that, under certain empirically satisfied conditions, traditional single-factor business-cycle models produce a positive correlation between sectoral employment growth rate dispersion and the unemployment rate. This correlation alone cannot be taken as evidence for a causal role of sectoral shifts in the business cycle.

Additionally, it has been demonstrated that information on job vacancies can be used to distinguish the pure sectoral shift hypothesis from a pure aggregate demand characterization. The negative relationship between the dispersion of employment growth rates and the normalized Conference Board help wanted index, the best available U.S. vacancy rate proxy, provides support for the aggregate disturbance hypothesis.

The evidence seems consistent with the view that cyclical unemployment movements are primarily related to aggregate shocks. In an economy in which sectors have different cyclical sensitivities, aggregate demand movements affect both the dispersion in employment growth rates and the unemployment rate, producing a positive correlation between the two. The evidence does not seem congruent with the view that changes in the required rate of labor reallocation across sectors associated with relative shocks are primary causes of cyclical unemployment fluctuations.
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