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Abstract. Systematic measurements of the photoluminescence lifetime of the 1.54 µm transition of erbium implanted at different energies in SiO\textsubscript{2} films with different metallic overlayers are reported. The lifetime shows a strong reduction up to a factor of 20 with decreasing distance between the erbium and the metal overlayer. The reduction of lifetime is mainly due to a near-field interaction between the erbium ions and the metal overlayers through generation of surface plasmon polaritons at the metal/SiO\textsubscript{2} interface and direct generation of heat in the metal. These experiments combined with rigorous theoretical modeling demonstrate that a high degree of control over the radiative properties of erbium can be achieved in erbium-implanted materials in a wide range of implantation energies. The experiments also allow us to determine the radiative efficiency of erbium in bulk SiO\textsubscript{2}.
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1. Introduction

Erbium is a rare-earth ion of paramount technological importance for optics and optoelectronics. Its $^4I_{13/2} - ^4I_{15/2}$ optical transition falls into one of the silica fibers transmission windows near 1.5 $\mu$m. Erbium-doped fibers are the backbone of optical communications [1]. Erbium-doped or -implanted crystals, thin films and nanostructures can be used for fabrication of solid-state lasers, amplifiers, modulators and other optoelectronics devices [2]–[4].

In bulk crystals, the lifetime of the 1.54 $\mu$m transition is of the order of 15 ms and is dominated by spontaneous emission. It is well known that both the spontaneous emission rate and the separation between energy levels are affected by the presence of boundaries and interfaces with other materials (substrate, air, cavity mirrors, etc) that change the spatio-temporal structure of the electromagnetic (EM) modes via boundary conditions, see, e.g. [5], reviews [6]–[8] and references therein. The most obvious way to accomplish this is to place an atom or any quantum oscillator in a high-$Q$, low-volume cavity [9]. This will definitely modify the properties of all radiated modes and lead to drastic changes in the quantum dynamics of an atom. Typical experimental settings involve single atoms and molecules in a microwave or optical cavity. Recent studies of this cavity-QED effect in solids with application to new devices include quantum-well and quantum-dot excitons in microcavities with Bragg mirrors, microdisk cavities and photonic crystal cavities, see e.g. [10]–[14]. Another possibility is to provide a strong resonant coupling of an atomic oscillator with a given normal EM mode, for example with the surface plasmon mode [14]–[17].

It is less obvious that the dynamics of a quantum dipole can be significantly modified in the presence of any conducting or dielectric surface, far from any resonances with eigenmodes of a medium and in the absence of mode-selective environment. If the interface with a conducting or dielectric medium is located in the near zone of an atom, i.e. at a distance $R$ much less than the optical transition wavelength, the level shift and modification of the spontaneous decay rate can be quite dramatic [18]–[24]. In this case the influence of a boundary on the radiative decay rate is mainly due to a semiclassical London–van der Waals self-action (not due to EM vacuum fluctuations). This is essentially a semiclassical effect in a sense that the EM field may be treated classically, while the atom should be treated quantum-mechanically. Therefore, it can be adequately described by the change in the total EM reaction field acting on a quantum dipole. This approach was shown to provide accurate quantitative results in the seminal series of papers by Chance et al; see their review in [24].

At small distances from the interface, it is the quasi-electrostatic near field that makes the main contribution to the total EM reaction field. This near-field-dominated EM reaction can be intuitively viewed as a quasi-electrostatic near field created by an image dipole at the position of a real dipole. However, this intuitive picture shows a good qualitative agreement with rigorous calculations only in the limit $R \rightarrow 0$, or at any $R$ when the substrate is a perfect conductor or a non-absorbing dielectric [6–8, 25, 26]. In the latter two cases, the quasi-static part of the EM reaction field is shifted in phase by exactly $\pi/2$ with respect to the dipole oscillations. As a result, the work done by the near field over the optical dipole oscillations of an atom is equal to zero and the only effect on the spontaneous emission lifetime is due to the far-field radiation reaction, i.e., due to the modification of EM radiation modes emitted into the far zone.

When the imaginary part $\varepsilon''_2$ of the dielectric constant of a substrate is not equal to zero or infinity, the near field contributes also to the spontaneous decay rate, and this contribution can be dominant under certain conditions. The underlying physical mechanism is the
near-field-mediated energy transfer between the oscillating quantum dipole and the dissipative substrate. For a dielectric or semiconducting substrate the dominant channel of the energy transfer in the visible or near-infrared spectral range is the direct Joule dissipation of the near field in the substrate. In the vicinity of metals the dissipation of energy of dipole oscillations can also be mediated by excitation of surface or interface plasmons if the dipole frequency is close to the plasmon resonance.

Recently, Kalkman et al [16] demonstrated enhanced photoluminescence (PL) decay rate for the Er/silica glass/silver system, but the study was limited to one Er-implantation depth. The magnitude of the effect is expected to depend sensitively on the dielectric function of a given metal, the structure of the interface and its distance from atoms. Therefore, we were motivated to study the modification of the spontaneous emission decay of the 1.54 µm transition in erbium-implanted silicon dioxide films coated with different metals and at different implantation depths. We have reported in a previous publication measurements of the lifetime of Er implanted at different energies in SiO$_2$ film coated with Cr and Ti [27]. It was shown there that the measured lifetime agrees with modeling reasonably well. In this paper we report systematic measurements and calculations of Er lifetime for seven different metallic coatings.

Erbium can be implanted at high doses in SiO$_2$ with well-characterized profiles and diffuses minimally at temperatures required to anneal the implants (∼950 °C). Radiative efficiency in the annealed samples is very high, between 65 and 85% as shown below. Besides the obvious motivation to understand and predict the magnitude of the spontaneous emission modification in these structures, the near-field energy transfer mechanism provides the interesting possibility of controlling the lifetime of excited electron states in active impurities or semiconducting nanostructures by varying their distance to the dissipative layer and its absorptive properties. We find the effect to be very strong, more than a factor of 20 spontaneous emission rate enhancement over the bulk value in the shallowest-implanted samples. This creates opportunities for enhancing the modulation rate and controlling the saturation nonlinearity in devices implanted or doped with erbium and other active impurities. Furthermore, our measurements allow direct determination of the radiative efficiency (quantum yield) of the 1.54 µm transition in erbium, which is a crucial parameter for Er-doped optical devices.

2. Experiments

Polished 1 µm-thick SiO$_2$ films on 380 µm-thick Si wafers were implanted with Er$^+$ ions to a fluence of $2 \times 10^{13}$ ions cm$^{-2}$ (Implant Sciences Corporation). Implantation energies 10, 20, 40, 80, 150 and 300 keV were used. Thermal annealing of the implanted wafers was performed at 950 °C in a tube furnace for 1.5 h under vacuum conditions (∼1 × 10$^{-7}$ Torr) to remove implantation induced defects [27]–[29]. Dynamic secondary-ion mass spectrometry (SIMS) was used to characterize Er ion concentrations in the thermally annealed samples with different Er-implantation energies. SIMS measurements were done using a 100 nA 2 keV oxygen beam, with a beam diameter of approximately 30 µm. This beam was rastered over a $250 \times 250$ µm$^2$ area, and the secondary ion signal was electronically gated to the center 15% of the crater area. The measurement results are summarized in figure 1. Gaussian functions can fit the Er concentration profiles for large implantation energies reasonably well but there is some skewness in the Er concentration profiles for implantation energies 10 keV and 20 keV. For comparison, simulations were also performed to predict Er concentration profiles using the Monte Carlo package in the
Table 1. Results of SIMS experiments and SRIM simulations.

<table>
<thead>
<tr>
<th>Er implantation energy (keV)</th>
<th>Er profile peak depth (nm) (SRIM)</th>
<th>FWHM of Er profile (nm) (SRIM)</th>
<th>Er profile peak depth (nm) (SIMS)</th>
<th>FWHM of Er profile (nm) (SIMS)</th>
<th>Peak Er concentration (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>12.2</td>
<td>5.65</td>
<td>13.3</td>
<td>12.9</td>
<td>0.023</td>
</tr>
<tr>
<td>20</td>
<td>17.7</td>
<td>8.48</td>
<td>20.2</td>
<td>16.0</td>
<td>0.019</td>
</tr>
<tr>
<td>40</td>
<td>26.4</td>
<td>13.2</td>
<td>26.6</td>
<td>17.9</td>
<td>0.017</td>
</tr>
<tr>
<td>80</td>
<td>41.3</td>
<td>21.0</td>
<td>42.5</td>
<td>26.7</td>
<td>0.011</td>
</tr>
<tr>
<td>150</td>
<td>64.0</td>
<td>33.0</td>
<td>68.5</td>
<td>40.2</td>
<td>0.008</td>
</tr>
<tr>
<td>300</td>
<td>108.9</td>
<td>56.3</td>
<td>113.8</td>
<td>67.6</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Figure 1. Measured SIMS profiles of the Er ions implanted at different energies. The curves from left to right in the figure correspond to implantation energies 40, 80, 150 and 300 keV. Inset: the left and right curves correspond to implantation energies 10 and 20 keV.

SRIM 2003 program. Table 1 summarizes and compares the results of SIMS experiments and SRIM simulations.

It is found from table 1 that the peaks of Er concentration profiles predicted by SRIM simulations agree reasonably well with SIMS experiments results: discrepancy between the two ranges from ~5% for the deep-implantation cases to ~10% for the shallow-implantation cases. However, there are relatively large divergences between the Er concentration profile width taken from SRIM simulations and SIMS experiments: for the deep-implantation cases discrepancies are ~20%; for the shallow-implantation cases (10 keV and 20 keV), the full-widths at half-maximum (FWHM) of the concentration profiles measured by SIMS experiments is larger than that SRIM obtained by a factor of 2. There are several possible reasons for the discrepancies. SIMS measurements may give rise to broadened concentration profiles due to the so-called
‘crater-edge effect’ (milling of not only the crater bottom but also the crater sidewalls), but this effect is expected to be very small since in the SIMS experiments the secondary ion signal was electronically gated to the center of the crater area during ion milling. Thermal annealing prior to SIMS experiments is also unlikely to account for the broadening of the concentration profiles because heavy ions like Er are known to diffuse very little in SiO$_2$ during annealing [29]. The most probable reason turns out to be surface effects (roughness, contamination, etc), which introduce a certain degree of randomness to the starting energy of Er ions at the air/SiO$_2$ interface during implantations, especially for the cases of very small implantation energies such as 10 keV and 20 keV [30]. This point is supported by the skewness of the SIMS profiles for the 10 keV and 20 keV samples: ideally the concentration profile should be Gaussian for an amorphous substrate [31]. Since Monte Carlo simulations do not consider any surface effects, Er concentration profiles obtained from SIMS experiments are used for the analyses presented later in this paper.

After annealing, metal was deposited by resistive heating onto the implanted side of the sample to a thickness of $\sim$160 nm, which is optically thick compared with skin depth of Er radiation in the metal. Thermal deposition was performed using a thermal evaporator (Sharon Vacuum) at a deposition rate of 0.2–0.3 nm s$^{-1}$ under $\sim$2 x 10$^{-7}$ Torr vacuum condition. The samples were at room temperature during deposition. Metals used in our experiments include Cr, Ti, Co, permalloy (Ni, 84 at.%, Fe 16 at.%), Cu, Ag and Au. Deposition followed annealing immediately after to minimize exposure of the samples to water vapor or any other contaminations in the air. Without this precaution, the measured PL lifetimes decrease up to 25% for the uncoated shallowest-implanted samples over several days. This is probably due to luminescence quenching defects and impurities near the sample surface: the shallowest-implanted samples with Er ions about 10 nm away from the air/SiO$_2$ interface are very sensitive to any change of the sample surface state.

The adhesion strength of different metals on SiO$_2$ is different. Cr and Ti stick well to SiO$_2$ due to the formation of metallic oxides at the interface. Samples coated by Cr or Ti do not exhibit PL lifetime decrease even when stored in air for a few months. Transition metals Ni, Fe and Co are similar but their adhesion strength to SiO$_2$ is weaker. Noble metals Cu, Ag and Au, the least reactive among these metals, adhere loosely to SiO$_2$, resulting in a porous metal/SiO$_2$ interface. This should modify the effective dielectric constant of metallic films as will be shown later in the theoretical analyses. Before PL measurements, the samples were annealed for a second time in vacuum at 110$^\circ$C for 9 h in order to reduce defects originating from grain boundaries in the metal films [32].

A schematic of the setup for Er PL lifetime measurements is shown in figure 2. Measurements were performed in ambient conditions at room temperature. Square 50 ms-long pulses from a $\lambda = 980$ nm fiber laser (JDS Uniphase) were collimated and focused into a $\sim$0.5 x 0.5 mm$^2$ area on the nonimplanted side of the samples with $\sim$10 mW peak power. The duty cycle of the pulses was about 10%. Figure 3 shows a typical PL spectrum of one sample (without metal coating) with characteristic peaks around 1.54 $\mu$m which correspond to the Er $^4$I$_{13/2}$-$^4$I$_{15/2}$ transition. The Er PL was collected through a $\lambda = 1.4 \mu$m long-wavelength pass filter and focused onto an InGaAs detector (Electro-Optical Systems Inc.) with a long wavelength cutoff of 1.6 $\mu$m. Time traces of PL intensity after averaging show smooth decaying tails following the excitation pulses. Typical PL decay curves in logarithmic scale are shown in figure 4. PL lifetimes are obtained by fitting with an exponential curve the initial part of the PL signal, during which the signal drops by approximately a factor of 5 from its maximum value. In
the shallowest-implanted samples, the lifetimes are not much longer than the detector response time, which is about 0.2 ms. In this case, deconvolution was used to extract the PL decay time. Experimentally, changing the excitation incident angle or power did not affect the measured lifetime.

In order to facilitate comparison with theoretical calculation, we also determined experimentally the lifetime of Er in bulk SiO$_2$ (bulk lifetime). The value is found to be $14.3 \pm 0.3$ ms. Samples for this experiment were fabricated by further depositing 1 $\mu$m SiO$_2$ onto the Er-implanted side of the annealed wafers (without metal coating) using plasma-enhanced chemical vapor deposition (PECVD). This is to minimize the interaction between the near field of Er ions (which extend about one wavelength away from the ion cores) and any neighboring interfaces. Measurements of the bulk lifetimes from three samples with 80, 150 and 300 keV Er-implantation energies gave very similar results of $\sim 14.3$ ms. Samples with large implantation energies were chosen for this measurement because the shallowest-implanted samples are more susceptible to the influence of water vapor in the air before depositing the 1 $\mu$m-thick SiO$_2$. The bulk lifetime determined in our experiments is consistent with reported values from $\sim 14$ ms to $\sim 17$ ms [2, 28, 29]. The distribution of reported bulk lifetimes is due to different annealing conditions, which results in different nonradiative decay rates, or due to slightly different sample geometries.
Figure 4. Erbium PL intensity decay curves for a variety of implantation energies and metal coatings: (a) Ti coated, 40 keV Er; (b) Cr coated, 80 keV Er; (c) Ti coated, 150 keV Er; and (d) Cr coated, 300 keV Er. Shown are the corresponding lifetimes. Intensities are normalized to their corresponding maxima before taking logarithm.

3. Theory and discussion

Theoretical normalized decay rates for the same implantation energies were calculated and compared with experiment according to the following procedure. First, the expression for the spontaneous decay rate of a single ion at a given distance $z$ from a planar interface was obtained. We calculated the electric field created by an oscillating quantum dipole at its position in the host medium with real dielectric constant $\varepsilon_1 = n_1^2$ at a distance $z = z_0$ from a medium with complex dielectric constant $\varepsilon_2$. This field is then substituted as an external field in the Bloch equations for the quantum dipole oscillator, which gives rise to the spontaneous decay rate. The resulting expressions [25, 26] for the decay rate of a dipole with transverse and parallel orientation with respect to the interface are in exact agreement with equations (2.17) and (2.29) obtained in [24] on the basis of Hertz vectors formalism:

\[
\gamma_t = \Gamma_0^{\text{rad}} \left\{ 1 - \frac{3}{2} \text{Im} \left( \int_0^\infty R_p \frac{u^3}{a_1} \exp(-4\pi n_1 a_1 z_0/\lambda) du \right) \right\},
\]

(1)

\[
\gamma_p = \Gamma_0^{\text{rad}} \left\{ 1 + \frac{3}{4} \text{Im} \left( \int_0^\infty \left[ (1 - u^2) R_p + R_t \right] \frac{u}{a_1} \exp(-4\pi n_1 a_1 z_0/\lambda) du \right) \right\},
\]

(2)

$u$ is the normalized wavevector and equals to $k/k_1$, where $k_1$ is the wavevector in medium 1, $\lambda = 2\pi c/\omega_0$ is the optical transition wavelength in vacuum, $\Gamma_0^{\text{rad}}$ is the radiative decay rate in the bulk SiO$_2$;

\[
R_i = \frac{a_1 - a_2}{a_1 + a_2}, \quad R_p = \frac{\varepsilon_1 a_2 - \varepsilon_2 a_1}{\varepsilon_1 a_2 + \varepsilon_2 a_1}, \quad a_1 = -i\sqrt{1 - u^2}, \quad a_2 = -i\sqrt{\varepsilon_2/\varepsilon_1 - u^2}.
\]
and with blue filled dots. In

(4)

calculate the radiative efficiency of Er implanted in bulk SiO$_2$ for the same implantation energy is $\Gamma_{\text{rad}}$. Then the total decay rate measured in our experiments in the metal-coated sample radiation reaction effect. Therefore, it should remain the same after the structure is coated with excitation transfer to immediate neighbors of the excited Er ions, which is unrelated to the nonradiative parts:

\[
\gamma(z) = (\Gamma_{\text{rad}} + 2\Gamma_{\text{nr}})/3.
\]

(3)

The resulting time dependence $I(t)$ is nonexponential. The decay slows down with time in quantitative agreement with observations. In correspondence with the experimental procedure, we fitted only the initial part of the computed function $I(t)$ with an exponential dependence. The values of exponents for different metals are shown in figures 5–11 with blue filled dots. In calculating these points, dielectric constants of bulk metals were used and an abrupt interface to simplify the subsequent calculations.

Using the distribution $f(z)$ of implanted Er ions measured in the SIMS experiments, the time dependence of the PL is found as $I(t) \propto \int f(z) \exp(-\gamma(z)t) \, dz$, where $\gamma(z)$ is the spontaneous decay for an atom at a distance $z$, averaged over random dipole orientations:

\[
\gamma(z) = (\Gamma_{\text{rad}} + 2\Gamma_{\text{nr}})/3.
\]

(3)

As is seen from figures 5 and 6, for Ti and Cr the theoretical decay rates (blue dots) follow the experimental decay rates (red triangles) and are slightly higher than the latter. This is due to the fact that some fraction of the excited Er ions recombines nonradiatively by transferring the excitation energy to impurities and defects located in the immediate vicinity. Similarly to the approach applied in [23] to CdSe nanocrystals, by comparing theoretical and experimental decay rate we can extract a very important parameter: the radiative efficiency $q$ of Er in SiO$_2$. In bulk SiO$_2$ the total measured decay rate $\Gamma_0 = 1/\tau_0 = 1/(14.3 \text{ ms})$ is the sum of its radiative and nonradiative parts: $\Gamma_0 = \Gamma_{\text{rad}} + \Gamma_{\text{nr}}$. Here, the nonradiative part is due to the nonradiative excitation transfer to immediate neighbors of the excited Er ions, which is unrelated to the radiation reaction effect. Therefore, it should remain the same after the structure is coated with a metal film. Then the total decay rate measured in our experiments in the metal-coated sample for the same implantation energy is $\Gamma = \Gamma_{\text{rad}} + \Gamma_{\text{nr}}$. From the last two equations for $\Gamma$ and $\Gamma_0$ we calculate the radiative efficiency of Er implanted in bulk SiO$_2$:

\[
q = \frac{\Gamma_{\text{rad}}}{\Gamma_0} = \frac{(\Gamma/\Gamma_0) - 1}{(\Gamma_{\text{rad}}/\Gamma_{\text{rad}})_0} - 1.
\]

(4)

The normalized radiative decay rate $\Gamma_{\text{rad}}/\Gamma_0$ in (4) is calculated theoretically by fitting $I(t)$ as described above. $\Gamma_0$ and $\Gamma$ in (4) are experimentally determined quantities.

Ideally, $q$ calculated from (4) should yield the same value for all samples and implantation energies. In reality, there is some variation both from one kind of metal to another and between different implantation energies for the same metal. The former is most likely related to the quality of the interface between SiO$_2$ and the metal film. To eliminate this uncertainty, the data for Ti- and Cr-coated samples that have the best adhesion properties and interface quality have

Figure 5. Er PL decay rates for samples coated with titanium. Blue dots and red triangles are calculations and experimental data, respectively. Inset: zoom-in view of the three points with the highest implantation energies. For increasing implantation energy, the relative errors of the theoretical decay rates are $\pm 10\%$, $\pm 10\%$, $\pm 5\%$, $\pm 4\%$, $\pm 2\%$ and $\pm 1\%$; the relative errors of the experimental decay rates are $\pm 10\%$, $\pm 7\%$, $\pm 5\%$, $\pm 5\%$ and $\pm 3\%$. The relative errors for other metallic coatings are quite similar as these values. The errors of the theoretical data are mainly due to an uncertainty in determining the Er-implantation depth. The latter was used for theoretical calculations. The errors in the experimental data are mainly due to the variation in the lifetimes measured in different spots across the wafer.

Figure 6. Er PL decay rates for samples coated with chromium. Blue dots and red triangles are calculations and experimental data, respectively. Inset: zoom-in view of the three points with the highest implantation energies.
Figure 7. Er PL decay rates for samples coated with cobalt. Blue dots are calculations assuming no voids at the metal/SiO$_2$ interface; black squares are calculations assuming a void fraction $f_v$ of 0.1; red triangles are experimental data. Inset: zoom-in view of the three points with the highest implantation energies.

Figure 8. Er PL decay rates for samples coated with permalloy. Blue dots are calculations assuming no voids at the metal/SiO$_2$ interface; black squares are calculations assuming a void fraction $f_v$ of 0.2; red triangles are experimental data. Inset: zoom-in view of the three points with the highest implantation energies.

been used. For Ti- and Cr-coated samples at six implantation energies from 10 keV to 300 keV the calculated efficiencies are summarized in columns 2 and 3 of table 2. For all samples except the Cr-coated one with the implantation energy of 20 keV the variations in the values of efficiency are within the experimental error and are consistent with the numbers reported in

Figure 9. Er PL decay rates for samples coated with gold. Blue dots are calculations assuming no voids at the metal/SiO$_2$ interface; black squares are calculations assuming a void fraction $f_v$ of 0.4; red triangles are experimental data. Inset: zoom-in view of the three points with the highest implantation energies.

Figure 10. Er PL decay rates for samples coated with silver. Blue dots are calculations assuming no voids at the metal/SiO$_2$ interface; black squares are calculations assuming a void fraction $f_v$ of 0.4; red triangles are experimental data. Inset: zoom-in view of the three points with the highest implantation energies.

the literature [1, 19, 28]. A slight decrease in radiative efficiency for the highest implantation energy of 300 keV is likely due to a stronger structural damage in the immediate vicinity of the implanted ions that persists even after proper annealing. A slight decrease in the value of $q$ for the shallowest implants could be due to an enhanced density of quenching centers near the
Figure 11. Er PL decay rates for samples coated with copper. Blue dots are calculations assuming no voids at the metal/SiO\(_2\) interface; black squares are calculations assuming a void fraction \(f_v\) of 0.25; red triangles are experimental data. Inset: zoom-in view of the three points with the highest implantation energies.

SiO\(_2\) surface [28]. In our case the hydroxyl groups of water vapor are the most likely quenching centers and they affect the shallowest-implanted samples the most [35].

For Cu-, Au- and Ag-coated samples the discrepancy between the calculations and the experimental data (blue dots and red triangles in figures 9–11) is much larger than the experimental uncertainties. Moreover, for most points the theoretical decay rates are lower than the experimental decay rates, leading to meaningless values of radiative efficiency larger than one. A probable reason for this discrepancy is poor adhesion of these metals to SiO\(_2\), which results in the significant amount of voids in the metallic film near the metal/SiO\(_2\) interface. In the absence of any information about the structure of the interface we will assume that the interface layer of the film (at least within the skin depth) is a microstructured isotropic mixture of bulk metal grains and voids with characteristic scale of the microstructure smaller than the wavelength of light. Then the dielectric constant \(\varepsilon_f\) of this layer can be calculated within the effective medium approximation. We will use the Bruggeman’s formula [36] which seems to be a better approximation for metallic films than the Maxwell–Garnett theory [37, 38], especially when the void fraction \(f_v\) is not small [39]:

\[
f_v \left( \frac{\varepsilon_v - \varepsilon_f}{\varepsilon_v + 2 \varepsilon_f} \right) + (1 - f_v) \left( \frac{\varepsilon_m - \varepsilon_f}{\varepsilon_m + 2 \varepsilon_f} \right) = 0,
\]

where \(\varepsilon_m\) is the dielectric constant of bulk metal and \(\varepsilon_v\) is the dielectric constant of voids, assumed to be equal to one (air voids).

The dielectric constant of the film depends on a single parameter \(f_v\) which is unknown. However, we can use the fact that the radiative efficiency of Er in the samples covered with noble metals should be the same as in the samples covered with Ti, Cr, Co and permalloy, i.e. of the order of 70%. This should be true at least for the samples with high implantation energies.
Table 2. Radiative efficiency of Er in SiO$_2$ derived from comparing experimental and theoretical decay rates in metal-coated samples for different implantation energies. The fraction of voids $f_v$ used to calculate the dielectric constant of a film is indicated.

<table>
<thead>
<tr>
<th>Implantation energy (keV)</th>
<th>Ti $\varepsilon_{\text{bulk}}$</th>
<th>Cr $f_v = 0.1$</th>
<th>Co $f_v = 0.4$</th>
<th>Permalloy $f_v = 0.2$</th>
<th>Au $f_v = 0.4$</th>
<th>Ag $f_v = 0.4$</th>
<th>Cu $f_v = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.72</td>
<td>0.75</td>
<td>0.75</td>
<td>0.88</td>
<td>0.76</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>20</td>
<td>0.79</td>
<td>0.96</td>
<td>0.92</td>
<td>1.05</td>
<td>0.87</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td>40</td>
<td>0.79</td>
<td>0.82</td>
<td>0.62</td>
<td>0.73</td>
<td>0.84</td>
<td>0.75</td>
<td>0.60</td>
</tr>
<tr>
<td>80</td>
<td>0.76</td>
<td>0.78</td>
<td>0.71</td>
<td>0.55</td>
<td>0.76</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>150</td>
<td>0.79</td>
<td>0.85</td>
<td>0.74</td>
<td>0.61</td>
<td>0.93</td>
<td>0.96</td>
<td>0.83</td>
</tr>
<tr>
<td>300</td>
<td>0.68</td>
<td>0.70</td>
<td>0.73</td>
<td>0.73</td>
<td>0.66</td>
<td>0.62</td>
<td>0.67</td>
</tr>
</tbody>
</table>

in which most Er ions are far from the interface. Therefore, we can turn the problem around and find the void fraction which yields radiative efficiencies of about 70% for deep-implanted samples covered by a given metal. Then we use this void fraction to calculate the theoretical decay rate for samples with other implantation energies and repeat this procedure for all metals. The result is shown in figures 7–11 with black squares. The values of void fraction found with this procedure are $f_v = 0.4$ for Au and Ag and 0.25 for Cu films, respectively. The dielectric constants for these films are $-36.83 + 4.37i$, $-33.11 + 3.49i$ and $-41.56 + 6.23i$, respectively, where $i$ is the imaginary unit. Obviously, they correspond to ‘poorer’ metals as compared with the bulk dielectric constants of $-95.57 + 10.91i$, $-86.29 + 8.70i$ and $-67.60 + 9.97i$, respectively. The void fraction is quite high especially for Au and Ag. This is most likely due to poor adhesion between the films and SiO$_2$. One evidence for poor adhesion is that we found that the noble metal films deposited on the sample wafers can be peeled off relatively easily. $f_v$ determined from our experiments is comparable to previously reported values for gold films [39].

The radiative efficiencies for all implantation energies obtained using the dielectric constants for noble metal films with voids are summarized in table 2 in the last three columns. The values of $q$ are similar to that for Ti- and Cr-coated films, indicating that the Bruggeman’s model is a good fit for our films. There is a similar decrease in the radiative efficiency for samples with the highest implantation energy, indicating possible radiation damage. Two points for the implantation energy of 150 keV show the values of $q$ that are too high: 0.93 for Au and 0.96 for Ag. This discrepancy could be a sign of light scattering by macroscopic inhomogeneities at the film interface, which is not described by the adopted model.

Samples covered with Co and permalloy films are expected to have an intermediate quality of metal/SiO$_2$ interface. Adopting the same procedure as for noble metal films, we arrive at a lower fraction of voids: 0.1 and 0.2, respectively. The results for radiative efficiency for these two metals are shown in columns 4 and 5 of table 2. They show a reasonable uniformity and agreement with the results for Ti- and Cr-coated samples for all implantation energies except 20 keV, for which the values of $q$ are way too high. In fact, as can be seen from the table, for all metals the value of $q$ at 20 keV is significantly higher than the average $q$. One possible explanation for this anomaly is that the actual penetration depth of Er ions at this energy is somewhat smaller than the value of 20.2 nm indicated by SIMS measurements.
4. Conclusions

Our results indicate that the decay rate of the 1.54 µm optical transition in erbium-implanted samples and optoelectronic devices can be strongly enhanced (by more than a factor of 20) in a well-controllable and predictable way by a fairly simple and straightforward procedure of metal coating. This procedure also permits direct measurements of the quantum efficiency of implanted erbium, which turns out to be quite high, in the range of 70–80%, indicating a high quality and robustness of implanted samples. It is expected that similarly strong effects with the same degree of consistency and controllability can be achieved for other rare-earth and possibly transition-metal ions that possess near-infrared transitions well shielded from the local environment. It would be interesting to study the effect for other types of interfaces, for example with a semiconductor, which would enable the possibility to manipulate the dielectric constant \( \varepsilon_2 \) via the electric current of bias. Also it is worth trying other device geometries, for example fibers, pillars, etc.
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