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ABSTRACT

Internet of Things (IoT) applications, systems and services are subject to law. We argue that for the IoT to develop lawfully, there must be technical mechanisms that allow the enforcement of specified policy, such that systems align with legal realities. The audit of policy enforcement must assist the apportionment of liability, demonstrate compliance with regulation, and indicate whether policy correctly captures legal responsibilities. As both systems and obligations evolve dynamically, this cycle must be continuously maintained.

This poses a huge challenge given the global scale of the IoT vision. The IoT entails dynamically creating new services through managed and flexible data exchange. Data management is complex in this dynamic environment, given the need to both control and share information, often across federated domains of administration.

We see middleware playing a key role in managing the IoT. Our vision is for a middleware-enforced, unified policy model that applies end-to-end, throughout the IoT. This is because policy cannot be bound to things, applications, or administrative domains, since functionality is the result of composition, with dynamically formed chains of data flows.

We have investigated the use of Information Flow Control (IFC) to manage and audit data flows in cloud computing; a domain where trust can be well-founded, regulations are more mature and associated responsibilities clearer. We feel that IFC has great potential in the broader IoT context. However, the sheer scale and the dynamic, federated nature of the IoT pose a number of significant research challenges.
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1 Introduction and context

The Internet of Things (IoT) is a subject of wide publicity and speculation. The ISO [4] describes the IoT as “An infrastructure of interconnected objects, people, systems and information resources together with intelligent services to allow them to process information of the physical and the virtual world and react.” This broad vision embodies the concept of ubiquitous/pervasive computing: the seamless integration of sensor and actuation technologies into a wide-scale (global) systems environment, capable of reacting appropriately to changes in context to provide desired functionality.

The notion of the IoT is becoming mainstream: ‘bringing the world online’ impacts individuals, groups, organisations, governments, and society as a whole. The connected systems infrastructure is envisaged as supporting a vast number of different applications, in domains such as smart cities, healthcare, traffic monitoring, energy efficiency, and personal lifestyle management. All of these applications are intended to be customisable to specific needs. They also raise complex questions of responsibility regarding data, particularly given that sensors, IoT devices and their enabling systems bear constant witness to our everyday lives.

At the same time, the IoT is a subject of increasing political and legal interest [38], not least because of the scale of personal and/or otherwise sensitive data that it entails, raising a range of private law issues, particularly under data protection, privacy, contract and tort law. This is what we envisage by “legally-compliant IoT”. For the avoidance of doubt, our motivation is not to instrument the IoT for criminal investigations or national security purposes. Suggestive actions, such as those by malicious parties and government agencies, are beyond the scope of this paper.

Fig. 1 shows the big picture. Law and regulation, reflecting responsibilities and obligations, together with personal preferences, must be embodied in policy, which technical mechanisms must enforce system-wide. Such policy must be continually aligned with evolving law and regulation, and the audit of its enforcement, particularly regarding data flow and processing, is necessary to demonstrate compliance. Following this model, which is far from current practice, the “big idea” we put forward is that a legally-compliant IoT is a real possibility, enabled by decentralised policy enforcement on a middleware foundation. Middleware is an ideal basis for such functionality, as it operates across system components in an application-independent manner.

Most current middleware focuses on enabling functionality. Our idea is that middleware must go further, to enable distributed compliance. This area is relatively unexplored by the middleware community, but is crucial to moving forward, particularly given the emerging regulatory landscape.

1.1 Dynamic processing chains in the IoT

Realising functionality in the IoT potentially involves long processing chains, comprising many system components (see Fig. 2), often representing a system-of-systems. IoT architectures include physical devices (sensors, actuators); gateways...
Data-centric access control, end-to-end

Traditional access controls (authentication and authorisation) tend to operate only within the scope of a particular application/system, with enforcement only at specific points. While these controls are needed in the IoT, it is also necessary for system infrastructure to enable the control and management of data, end-to-end, under a consistent, continuously enforced policy regime, as data moves along any processing chains. Information Flow Control (IFC) augments traditional access control by providing continuous, system-wide, end-to-end flow control based on labelled properties of the data. We propose that IFC should be vigorously investigated for use in the IoT to complement existing security regimes, as explained further in §6 and §7.

Data analytics are an important part of the IoT, for managing context (“detect/respond” event-based architectures), and enabling new services and efficiencies. This is another reason why data-centric controls are needed (in addition to application/system-centric controls) that also facilitate data provenance tracking. Once IFC is deployed, audit can easily be supported since a record can potentially be made of every attempted data transfer or access [68].

1.3 Summary and big idea

The IoT’s growth will be restricted unless a means is developed to allow parties to meet their legal obligations. We argue that policies for data control must be consistently applied throughout the IoT, reflecting individual preferences, rights, regulation and law. This requires data sharing to be controlled both locally and within application/domain boundaries, as well as when data flows through IoT system chains (end-to-end). Since policy is often context-aware, and can change/evolve, systems will require reconfiguration to ensure that obligations continue to be met, under changing circumstances. Audit, traceability and transparency tools that can operate system-wide are important for accountability and demonstrating compliance. As regulation increases for the IoT it becomes clear that a feedback loop via technically-enforced policy is needed, as shown in Fig. 1.

Our big idea is for a legally-compliant IoT, where the supporting infrastructure enables the enforcement of policy to allow parties to demonstrably meet their responsibilities.

Middleware can support secure, managed (i.e. driven by policy), data sharing [82]. There is a clear role for middleware that enables dynamic, external reconfiguration, allowing management policy to be applied within the federated, decentralised and long-lived systems environment of the IoT. As a starting point, we feel that IFC, which is a data-centric security technology for continuous data flow control, shows promise in enabling end-to-end enforcement. IFC is not a new concept, but has not been applied in wide-scale distributed systems.

Clearly, any big idea must be grounded in experience with technologies that show promise. In previous work [68, 69] we have demonstrated the potential of IFC in a cloud context; however, extending the approach to the IoT is challenging, given that cloud often represents a single administrative domain where trust can be well-founded; regulations are relatively mature and associated responsibilities are clear.

In this paper, we present early ideas and challenges concerning how IFC concepts, coupled with a reconfigurable, distributed systems middleware could apply in heterogeneous, untrusted, dynamic, and wide-scale systems environments, as a means towards enabling a legally-compliant IoT.

2 IoT architecture

The term IoT is used broadly, in a variety of contexts, from communication mediums, sensor networks and pervasive computing, to HCI and more. We have highlighted the need for dynamic, yet controlled, secure data sharing to realise the
broad IoT vision. This means that data flows must be managed, even in the presence of an ever-greater number of system components (representing communication endpoints)—so-called hyperconnectivity—and the increasing instrumentation of the physical world through ongoing improvements in and deployments of sensor/actuator technology.

Our discussion is therefore in the context of interactions (communication) between ‘things’, as shown in Fig. 1. In line with the ITU [2] and ISO [4] definitions, we use thing to refer to an entity, physical or virtual, capable of interaction in its own right; thereby encompassing sensors, devices, applications/services (standalone or cloud-hosted), gateways, etc. Much research has been carried out on communication protocols for the IoT (e.g. to support low-powered devices in an IoT context) and software is becoming available, such as 6LoWPAN [57], CoAP [80], etc. Policy at this lower-level concerns communication and/or resource constraints; our focus here is on higher-level data sharing.

2.1 Subsystems and gateways

Though many entities capable of communication make up the IoT, not all operate as “first-class citizens”, because:

1. They may be part of a subsystem that is bespoke or closed, rather than open or interoperable, e.g. as part of a legacy system or because of the manufacturer’s policy;
2. They may be extremely resource limited; or
3. They may be part of a self-contained administrative domain or network, limited in scope, e.g. a workplace, a proprietary sensor network or industrial control system, or simply running behind a firewall [85]. This can be dynamic, in that networks may be ad hoc (e.g. mesh-networks), and ‘things’ can be mobile, e.g. someone’s phone being directly accessible when in public (through their mobile provider), but behind a gateway when connected to an internal network at work.

We consider such entities to be part of subsystems that participate in the IoT via gateways, see Fig. 2. Gateways manage system boundaries, operating as ‘hubs’ that manage interactions on behalf of the subsystems they front, and/or providing capability (and policy) management services appropriate for the local environment. We therefore consider such gateways as ‘things’, as they represent a point in which policy can be enforced. Conversely, a single device could be considered as several ‘things’, e.g. a phone can host several applications, each capable of direct, external communication, and therefore subject to separate policy regimes.

2.2 Cloud services within the IoT

Cloud services are increasingly playing a role in supporting the IoT. A recent survey showed 34 out of 39 IoT architectures investigated included cloud and/or centralised services in some form [55]. Cloud services can be used:

1. For processing and storage, especially when ‘things’ are low-powered and/or mobile; for archiving, and for aggregating sensor and other data and performing analytics;
2. To allow IoT data to be integrated with more traditional services such as electronic health records;
3. To operate as a coordinator/mediator, managing and controlling ‘things’ as appropriate to context.

There are ongoing issues regarding the security of cloud computing [90]. In [85] we discuss the security issues specific to cloud-supported IoT. Our current research is exploring the potential of IFC to provide data protection with controlled sharing in cloud computing, i.e. to manage intra- and inter-cloud interactions. We outline this work in §8, as a basis for exploring IFC for securing IoT data flows.

Any work aiming to incorporate cloud services into IoT must take account of emerging cloud developments, such as ‘cloudlets’ [78] and ‘droplets’ [26] that enable smaller, mobile, and personal/application-specific clouds. These aim at supporting emerging IoT environments, and can simply be considered ‘things’ for the purposes of our discussion.

3 Need for managed data sharing

Much IoT research has focussed on specific applications, and/or the technical aspects in bringing ‘things’ online, e.g. protocols, radio and power management, etc. There has been comparatively little attention on user-level security concerns (or other aspects of control) across ranges of ‘things’, particularly relating to managing data sharing in this dynamic world, where ‘things’ can be (re)used to realise new, possibly unforeseen functionality. Six concerns are of particular relevance when considering IoT data sharing.

Concern 1: IoT involves personal and sensitive data.

In the IoT, sensors will generate volumes of data relating to many aspects of life. Indeed, highly personal data will drive many envisaged IoT services. In contrast with traditional IT, the data sources may be more diverse, ad hoc, mobile and unmanaged. There is a great deal of law and regulation, national and regional, focussing on personal data [54], and the need for a sound legal basis (often, explicit consent) for the collection, maintenance and use of information that is identifiable to an individual. Commercially sensitive data may also arise in the IoT; again, regulatory and contractual constraints may apply. Determining responsibility and demonstrating compliance remains an ongoing issue [86].

Concern 2: IoT involves actuation.

Actuation entails physical, real-world impact. Error, malice or mismanagement of actuation data flows (commands) can be catastrophic, and naturally entail legal consequences [35]. Flows may be to vehicles and smart homes, and also software updates for devices.

Concern 3: Policy persistence through chains.

Because component interactions can be dynamically orchestrated, and IoT-component chains can be long (Fig. 2), it can be uncertain where data has flowed and how it is used. Once data has left one’s control—i.e. it is ‘out of their hands’—it is hard to trace. Generally, policies should persist throughout the data’s entire lifecycle. This also helps with the amalgamation of data with different policies. To demonstrate that policies have been respected it is necessary to record and audit the flow of data.

Concern 4: Data quality and provenance.

Quality of data relates to its source, e.g. user input, data from an approved sensor, any intermediate processing operations, and whether it is standards-compliant. Provenance concerns making data lifecycles visible. Again, this makes it necessary to record the flow of data.

Concern 5: Data aggregation, inference and analytics.

Data in the IoT is diverse, coming from different users and sources. Data may be benign in isolation, but sensitive when combined; e.g. an anonymisation algorithm may yield data that, when combined with other data, leads to individual reidentification [62]. That is, subtle, unforeseen inferences can arise. Data analytics (often on ‘big data’) is
commonplace, e.g. to profile people’s spending habits. IoT increases the scope for data analytics, but with less visibility over the outcomes [62]. Such issues motivate the need for data flows to be managed and visible, system-wide.

**Concern 6: Customisation and Context.** ‘Things’ will be used in different ways, for different purposes, e.g. a television that monitors viewing habits, designed for targeted advertising, may also allow a clinician to monitor someone’s mental state. That is, the way ‘things’ are coordinated, i.e. how and when data moves between ‘things’, can be customised to achieve particular functional goals. Such concerns are context-dependent, e.g. the data from someone’s medical monitoring devices may flow only to their local personal applications and storage services. In an emergency, “break-glass” policy overrides normal security constraints, alerting emergency services and (say) a family member, and replugging the sensor-data streams to make them available to the emergency response team [81]. More generally, perhaps a nurse should be able to access patients’ data only when detected in the context of their homes. In both examples, security levels are adjusted—reconfigured—to accord with changes in context. In practice, many adaptations will be based on location and the local environment.

### 3.1 Policy for managing data

The IoT requires these concerns to be managed, in accordance with preferences and requirements. **Policy** encapsulates a set of concerns, defining the actions to take in particular circumstances to effect some outcome. Policy is often represented in rules and processes governing system behaviour, defining the actions to take when situations arise.

Much systems research on policy concerns lower-level aspects [88], such as resource allocation and/or quality-of-service in network management. In contrast, in an IoT architecture, policy must also capture higher-level (user) concerns, because these drive the interactions involving data exchange, and must reflect the laws and regulations that apply. Moreover, policies must be continuously aligned with changing regulations and user preferences. Therefore, to realise the IoT vision, policies must be dynamic in nature, operating to regulate data exchanges. This may involve enforcing policies at various levels of the technology stack (see §8.2.2). It is also important that auditing occurs so that compliance with policy can be demonstrated and accountability established. Related work on policy is summarised in §10, but there remain a number of open challenges regarding the scale and scope of the IoT, as this paper explores.

### 4 Common security approaches

We now consider the extent to which the most common “off-the-shelf” security mechanisms can meet the data sharing concerns just described. §10 considers less established work.

**Access control (AC)** comprises authentication (identity) and authorisation (the right to perform an action). For the IoT, authentication schemes should apply system-wide (see §9), meaning certificate-based (PKI) models could be used. Authorisation policy might target a particular entity, a role, and/or some aspect of context, e.g. parametrised roles can capture details of an entity, its functionality and context [10].

AC clearly plays an important part in governing systems. However, there are two related considerations for AC in IoT:

1. ACs are applied at specific **Policy Enforcement Points** (PEPs), authenticating and authorising a particular action (e.g. data exchange). While this protects the specific (peer-based) interaction, there is generally no subsequent control over data flows beyond the point of enforcement; and
2. AC tends only to be relevant within a particular application and system context, e.g. the AC of a database is different from that of the file system, and similarly they will vary depending on the entity, e.g. the AC of a cloud service provider targets different principals from those of the tenant’s application it hosts. There are no continuous controls beyond the PEPs, nor guarantees that any data policy regime applies consistently throughout the infrastructure. For example, database tables may be shared between several applications. Although the applications enforce AC with their users, they may not have the same AC policies when operating on common data.

**PKI.** **Public Key Infrastructure (PKI)** can be useful in enabling a wide-scale security regime. One can envisage a PKI where ‘things’ have private keys and public key certificates, signed by a certificate authority linking them to their owners, who are also associated with certificates. Decentralised trust models (a web-of-trust) are also possible, assisting more ad hoc management by removing the need for a central authority. X.509 certificates [30] can be used for authentication/identification and authorisation [22] and are widely available and well understood. PKI provides a building block to be leveraged for a wider IoT infrastructure. Already, lightweight PKI schemes have been proposed (e.g. [41]) that could help support low-powered IoT devices.

**Encryption.** There is a clear role for encrypted communication channels e.g. via Transport Layer Security (TLS), or more lightweight versions for resource-challenged ‘things’ (§10). TLS relies on PKI and certificate authorities.

Application-level encryption (at data-item level) can secure data beyond the application’s scope, but this raises a number of issues. First, key management (allocation, revocation and distribution) is non-trivial, particularly in the IoT where data restrictions change dynamically. Second, much of the IoT vision is of component chains that process, aggregate and analyse data. Encryption at the data-item level precludes certain processing services (e.g. in-cloud), unless keys are distributed. There is ongoing work on **homomorphic encryption** that will allow computation on encrypted data, but is not yet practicable for wide-scale deployment [40]. Finally, there is no logging/feedback on when data is decrypted. This makes it difficult to discover when, where and how data leaks occur, hindering audit and accountability.

**Proxy re-encryption** involves a semi-trusted proxy that transforms encrypted data produced by one party into a form decryptable by another, where the proxy cannot access the plaintext [7]. This allows third parties to manage the data of others, without having access to the content. This can shift key management overheads away from lightweight ‘things’, and potentially enables more secure orchestrations.

**Differential privacy** regulates the queries on a dataset and modifies result sets to balance the provision of useful, statistical-based results with the probability of identifying individual records [29]. This is useful for data analytics.

**Hardware Based Trust.** To establish trust in a system, the hardware cryptographic capability provided by **Trusted Platform Modules** (TPM) [11] is already used. Relevant here is how TPM can guarantee the integrity of a platform and its configuration, and also certify identity [70].
Operating across ‘things’, MW can ensure the enforcement of a common, compatible management regime throughout the IoT provisioning chain; and

- In providing standard interfaces, MW allows ‘things’ to be developed without requiring policy to be defined a priori, helping to avoid unnecessary operational silos.

For developers and designers, middleware-based policy enforcement means they are not burdened with maintaining their own internal policy representation, thus removing the impossible requirement to account for all possible uses and operating environments for their component, and all its possible interactions. This is important for IoT, where ‘things’ are orchestrated to realise functionality. Also, policy management is made more tractable, since having fewer points of enforcement reduces the propensity for errors, see §5.2.

In short, middleware should provide the mechanisms for data security/management regimes to apply across systems, throughout the IoT system supply chain. This is crucial for realising the wider vision of the IoT.

5.2 Requirements of policy-driven MW

In considering policy enforcement, it is necessary to identify where control should be exercised. PEPs were introduced in §4 for access control. PEPs exist throughout the IoT (Fig. 1), with enforcement potentially occurring at each step of a component chain (Fig. 2). This adds complexity because:

- There is a need to enforce common policy at each control point along the entire path the data takes;
- As circumstances change, the policy at any of these control points may need to be updated, and the chains of flow may themselves need to change; and
- The decisions taken at each of these points must be made visible for audit and provenance-checking.

To elaborate, these requirements involve:

- **Continuous, end-to-end policy enforcement.** Secure, reliable data sharing must be enforced end-to-end, throughout the entire service provisioning chain, including any intermediate sub-chains.
- **Dynamic, context-aware reconfiguration.** The purpose of reconfiguration is to adapt the ‘always-on’ nature of the IoT to ensure compliant behaviour in changing circumstances. Here, reconfiguration may take the form of:
  - Setting the security/management regime to disallow/allow particular data exchanges, i.e. setting up an environment, privileges, IFC security context (§6); or
  - Proactively taking direct security operations, such as initiating/ceasing connections, e.g. forcing data through a sanitiser (§7), disconnecting an employee after their shift, or preventing a rogue ‘thing’ from causing more damage, e.g. by isolating or commands to shut it down.

In some circumstances, these may involve local reconfigurations, in others, a change in security preferences must be propagated through a range of different ‘things’.

**Data provenance and audit.** Providing transparency and traceability by being able to track and audit the flow of data throughout the system, including the policies applied, reconfigurations initiated and interactions undertaken has several purposes: (1) ensure data quality; (2) help identify policy errors and encourage refinement; and (3) demonstrate compliance and aid accountability.
6 Information Flow Control (IFC)

So far we have described the need for system-wide data management for the IoT, and the need for policy-driven middleware. We now introduce IFC as a model for both tracking and constraining information flows. We show IFC’s potential in an IoT context (§7), before describing how IFC integrated with middleware allows wide-scale application of this data-centric management approach, thus providing a solid foundation for building a legally-compliant IoT.

IFC research dates back to the 1970s [28] in the context of centralised military systems. Here, data was classified system-wide as public, confidential, secret or top-secret. Later, decentralised IFC was proposed [60], and has formed the basis of subsequent IFC research, including our work on CamFlow [68, 69]. In an OS implementation, IFC can be described as a data-centric, continuous (within the local system), Mandatory Access Control (MAC) mechanism.

Most IFC models, including our own, relate to two data properties: its secrecy and its integrity; respectively, where the data is allowed to flow to (per Bell and LaPadula [15]) and where it can flow from (per Biba [19]). These concerns are represented by associating with an entity A, two security labels $S(A)$ for secrecy and $I(A)$ for integrity; active (e.g. processes) and passive (e.g. data) entities are labelled. Our IFC model uses labels that comprise a set of tags, each tag representing a particular security concern (e.g. $S = \{\text{medical}\}$, $I = \{\text{sanitised}\}$). Tags are defined as required in order to represent policy, for example, relating to how personal medical data can flow. The security context of an entity is defined as the state of its two labels, $S$ and $I$. The flow of data between entities composing the system is only allowed towards equally or more constrained entities in order to guarantee for example, the proper usage of data.

These requirements are captured in the following constraints, which are applied on every data flow from an entity $A$ to an entity $B$:

$$A \rightarrow B, \text{ iff } \{S(A) \subseteq S(B) \land I(B) \subseteq I(A)\}$$

Creation flows. If an entity creates an entity (active or passive), the created entity inherits the labels of its parents. In OS-level IFC enforcement, examples of entity creation include a process creating a file, and forking a child process.

Privileges for label change. In addition to their $S$ and $I$ labels, certain entities may have privileges to add and/or remove tags from these labels. An active entity may have four privilege tag sets in addition to its security context. These indicate its privilege to add and/or remove tags in the sets to/from its $S$ and $I$ labels. Though a created entity inherits the labels (security context) of its creator, privileges are not inherited and have to be passed explicitly.

Tag Ownership. In some IFC models [59], the concept of tag ownership is used to assign privileges to an entity. Privileges must be passed on with care, especially a privilege to remove a tag from a label (see below).

Security contexts. The security context of an entity is its pair of labels, $S$ and $I$. A security context domain comprises entities with the same labels. The flow of data can therefore be within a security context domain or into a more constrained domain. Once data has flowed into a more constrained domain, further flows are confined to that domain or into increasingly constrained domains. For example, Fig. 3 shows that data tagged as $s_1$ can flow to an entity tagged with $S = \{s_1, s_2\}$ but then can only flow within the $S = \{s_1\}$ domain. Generally, building a system with increasing constraints can lead to situations of "label creep".

In practice, perhaps after a certain time has elapsed, secret data may need to be made publicly available, or when data has gone through an encryption or anonymisation process it is allowed to flow more freely. To achieve these things, an IFC system needs to support more complex flow policies.

Certain entities within an IFC system have privileges to modify their labels to transfer information across security contexts. An entity changing its security context is called a declassifier when it modifies secrecy constraints, and an endorser when it modifies integrity constraints.

Endorsers/declassifiers can be seen as trusted gateways between security context domains, where IFC constraints would otherwise prohibit a direct flow (see Fig. 3). Such gateways can help ensure that regulation is enforced, e.g., medical data might only flow to a research domain if it has gone through a declassifier that applies a specified anonymisation algorithm. As well as such transformation of the data, checks such as the time the data is authorised to be released might also be needed. These gateway processes will play a crucial role in enforcing policy at scale, as discussed in [60].

7 IFC’s potential for the IoT

We now present a medical home-monitoring example, to show the potential of IFC in an IoT environment. For this example we assume policy is defined by the hospital, in terms of any access control credentials and IFC tags, and that middleware manages the components.

Fig. 4 shows a scenario where patients are discharged from hospital to home monitoring. Each patient has a dedicated Hospital Data Analyser to analyse and archive some of their data, which is sent in certain circumstances. If this component detects that a medical condition needs attention, hospital staff are alerted and the home sensors may be activated to sample more frequently, as shown in Fig. 7. To ensure confidentiality, Ann’s device has secrecy tags $\text{medical}$ and ann. Only a component with these tags can receive data from Ann’s device. The Analyser can only receive data in hospital-standard format from consenting patients, indicated by the integrity tags $\text{hosp-dev}$ and $\text{consent}$. Ann’s device is issued by the hospital and is tagged $\text{hosp-dev}$. Fig. 4 shows that data from Zeb cannot flow to Ann’s Analyser, failing both the secrecy and integrity checks (both of which must be satisfied for a flow to occur).

Fig. 5 shows a component that sanitises non-standard input. It acts as an endorser, being privileged to input non-standard data tagged with e.g. $I = \{\text{zeb-dev, consent}\}$, converting the data to the required format then change its security context (a privileged action) so that Zeb’s data can flow to...
A high-level overview of the entire home monitoring system is shown in Fig. 7. The patients’ Data Analysers (Ann’s is shown) monitor their conditions and if a medical emergency is detected, policy must come into force (red arrows) to alert emergency services and to change the monitoring parameters by an actuation command. Here, an application-aware policy engine triggers the middleware to set up the required new connections and set the security regime for the relevant components to ensure a compliant system. Managing IFC tags is discussed in §8 and as a challenge in §9.

 Appropriately tagged components can be added, e.g. for medical research into different diseases. The example could be extended with patients needing to give consent for particular types of medical research, captured in the integrity tags of their data, and in the components handling the data; again an aspect of the challenges (in §9).

These examples motivate the use of IFC for protected data sharing in the IoT to augment conventional (principal cf. data-centric) access controls. Concerns 1, 2 and 3 of §3 are addressed directly, and IFC contributes to meeting Concerns 4, 5 and 6, discussed in §9.

**8 Work towards the vision**

We argue that the IoT-wide application of IFC will assist with issues of data management, and we have shown its conceptual fit by means of an example. However, the vision of enabling a policy-driven, and therefore more legally-compliant IoT must be grounded in practical realities. Towards this, we now describe our related systems experience of dynamically reconfigurable MW, through work on SBUS [82], and on IFC for cloud, though CamFlow [69].

**8.1 Dynamically reconfigurable MW**

The importance of MW with reconfiguration capabilities, towards enabling a more legally-compliant IoT, is that it allows system components to be changed and adapted when and where appropriate. This enables the system to accord with the general governance regime.

As described in §5.2, in a data management context we consider reconfiguration functionality as providing the means to: (a) change security regimes of components to define the bounds within which data flows take place; and (b) actively affect security operations by establishing or ceasing interactions, to directly initiate or prevent certain data flows.

Through our work on SBUS [82], we have long considered the practical aspects of reconfigurable MW. SBUS has a general AC regime to govern interactions. This policy, encapsulating attributes of principals and context, is enforced
at the granularity of message type, and can be reconfigured.

Of particular relevance here is that SBUS not only supports system components reconfiguring their own state; but importantly, allows reconfiguration actions to be issued by third parties. That is, certain components can instruct others to undertake reconfigurations and actions.

These third-party instructions are executed as though the application had initiated them; though they occur independently from the application logic of the component being reconfigured. The reconfiguration commands are issued through the messaging system via control messages. This is shown in Fig. 8. Reconfiguration commands are subject to the same general AC regime, to ensure that reconfigurations are only actioned when received from trusted third parties.

Figure 8: Third-party reconfiguration: a control message initiating a new interaction

The importance of this approach to reconfiguration is that it allows components to be externally managed. This paves the way for policy to apply across systems. That is, policy actions can entail the issuing of reconfiguration instructions to affect a range of components, in order to make the broader system behave according to high-level goals.

Such capabilities will be crucial for enabling IFC to apply at scale. Specifically, we anticipate reconfigurations will be the means to change components' security contexts, assign/remove privileges, etc. (a, above); and also to enable transparent and dynamic system chain management (b, above), for instance, to automatically include various declassifiers/endorsers and associated transformation operations to allow data to flow across IFC security contexts 

In practice, we envisage policy engines, entities that encapsulate a range of related policies, monitor environments and use the MW’s remote-reconfiguration functionality to issue instructions to components, when/where necessary, to ensure system behaviour remains appropriate over time. For instance, in [81] we explored how policy engines in an assisted living environment could reconfigure a range of system components to enact an appropriate emergency response.

8.2 CamFlow: IFC for cloud

CamFlow [68,69] realises the IFC model described in §6 to provide the continuous protection of data as it flows end-to-end through a PaaS cloud. This is achieved by enforcing IFC (1) at the OS kernel level, for entities co-hosted in the same OS instance, including for inter-process communication; and (2) at a message-passing level, for entities hosted by different OS instances (cross-machine). Therefore in CamFlow, IFC policy is enforced across cloud-hosted applications.

An underlying assumption is that the IFC implementation (and therefore the cloud-provider) is trusted. We argue that this is reasonable in a cloud context, because a cloud provider is generally more trustworthy, has a greater technical capability, and is more visible to regulators than tenants and their applications. Further, this means that cloud-hosted parties can collaborate without trusting each other, so long as they all trust the underlying IFC enforcement mechanism of the platform.

8.2.1 OS-level IFC enforcement

CamFlow provides a kernel level IFC-enforcement capability, to both enforce (control) and record data flows between processes and kernel objects (e.g. files, pipes, etc.). This is implemented as a Linux Security Module [92] (LSM). LSMs use security hooks that are invoked on system calls to decide whether a call is allowed to proceed. LSMs associate with each kernel object a structure for storing security metadata comprising the object’s security context and privileges (§6). Importantly, LSMs can be incorporated with limited overhead, leaving the rest of the kernel unaltered and system calls unchanged. This approach means IFC can be enforced without any application rework, intervention or even awareness. Further, all data flows can be tracked to enable audit, provenance and potentially demonstrate compliance with contracts and regulations. We have shown the LSM performance overhead to be minimal [68].

The LSM is simply the IFC enforcement mechanism. At a higher level, in decentralised IFC, labels and tags are defined for applications in order to reflect policy, and an application instance must be set up in an appropriate security context.

8.2.2 Cross-machine enforcement

The LSM can only enforce IFC within the context of the local OS. Unmediated external communication of labelled processes is prevented, since the context of security across the remote machine/network is unknown to the kernel.

Transfers across machines are therefore managed by a trusted substrate. This substrate represents an extension of our work in SBUS, where each communicating entity (application process) is associated with a messaging substrate process for external transfers. A substrate process is aware of the security context of the application process it serves, and enforces IFC in its dealings with the substrate processes of other applications. Fig. 9 shows the architecture.

Figure 9: CamFlow architecture

Enforcement occurs on the establishment of communication (messaging) channels. A channel is only established if the policy allows, i.e. the tags of the components accord. Specifically, this involves augmenting the standard MW AC (principal and contextual policy) enforcement with a subsequent evaluation of IFC policy that encapsulates the data-centric constraints. This is monitored throughout the connection’s lifetime, where an entity changing its security context triggers re-evaluation (enforcement). Note, the impacts of externally reconfiguring IFC policy as described in §8.1 have not been explored, remaining an open challenge (§9).

Message-specific policy. Though CamFlow enables enforcement without application intervention, there may be some circumstances where an application wishes to define its own high-level IFC policy. Messages are strongly typed,2

2Privileges, credentials and context are represented as X.509 certificates, managed and assigned using the standard mechanisms of the certificate infrastructure.

3See www.camflow.org for the LSM IFC implementation.
consisting of a set of named and typed attributes, and certain message types, or attributes thereof, can be more sensitive than others; e.g. for a message type person, attribute name is likely more sensitive than country.

To achieve these more granular controls, additional tags can be defined that only exist at the messaging level, augmenting the OS-level security context. This is shown in Fig. 10, where tag C is message-layer specific. Enforcement may entail source quenching, in that messages/attribute values are not transferred if the tags of each party do not accord. This represents the integration and enforcement of IFC by systems operating at different technical levels. The ability for IFC policy to interoperate, and be enforced at different levels is crucial for enabling IFC to apply at scale.

![Figure 10: A messaging substrate (MSG) enforcing an additional app-specific policy (tag C)](image)

### 8.3 Tracking data flow: provenance and audit

A data provenance system assists in understanding data lifecycles: how was it created? when? by whom? how was it manipulated? [23]. Provenance systems generate audit graphs (a fragment is shown in Fig. 11), that represent the data items (P), transformation processes (P) and agents (A) (owners/managers) involved in generating and transferring certain data. These graphs are useful in forensic analysis, e.g. determining how a file was generated [51].

As both provenance and IFC concern the flow of information between entities, the logs generated during IFC enforcement are a natural source of provenance information. This was explored in [68], where we showed how a popular graph database (Neo4J) and visualisation tool (Cytoscape) can be used to analyse IFC audit data. Logs can be made more trustworthy by, for example, using hardware cryptographic support [6] as discussed in §4.

It follows that in addition to controlling data flows, IFC enforcement can produce provenance-like data that allows information transfers to be audited. These audits can be used to demonstrate system adherence to policy, and therefore compliance with various legal obligations.

![Figure 11: Fragment of an audit graph](image)

### 9 Moving forward

We have described the nature of IoT data sharing, considering its dynamic, ad hoc and federated nature, and the need for data exchanges to be managed in order to ensure those involved in the IoT comply with their legal obligations. Our big idea is that IFC—enabling data flow-centric control and audit—working with a middleware providing dynamic reconfigurable management functionality, offers real potential towards realising the vision of a legally-compliant IoT.

#### 9.1 From clouds to the IoT

Our work on IFC for PaaS clouds shows IFC as a viable technology. This, however, was based on the assumption that the OS (cloud-provider) is trusted, possibly backed by hardware (see [67], §4)—justifiable given cloud is often an environment under a single domain of administrative control. Our initial work indicates that IFC-encoded policy can be both simple and expressive. We have also explored [86] how IFC might address enforcement of, and compliance with, the emerging legal/regulatory framework for cloud services [54].

This work has given us confidence that IFC has great potential for better enabling IoT applications to be legally-compliant, essential for realising the broader IoT vision.

#### 9.2 IFC in meeting IoT data sharing concerns

Let us first reconsider the potential of IFC for addressing the concerns presented in §3:

**Concern 1** “IoT involves highly sensitive data”. Traditional access control can be used for principal-based, point-based, application-specific access checks. IFC tags are designed specifically to augment this for continuous access enforcement, including data secrecy and integrity aspects, as noted for the patient home monitoring example (Figs. 5, 6, 7), while offering potential for audit and provenance tracking.

**Concern 2** “IoT involves actuation”. Hardware-based attestation and traditional access controls can be augmented by IFC’s integrity tags, designed to ensure the ‘quality’ (e.g. authority, accuracy, geo-location, etc.) of the actuation command. This allows not only the issuer and context immediately surrounding the command to be considered, but also the chain of flows related to the command, including the data (e.g. event patterns) that led to the actuation.

**Concern 3** “Persistence of policy through composed things”. Assuming policy permits some composition of components, IFC can enforce all flows between them, and offer data protection beyond the lifetime of the composition (and the components involved). This assumes that tags are allocated to authorised components before flows can take place.

**Concern 4** “Data quality and provenance”. IFC integrity tags are designed to ensure and enforce data quality properties, e.g. as shown in Fig. 5 to indicate data has been converted to a standard format. In general, integrity tags are assigned after data has been validated. This might be after hardware certification of certain properties (as discussed in §4). For example, [44] uses hardware cryptographic support and RFID tracking to certify the physical (GPS) location of machines. A similar mechanism could be used to guarantee sensor accuracy or other physical properties.

For data provenance, IFC checks are carried out on every attempted flow. This facilitates the creation of logs recording all attempted and permitted flows. Such information provides the means to demonstrate that user policies have been enforced and regulations have been complied with. It

---
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Pre-print for ACM/IFIP/USENIX Middleware 2016 (http://dx.doi.org/10.1145/2988336.2988349)
also provides a basis for investigating attacks, the effects of which may be confined by the IFC control regime.

**Concern 5** “Data aggregation, inference and analytics”. The problem of unintended and unforeseen inference is unsolved and involves keeping a step ahead of ever-more sophisticated algorithms. IFC can contribute by logging where data travels, and when combined with other data [86]. Regulation is involved in controlling analytics and IFC can assist in making evident what data has been used, when and by whom.

**Concern 6** “Customisation and context”. Declassifier/endorsement processes allow data to flow between security context domains, where data flows would otherwise be prohibited. This allows constraints on data to change over time, as appropriate to the situation. For example, after a certain period of time, governmental data previously considered secret should become public. This involves changing constraints, through a managed, explicit process of an entity modifying its security context to declassify the data.

### 9.3 Research challenges

The discussion of §9.2 considers the potential of IFC for meeting specific IoT concerns. The fundamental challenge in realising the big idea is making IFC apply at scale, given:

1. The heterogenous nature of the chains of IoT components, which exist across federated domains of administration; and
2. The IoT environments are long-lived, yet highly dynamic.

Therefore we believe MW with reconfiguration capabilities has a clear role to play. To reiterate, MW can naturally operate across system and administrative boundaries, managing interactions, and therefore is highly appropriate for integrating IFC functionality. By enabling external reconfiguration, the security policy of components can be changed and adapted to ensure that the system remains compliant over time, and given changes in circumstances. This is crucial for realising a legally-compliant IoT.

However, there are a number of significant challenges that must first be overcome to realise the grand vision; given these concern dynamism and cross-system aspects, we believe the middleware community is well placed to contribute. We now summarise some key areas for research.

**Challenge 1: Global policy.** For security policy to apply at scale, throughout the IoT, there is a need for a global policy representation, including tag and privilege descriptions, and a universal means for reconfiguring components.

Current IFC implementations have privileged application managers that can create application-specific IFC tags [69]. In general, privileged processes can arbitrarily create tags that may be application-/system-specific, e.g. data in an EU cloud may be tagged as such, to comply with regulation that personal data must not leave the EU [39,86]. However, data can only flow after negotiation and subsequent propagation of tags, so this must be managed. Though some policies may only be relevant within a particular scope (e.g. an application), others may be globally applicable, and interactions may occur with entities never before encountered.

In short, complexity is exacerbated when moving beyond the single administrative domain of a cloud service. Therefore, there must be the potential for (certain) security policy to potentially apply to any ‘thing’, through changes in context, wherever it lies, in any IoT processing chain. With tags, one way forward may be approaches akin to DNS and/or based on PKI, though overheads will be a consideration.

There is also the need for reconfiguration operations to be standardised, to allow components’ security policy to be changed where necessary, to align with broader, system-wide requirements. Though we argue that the MW should provide the reconfiguration functionality, the precise definition and nature of the operations must be globally understood.

Also relevant is that policy can apply at different levels of abstraction; e.g. in our own work (§8), translation is necessary between the kernel’s tag representation and that of the messaging substrate that deals with other machines. This requires consideration as more technologies are involved.

**Challenge 2: Defining policy.** Our discussion of the viability of our big idea has focussed on the mechanism for enforcement. However, for the vision to be realised, there is a clear need for suitable, intuitive means for IFC tags, privileges and reconfiguration policy to be expressed, so that obligations can be captured and adhered to. Work concerning policy authoring interfaces and templates can be relevant, as is work on ontologies that relate to policy semantics. It is also important to recognise that the tags may themselves be sensitive e.g. where a tag implies a particular medical condition. Therefore, the visibility of policy specifications may also need to be controlled.

**Challenge 3: Managing reconfiguration.** We argue that reconfiguration mechanisms are required given that systems are long lived and requirements will change over time.

Policy uses reconfiguration functionality to respond to changing circumstances, where actions are taken on patterns of events, e.g. detected by complex-event methods or machine learning. Therefore representing and managing context is an ongoing challenge, particularly given the IoT’s scale.

Beyond context, of crucial importance is how these reconfigurations are properly managed—not least as ‘things’ can be reused, repurposed, mobile, shared, and usage can vary. Investigation is required on how the continuous data-centric control mechanisms resolve with more general AC, and how reconfigurations can be used to set up security contexts for new applications and service-composition lifecycles, and manage these for dynamic application. In particular, IFC imposes a stringent regime, where deliberate behaviours (endorsement/declassification) must be undertaken for data to flow beyond defined boundaries. How the external reconfiguration of IFC policy (label assignment, privileges) issued by others should be managed to avoid components reaching an inconsistent state, through the updated policy regime, is an open challenge. Much work is required on the feedback loops between the policy, reconfiguration/enforcement mechanisms and components.

**Challenge 4: Authority and conflict.** Given the IoT is federated by nature, one issue concerns managing who is able to define and maintain (reconfigure) policy. Some ‘things’ are owned by individuals, e.g. wearables; some are shared, e.g. the occupants of a home may all have the right to control certain ‘things’ therein; and some devices have delegated ownership, e.g. a health service may loan devices to patients, or a company to employees. There may also be ad hoc situations, in which some authority is given temporarily, e.g. only while physically in a particular location.

Related is that federation means that policy will conflict, particularly as many of these considerations will be contextual and policy can change. We have previously considered
dynamic policy conflict [83], including policy prioritisation and override, but only where the conflict is within a single administrative domain. Work is certainly required on policy conflict resolution, e.g. standardisation, authoring interfaces and/or mechanisms for runtime negotiation and resolution.

Challenge 5: Trusted enforcement. Clearly a policy enforcement infrastructure must be trustworthy, particularly if the goal is to assist with compliance. In §8.2 we mentioned that a cloud provider is likely to be trusted and therefore it may be reasonable that the OS kernel is part of a trusted computing base for enforcing IFC, especially if hardware-backed [67]. This can motivate sharing between applications hosted in the cloud, as they need only trust the cloud provider’s enforcement mechanism.

While this assists some forms of cloud-mediated IoT services, enabling trust in the wider IoT environment is challenging. Federation means a variety of parties will own, control and manage system components, and the physical nature of ‘things’ raises issues of system integrity (tampering). Further, there may be dynamically-formed interactions with components never before seen, managed by parties relatively unknown. Hardware-based trust approaches, e.g. those described in §4, show promise by improving the level of trust and decreasing the size of the trusted software base [5, 17, 61].

Resource constraints are another consideration: some devices may have a limited ability to store and enforce policy. Of course, gateway components could be used to mediate data flows. However, substantial work is required on what aspects of policy management and enforcement can be delegated, offloaded, distributed and federated, to meet resource constraints, while ensuring adequate levels of trust.

Challenge 6: Audit and provenance for compliance. Our goal of a legally-compliant IoT is based on the ability to provide evidence that data management responsibilities are being met. We described how IFC facilitates data provenance, including when data is amalgamated with other data, providing evidence for audit and compliance.

Though we have explored audit in a single administrative domain (§8.3) managing provenance in IoT is difficult, due to its federated and dynamic nature. Questions include: What should be recorded, and when? How to deal with possible audit ‘gaps’, where components are no longer accessible, intermittently connected or mobile? Are there any special considerations where interactions are one-off and ad hoc? How does provenance work when the resource constraints of ‘things’? When can logs safely be pruned? Can logs be offloaded to others for distributed audit, and how should this be managed? Can audit be reconciled with legal obligations for non-disclosure, e.g. actions by law enforcement?

The above challenges, though significant, are within scope of the middleware research community’s expertise. Our discussion concerns the IoT, but work in such areas will assist in building more legally-compliant systems in general, which is of increasing importance given ongoing legal developments.

### 10 Related Work

Surveys have shown that issues concerning security, privacy and data management are the key research challenges for the IoT [8, 34, 89], and compliance is clearly related [85]. We now summarise areas of related research.

#### 10.1 Current IoT security research

The IoT raises security challenges at all technical levels [75]. There is much work on establishing secure communication channels between ‘things’ [31, 37]; standards for this purpose are summarised in [46]. Others have designed access control schemes specifically for IoT [25, 63], and some research focuses on lightweight authentication mechanisms [49, 65, 74].

These approaches, however, do not consider protecting data beyond a particular interaction, i.e. do not provide continuous, system-wide guarantees. They also tend to focus on adapting existing techniques (§4) to resource-constrained devices, rather than devising new approaches towards general IoT requirements. Such work is orthogonal to, but complements our vision, e.g. helping to integrate low-end devices.

It is generally recognised that high-level management concerns, which at a systems level relate particularly to issues of policy, reconfiguration and context management, remain open issues given IoT’s massive scale [34, 89].

#### 10.2 Middleware for the IoT

Middleware has a clear role in the IoT [13] to assist with issues of interoperability, service composition, heterogeneity, layers of abstraction, security/privacy, context-awareness, resource management, QoS, etc. In this big ideas paper, we have established additional requirements for IoT, relating to continuous system-wide policy enforcement to enable legal compliance. These concerns align with the general directions of emerging middleware, towards managing future complex and dependable systems [43]. To place our idea in context, we briefly outline the most relevant areas.

Service composition and adaptive middleware. Service composition entails the combination of services (or system components) to realise particular functionality [42]. This typically involves taking an application level task (request) and mapping it to a number of services [45], managing resource allocation and task distribution/ordering. Service composition is important for IoT, where coordinating and orchestrating ‘things’ helps meet functional goals. As such, there is work, e.g. [33, 91] on supporting service composition at scale, accounting for high levels of heterogeneity.

Middleware allowing dynamic configuration and customisation is known as adaptive [76] or reflective [48]. These approaches expose the current system configuration and state, enabling reconfigurations to fulfill resource or QoS requirements [1]. Reconfigurations may be initiated by applications themselves, or by managers of lower-level (e.g. network)/shared infrastructure. Service composition is closely related, as reconfigurations enable orchestrations to be effected.

This paper argues that reconfigurations are necessary for IoT, to help manage the dynamic runtime environment. Both adaptive and service composition aspects are useful in helping to reconfigure and orchestrate components, to realise particular functionality. However, there is also the need for higher level controls through policy, not only to serve application requirements, but broader policy requirements across applications, systems and services.

Specifically, we see the need for complementary control mechanisms that apply continuously. That is, data management policy must operate beyond the scope of a particular service composition to: (1) regulate the data flows within any composition, and in, out and/or between them, system-wide; and (2) account for any resulting data that may exist
well beyond the lifetime of the composition. Secondly, there must be means to reconfigure, and adapt the policy itself.

**Policy-based systems.** There is some work on higher-level policy enforcement [88]. Policy models, however, typically involve imposing an architectural or environmental structure. For example, self-managed cells [27] were proposed to bind a group of ‘things’ in order to manage the interactions with other cells, and in [56] agents are grouped with trusted controllers. Other constraints may be imposed, e.g. forcing a particular form of interaction [53, 83, 93].

We have argued the case for a policy-driven IoT, however IoT requires systems to be open and flexible. Thus, any policy-based infrastructure must avoid imposing restrictive modelling, design or interaction constraints, so that any required structuring is dictated by users. That is, it is important that data flow policy is enforced regardless of any system structure, for the entire lifecycle of the data. Further, having a policy model that is deliberately flat enables decentralised and flexible, granular policy that can apply directly, rather than be limited by layers of abstraction.

**Sticky policies** have been proposed to achieve end-to-end control over data [21, 71], where data is encrypted along with the policy to be applied to that data. To obtain the decryption key from a Trusted Authority, a party must agree to enforce the policy. Sticky policies aim at a high level of abstraction, where policy definition and interpretation are comparatively heavyweight. Further, the approach is trust-based with no audit of compliance; there are no means to ensure the proper usage of data once decrypted.

Note that translating law into a machine understandable form is an active area of research of the computational law community [16, 50]. Though such work typically does not consider systems-level enforcement, it could play a useful role in assisting policy definition.

**Representing context.** IoT is dynamic and data-driven, therefore context is a key consideration [72]. Policy is inherently contextual, defined to be enforced in particular circumstances. Therefore, a richer representation of state allows for more granular and expressive policy.

A well-structured context model enables analysis and reasoning over policy behaviours, useful for determining operational semantics, potential policy or contextual errors/omissions. There are various approaches enabling complex state representations [12, 18]. Ontological approaches show particular promise [20, 36], by allowing context, tags, privileges, etc. to be defined, based on semantics. However, given the scale of IoT, managing context is an ongoing concern; indeed, agreeing a common vocabulary/coding scheme, even for subareas of a heterogeneous IoT is challenging [64].

### 10.4 Audit and provenance for the IoT

It is often acknowledged that audit will be important for the IoT, but there is little work in the area. Policy enforcement, coupled with audit for a widely distributed context, is yet to be addressed.

Provenance tools associated with OSs or hypervisors [52, 58, 73] aim at logging data at a lower systems-level, useful for system administration. Cloudopsy [94], focusses on the visualisation of information flows for end users, for investigation of privacy issues, but without addressing enforcement. SPADE [32] provides graph-based models of the flow of scientific data in grid computing, following the Open Provenance Model.9 The EU Compose project proposes a Provenance Data Model for the IoT [14]; this reinforces the need for confidentiality and integrity enforcement mechanisms.

### 11 Conclusion

System design is increasingly affected by the development and application of law and regulation, particularly with regard to data management. The future IoT will be a highly distributed, dynamic, data-driven environment, yet compliance with data management obligations must be demonstrated during system operation.

We have argued that a new approach must be taken to enable the big idea of a legally-compliant IoT. This is where policy, aligning with legal obligations, is able to drive and manage system behaviour, and where the infrastructure provides evidence to assist in demonstrating compliance.

Given that the IoT is driven by the exchange of data, we feel that middleware with reconfiguration capabilities, integrated with IFC, represents a promising way forward. This is by providing the means to support managed and adaptable data sharing policy, the continuous monitoring and management of data flows, and logging for compliance and audit. We have shown the viability of IFC as a systems technology, in the context of a trusted cloud. However, the scale and dynamic nature of the IoT means major research challenges remain in a number of areas, to enable such technology to realise a legally-compliant IoT.

Though such research is, without doubt, relevant for maximising the IoT’s potential, we believe work in the areas described would also identify new directions for investigation, leading to a new, interdisciplinary general research topic: “legally-compliant distributed systems”.

### Acknowledgements

Work based in the Computer Laboratory was supported by the UK Engineering and Physical Sciences Research Council grant EP/K011510 CloudSafetyNet: End-to-End Application Security in the Cloud, and Microsoft through the Microsoft Cloud Computing Research Centre.

### 12 References


9http://openprovenance.org
S. Bauer and D. Schreckling. Data Provenance in the
K. J. Biba. Integrity Considerations for Secure


