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Abstract. Recently, there has been a great deal of interest in modeling the non-Gaussian structures of natural
images. However, despite the many advances in the direction of sparse coding and multi-resolution analysis, the
full probability distribution of pixel values in a neighborhood has not yet been described. In this study, we explore
the space of data points representing the values of 3� 3 high-contrast patches from optical and 3D range images.
We Þnd that the distribution of data is extremely ÒsparseÓ with the majority of the data points concentrated in
clusters and non-linear low-dimensional manifolds. Furthermore, a detailed study of probability densities allows us
to systematically distinguish between images of different modalities (optical versus range), which otherwise display
similar marginal distributions. Our work indicates the importance of studying the full probability distribution of
natural images, not just marginals, and the need to understand the intrinsic dimensionality and nature of the data. We
believe that object-like structures in the world and the sensor properties of the probing device generate observations
that are concentrated along predictable shapes in state space. Our study of natural image statistics accounts for
local geometries (such as edges) in natural scenes, but does not impose such strong assumptions on the data as
independent components or sparse coding by linear change of bases.

Keywords: natural image statistics, non-linear sparse coding, pixel-based image models, microimages, clutter,
higher-order statistics, geometrically based statistics, high-dimensional probability density estimation

1. Introduction

A number of recent attempts have been made to
describe the non-Gaussian statistics of natural im-
ages (Field, 1987; Ruderman and Bialek, 1994;
Olshausen and Field, 1996; Huang and Mumford,
1999; Simoncelli, 1999b; Grenander and Srivastava,
2001). The interest for these studies in the computer
vision community has been motivated by the search
for more realistic priors for applications as diverse as
object localization (Sullivan et al., 1999), segmentation

(Malik et al., 2001; Tu et al., 2001), image reconstruc-
tion (Nielsen and Lillholm, 2001), denoising (Zhu and
Mumford, 1998; Simoncelli, 1999a) and compression
(Buccigrossi and Simoncelli, 1999).

The research in natural image statistics can roughly
be divided into two related directions. Some stud-
ies involve analyzing 1D or 2D marginal statistics
with respect to some Þxed linear basis. Grenander and
Srivastava (2001), for example, have shown that one
can use a family of Bessel functions to model the 1D
marginals of band-pass Þltered data from a variety of
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different types of images. In Wegmann and Zetzsche
(1990) and Simoncelli (1999b), the authors use a
wavelet basis to uncover complex dependencies be-
tween pairs of wavelet coefÞcients at nearby spatial
positions, orientations, and scales. In the other direc-
tion, there are studies of image statistics which try to
Þnd anÒoptimalÓset of linear projections or basis func-
tions in the state space deÞned by the image data (8� 8
patches, for example, deÞne a distribution in� 64). The
directions in state space are usually chosen accord-
ing to some higher-order statistical measure reßecting
the non-Gaussianity or multi-modality of the projected
data density; see e.g. projection pursuit (Huber, 1985;
Friedman, 1987), sparse coding (Olshausen and Field,
1996) and ICA (see Hyv¬arinen (1999) for a survey of
ICA and related methods).

Despite the many advances in sparse coding and
multi-resolution analysis, we are still short of a de-
scription of thefull probability distribution (as opposed
to marginal distributions) of pixels in a neighborhood.
Furthermore, so far, there have been few attempts to
make precise the connection between the object struc-
ture in the world and the probability distribution of
natural images.

In this paper, we analyze the state space of local pat-
terns of pixel values. More precisely, we examine the
empirical probability distribution of 3� 3 patches of
optical and range images. These two types of images
reßect different aspects of generators (or objects) in
the world, as well as differences in image sensor prop-
erties. After preprocessing (consisting of subtracting
the mean of each patch and then whitening the data),
the extracted 3� 3 image patches deÞne a distribu-
tion on a 7-dimensional sphere. We address the follow-
ing questions:ÒHow is the data distributed in this state
space?ÓandÒAre there any clear qualitative differences
between the distributions of data from images of dif-
ferent modalities, e.g. optical versus range images?Ó.

To develop statistically efÞcient image representa-
tions, it is important to understand how natural data is
distributed in higher-dimensional state spaces. With-
out this knowledge of natural images we are not able
to fully exploit the sparseness of the state space of the
data. From a sparse coding point of view, high-density
clusters and low-dimensional manifolds are especially
interesting. These types of structures greatly reduce the
dimensionality of the problem.

In ICA and related methods, one assumes that there
exists alinear change of basis (into independent com-
ponents) that sparsiÞes the image data. We believe that

an analysis of the probability distribution of natural
images should be free from such strong assumptions
as independent components, or linear decompositions
of an image into a few dominant basis images. In re-
ality, the most common rule for image formation is
occlusionÑ which is non-linearÑ and the state space
of image patches is rather complex with many more
high-density directions than the dimension of the state
space. The complexity of the data can partially be seen
in the Haar wavelet statistics of natural images (Huang
and Mumford, 1999; Huang et al., 2000). Take, for
example, the 3D joint distribution of horizontal, ver-
tical, and diagonal wavelet coefÞcients of natural im-
ages. Figure 1 shows that the equi-probable surface of
this distribution has severalÒhot spotsÓwith 6 vertices
along the axesy � z � 0, x � z � 0, x � y � 0
and x � � y � � z; and 8 local maxima around the
shouldersx � � y � � z. These cusps are even more
striking for range images (Fig. 2).

The observed cusps in Figs. 1 and 2 show very clearly
frequently occurringlocal geometric patternsin pixe-
lated natural images. A simple calculation1 of the pat-
terns corresponding to these cusps gives the following
2� 2 blocks and their rotations:
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�
�

�
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b a

�
�
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�

A similar analysis can be done empirically for Haar
wavelet coefÞcients at adjacent spatial locations in the
same subband. Such a study of the 2D joint histogram of
these so called waveletÒbrothersÓwill reveal frequent
occurrences in 2� 4 patches of more complex local
geometries best described as blobs, T-junctions, edges
and bars (Huang et al., 2000).

We believe that object-like structures in the world
and the sensor properties of the probing device gener-
ate observations that are concentrated along predictable
shapes (manifolds or clusters) in state space. We want
to better understand how edges and other imageÒprim-
itivesÓ(see David MarrÕs primal sketch (Marr, 1982))
are represented geometrically in the state space of im-
age data. Furthermore, we want to study how empiri-
cal data from natural images is distributed statistically
with respect to the predicted clusters and manifolds.
We are, in other words, searching both for ageomet-
ric andprobabilisticmodel in state space of thebasic
primitives of generic images.

In this study, we focus on high-contrast2 data. It
is commonly believed that image regions with high
contrast carry the most important content of a scene.
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Figure 1. An equi-probable surface of the joint distribution of horizontal, vertical, and diagonal wavelet coefÞcients in optical images, viewed
from three different angles.

Reinagel and Zador (1999) have shown, for natural im-
ages with a variety of cognitive content, that humans
tend to focus their eye movements around high-contrast
regionsÑ thus signiÞcantly biasing the effective input
that reaches the early stages of the visual system to-
wards these types of image regions. Furthermore, we
tend to believe that high-contrast and low-contrast re-
gions follow qualitatively different distributions, and
should be modeled separately. The equi-probable con-
tours mentioned above (see Figs. 1 and 2) are highly
irregular and star-shaped in the regions far from the ori-
gin of the plot. This clearly indicates the non-Gaussian
statistics of high-contrast data. The contours near the
center part of the plot look different. These contours are

more ellipsoidal, which suggestsßuctuations around
low-contrast image regions may be Gaussian in nature.

This study deals with local patterns of pixel values,
although it should be noted that the more general re-
sults (regarding the intrinsic dimension and shape of
structures in state spaces) generalize to larger image
patches and collections ofÞlter responses (see the dis-
cussion in Section 7). Derivingpixel-levelmodelsÑ for
example, through an iterative coarse-to-Þne scheme us-
ing 3� 3 or 5� 5 patch structuresÑ is also interesting
by itself. What makes denoising and many computer
vision applications difÞcult is that a natural image of-
ten contains many irrelevant, often partially resolved,
objects. This type ofÒnoiseÓis highly non-Gaussian






































