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Abstract

In this work we study the problems of common randomness generation (CRG) and secret key
generation (SKG). In the CRG problem, two parties, Alice and Bob, receive samples X and Y,
respectively, from some joint source distribution p. The two parties wish to agree on a key consisting
of many bits of randomness, by exchanging messages that depend on each party’s respective input
and the previous messages. The SKG problem is the same as CRG, except that an eavesdropper
who observes the messages must not be able to determine much information about the key. We
study the tradeoff between the minimum total length of all messages for a protocol generating a
given number of bits of randomness and the minimum possible number of rounds in such a protocol.
We construct a source distribution p.,, ¢, parametrized by r,n,¢ € N, achieving such a tradeoff in
a strong sense: when Alice and Bob can use r + 2 rounds of communication and ¢ > n, they can
agree on ¢ bits of entropy by communicating only O(logn) bits, but when they are restricted to r
rounds of communication, they require communication of Q(y/n/ poly logn) bits to agree on ¢ bits
of entropy. We also prove an analogous result for the setting in which Alice and Bob can amortize,
meaning that they receive N i.i.d. samples of (X,Y’) ~ u, and the communication and key length,
respectively, are measured by the ratio of the actual number of bits communicated and the actual
key length, respectively, to V.
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Figure 1: Common randomness generation.

1 Preface

1.1 Common randomness and secret key generation

In this work we study the problems of common randomness generation and secret key generation,
which play a central role in information theory and cryptography. In each of these problems (Figure
1), there are two parties, Alice and Bob, who receive correlated random strings of bits, X and Y.
For instance, X may be a string of n uniform and independent bits, and Y may be the string
obtained by flipping each bit of X independently with probability 1/3. (This source distribution
is an example of a binary symmetric source.) In the problem of common randomness generation,
Alice and Bob have a goal of agreeing on a common random string K, also known as a key, with
high probability. They do so by interacting in several rounds of communication: in the first round,
Alice sends Bob a string of bits, also called a message, that depends on her input X and possibly
some random coin flips Alice performs. In each round thereafter, each of Alice and Bob alternates
sending the other party a string of bits that depends on his/her input, the previous messages, and
possibly some random coin flips. After some number r of rounds, Alice and Bob compute keys K,
and K3, respectively, belonging to some key set K. The key K, (Kp, respectively) is a function of
Alice’s (Bob’s, respectively) input and the collection of all messages exchanged. That Alice and
Bob agree on the key K means that Ky = Kz = K with high probability.

Without further requirements on K, the problem of common randomness generation is trivial
(i.e., requires no communication), since Alice and Bob can set K to be a constant and always set
K, = Kz = K. In order for K to represent “useful” common randomness, we therefore require that
K is distributed uniformly over the set K of possible keys. The problem of secret key generation
is the same as that of common randomness generation, except that there is an additional secrecy
requirement on K: an eavesdropper Eve that observes the messages that Alice and Bob exchange
in the protocol but not the parties’ inputs X, Y can only know a negligible amount of information
about K at the conclusion of the protocol.

In this thesis we are concerned primarily with resource-limited common randomness and secret
key generation. There are two resources in particular that are very natural to study: (1) the total
number of bits Alice and Bob communicate throughout the execution of the protocol, called the
communication cost of the protocol, and (2) the number of messages Alice and Bob exchange, i.e.,
the number of rounds of the protocol. From a practical perspective there are clear motivations to
limit utilization of each of these resources: a communication channel with low bandwidth will take
a long time to transmit an excessively long string of bits, whereas high latencies over a network



imply that protocols with large numbers of rounds will take a long time to terminate. The theme
of this thesis is the natural question regarding the relationship between the number of rounds and
the communication cost of a protocol for common randomness generation:

Is there some sort of tradeoff between the minimum number of rounds and the minimum
communication cost of a protocol for common randomness generation from a given input
distribution (X,Y)?

In the different (though related) setting of computing functions via communication protocols, it is
well-known [NW93] that the answer to the above question is the affirmative. In particular, there are
functions f such that if Alice and Bob wish to compute the value of f(X,Y") € {0, 1}, then they can
do so by communicating few bits over many rounds, but if they are restricted to a smaller number
of rounds, computing the value of f(X,Y’) requires communicating many bits.! Remarkably, until
the work of this thesis, the corresponding problem remained nearly entirely open for common
randomness and secret key generation. In fact, some recent work on common randomness and
secret key generation [LCV17, Tyal3] has exhibited that for many natural distributions over Alice’s
and Bob’s inputs X, Y, including the binary symmetric source mentioned above, there is no such
tradeoff: in particular, there is a protocol with the minimum possible amount of communication for
generating common randomness that also has only 1 round. However, our main result is that such
a tradeoff does exist in general for the problems of common randommness and secret key generation.
We construct an explicit family of distributions over inputs X,Y that achieves such a tradeoff,
and prove that the resulting tradeoff is very strong: the difference in communication cost between
the most efficient (i.e., lowest-communication) protocols with many rounds and the most efficient
protocols with few rounds is an exponential-sized gap.

1.2 Motivation

One of the principal motivations for studying common randomness generation and secret key gen-
eration, and in particular the latter, is in cryptography. A fundamental problem in cryptography
is that of developing algorithms for two parties, Alice and Bob, to securely communicate a mes-
sage when their communication channel can be eavesdropped by an adversary. There are efficient
algorithms for the two parties to communicate securely when they can first agree on a secret key
K that the adversary does not know (which in practice, is usually a string of a few hundred bits).
However, agreeing on a secret key in the first place is nontrivial, and is also important in providing
authentication, which in turn is necessary when the adversary can tamper with messages Alice and
Bob send to each other.

The celebrated Diffie-Hellman key exchange algorithm [DH76] and the RSA public-key cryp-
tosystem [RSAT8| have been enormously successful in providing for secure key agreement and
authentication over the internet. However, their security rests on unproven computational assump-
tions. Moreover, it is known [Sho97] that Diffie-Hellman and RSA are insecure against quantum
adversaries, which will increasingly become a threat over the next few decades. Therefore, it is
useful to study secret key agreement from an information theoretic point of view and to derive
results that do not depend on assumptions on the computational power of an adversary. Such was

!Notice that a trivial way to compute f(X,Y) is for Alice to send Bob her entire input X, and for Bob, having
Y, to then compute f(X,Y) directly. When Alice and Bob are restricted to few rounds, the aforementioned result
[NWO3] states that this strategy is near-optimal.



the motivation for Maurer [Mau91, Mau92, Mau93] and Ahlswede and Csiszar [AC93] to introduce
the framework of (information theoretic) secret key generation we study in this thesis.

Similar ideas to those in [Mau91, Mau92, Mau93, AC93] are also needed to implement quantum
key agreement [BBBT92, HAD'95]. In particular, a quantum key agreement protocol between
Alice and Bob proceeds via Alice sending Bob a stream of photons encoding a key K. However, the
stream Bob receives may be corrupted by channel noise or by an eavesdropper Eve purposefully
tampering with some of the photons. Such tampering also may give Eve information about some
bits of K. To recover a secret key K’ upon which Alice and Bob agree exactly and which Eve
knows essentially nothing about, Alice and Bob must communicate over a public channel that Eve
can observe. This is exactly the problem considered in [Mau91, Mau92, Mau93, AC93], and indeed,
many of the techniques (such as privacy amplification) in those works are also used for quantum
key agreement.

Shared randomness also plays a central role in identification capacity: typically, if Alice transfers
N bits over a noisy channel to Bob, she can encode exponentially many (i.e., 2N for a constant
r) different messages so that the probability of Bob recovering the correct message is very close
to 1. Using common randomness as a resource, Ahlswede and Dueck [AD89b, AD89a| showed
the following remarkable result: by transmitting N bits over the channel, Alice can encode doubly
exponentially many (i.e., 22TN, for a constant r) different messages, so that for any particular
message m, Bob can determine with high probability whether Alice originally transmitted m.

More broadly, common random bits are an extremely valuable resource for communication pro-
tocols between two parties, in which each party receives some input and they want to compute some
joint function of their inputs by communicating as few bits as possible. In particular, for many
such functions, the parties can compute it exponentially more efficiently if they can use common
random bits as a resource. (See Section 2 for a formal definition of communication complexity.) An
interesting question [CGMS17, GKS15, GS17, BGI14] is then how many additional bits must be
communicated if the parties only share their randomness imperfectly (e.g., if each shared random
bit is corrupted with some small probability). If the parties can generate perfectly shared ran-
domness efficiently from the imperfectly shared randomness, then sharing randomness imperfectly
(as opposed to perfectly) does not significantly increase the number of bits necessary to commu-
nicate. Thus the communication complexity of generating shared randomness becomes central
to the question of efficiency of communication in the presence of imperfectly shared randomness
[CGMS17].

Common randomness has further applications in locality-sensitive hashing [GJ18] and in coding
theory [BBT60, CN91].

2 Introduction

In this section we formally define the problems of common randomness generation (CRG) and secret
key generation (SKG). In particular, we will define the rate regions for each of these tasks, which
make precise, for a given distribution of the parties’ inputs, the relationship between the amount
of communication needed to agree on a common random string (or secret key) and the entropy of
the key, using a given number of rounds of communication.



2.1 Notation

We first describe some of the basic notational conventions we use throughout the paper. We use
capital script font, such as S, X, ), to denote sets, and capital letters, such as X,Y, Z, to denote
random variables. We will occasionally have sets that are random variables, and in this case, we
will use capital (non-script) leters. We typically use the letters u,v, D to denote distributions. If
X is distributed according to a distribution u on a sample space X, then we will write X ~ u. We
use lower case letters to denote specific instantiaions of random variables; e.g., for x € X', we may
write P,[X = z] to denote the probability that X = z under X ~ p.

If £ C X is some event, then we will write 1[X € £] to denote the random variable that is 1
if X € £, and 0 otherwise. We will slightly abuse notation, e.g., if (X,Y) ~ v then 1[X = Y] is
1 when X =Y and 0 otherwise. If f : X — R, then E,[f(X)] denotes the expectation of f(X)
when X is distributed according to p. For &€ C &, P,[€] := E,[1[X € £]] is the probability that
X € £ when X ~ p. This notation extends naturally to conditional expectations: if (X,Y) ~ v,
and f: X — R, let X, be the random variable supported on X distributed as P[X, = z] = P[X =
2,Y = yl/P[Y = y}. Then E,[f(X)|Y = y] = E[f(X,)], and E, [f(X)|Y] = By~ [E, [f(X)|Y = y]].

For random variables X, X’ distributed according to u, ', respectively, on a finite set X,
Ap, p) == 23 cx [Pu[X = 2] — Py[X' = z]| denotes the total variational distance between
X and 2. It is well-known that A(u,pn’) = maxgcx(Py[€] — Pw[€]). The entropy of X is
denoted by H(X) := Y »P[X = z]log(1/P[X = x]). The min-entropy of X is denoted by
Hoo(X) := mingex{log(1/P[X = z])}.

Now suppose (X,Y') are random variables with X € XY € Y jointly distributed according to
some distribution v. Recalling our notation X, from above, then H(X|Y = y) := H(X,). Then the
conditional entropy H(X|Y') is given by H(X|Y) =: E,,[H(X|Y = y)]. The mutual information
is given by I(X;Y) := H(X) — H(X|Y); it is well-known that I(X;Y) = H(Y) — H(Y|X).
If (X,Y,Z) are jointly distributed according to some distribution, then the conditional mutual
information I(X;Y|Z) is given by I(X;Y|Z) := H(X|Z) — H(X|Y, Z).

For distributions g and v supported on a set X, the KL divergence between u,r, denoted
KL(p||v), is defined as follows: for X ~ pu,Y ~ v, we have KL(u|lv) := Y .+ P[X = z]-

log (ﬂé:ﬁ) For random variables (X,Y) ~ p distributed jointly, with X € XY € Y, we will
often write XY € X x ) to denote the pair. The marginals X ~ px,Y ~ py are the distributions
on X and Y respectively, given by Px.,,[X = 2] := Pxy~,[X = ], and similarly for py. Then
X®Y € X x ) denotes the random variable distributed according to the product of the marginals
pux @ py. It is well known that for (X,Y) ~ p, we have I(X;Y) = KL(u||px ® py). We will
often abuse notation when denoting KL divergences or total variation distances: for X ~ u, Y ~ v
supported on a set X, we will write A(X,Y) = A(u,v) and KL(X|]Y) = KL(u||v).

For a sequence of random variables X1, Xs,...,X;,..., for any j > 1, we let X7 denote the
tuple (X1,...,X;), and for 1 < j < 5, let X]j:/ denote the tuple (X;, X;41,...,X;/). One common
usage of this notation is as follows: for N € N, and a distribution Z ~ pu, the random variable
distributed according to N i.i.d. copies of u is denoted as ZV = (Zy,..., Zy).

We say that jointly distributed random variables X,Y, Z form a Markov chain if X L Z|Y (i.e.,
if X and Z are conditionally independent given Y'). We will write this condition as X —Y — Z.

We denote by {0,1}* = U,en{0,1}™ the set of all strings of bits. For a string x € {0,1}*, we
denote by |z| € N the length of x, i.e., the unique n such that z € {0,1}".

For jointly distributed random variables X, Y such that X is a deterministic function of Y, we




will often denote this deterministic function by X, i.e., X = X(Y). To reduce clutter in notation,
for random variables X, Y that are jointly distributed, we will often abbreviate the tuple (X,Y") as
XY. For a positive integer r, let [r] = {1,2,...,r}. Let O" denote the odd integers in [r] and E"
denote the even integers in [r]. Let S,, denote the set of all permutations on [n].

2.2 Common Randomness and Secret Key Generation

We now formally introduce the problems of common randomness and secret key generation. We
first introduce interactive communication protocols, which were first studied by Yao [Yao79].

2.2.1 Communication Protocols

There are two parties, Alice and Bob, and finite sets X, ). Alice receives an element X € X, and
Bob receives an element Y € ). The pair (X,Y) is referred to as the input of the protocol. We
will usually assume that (X,Y) are random variables distributed jointly on X x ) according to
some distribution p. In the setting of common randomness or secret key generation, yu is called the
source (distribution).

Depending on the setting, Alice and Bob may additionally have access to private coins Ry, Rg,
respectively, and public coins Rpy,. Formally, Ry, R, Rpyp may be interpreted as infinite strings of
independently and uniformly distributed random bits. Alice can see Ry, Rpy, (if they are available),
while Bob can see Ry, Rpyp (if they are available). A protocol in which Alice and Bob have access
to the public coins Rpyp, is known as a public-coin protocol, and a protocol in which Alice and Bob
have access to the private coins R,, Rp, respectively, but not to Rpu, is known as a private-coin
protocol. Finally, a protocol in which Alice and Bob do not have access to any of Ry, Rp, Rpup is
known as a deterministic protocol.

An interactive r-round protocol I1 consists of a sequence of r messages, 11, ..., 11, € {0,1}*
(i.e., each message is a finite string of bits). The messages IIy,...,II, are also referred to as the
rounds of the protocol, and each message is a deterministic function of the previous messages,
one party’s input, and any randomness (public and/or private) available to that party; in other
words, each message is a randomized function of the previous messages and one party’s input. We
assume that Alice always starts by sending the message I1; to Bob, where II; = I1; (X, Ry, Rpup),
meaning that II; is a deterministic function of X, Ry, Rpyp. (If the protocol is only allowed to use
private coins, then II; = II1(X, Ry), and if it is not allowed to use either public or private coins
then II; = II;(X).) Bob responds with the message IIy = I (Y, Rp, Rpub, I11), with analogous
modifications if the protocol is not allowed to use public or private coins. In general, for 1 <t < r,
recalling our notation IT* := (IIy, ..., II;), the t-th message II; is given by

Ht = Ht(X, RA, RPub7 Htil)

if ¢ is odd and
Ht = Ht (Y, RB, RPuba Ht_l)

if ¢ is even (with the obvious modifications if the randomness used by the protocol is restricted).
Moreover, for each ¢ and each instantiation of II'"!, the set of possible values of II; (over all
possible instantiations of XY, Ry, Rg, Rpy,) must be prefix-free.> The communication cost of 11,

2This technical condition is required so that Alice or Bob knows when to “start speaking” when the other player
finishes sending his or her previous message.



denoted by CC(II), is the maximum of ) ;_; |II;|, taken over all inputs X € X,Y € ), and all
settings of the random coins Ry, Rp, Rpy (if applicable). In other words, the communication cost
is the maximum number of bits that Alice and Bob will communicate when executing II. The
tuple consisting of all the messages, i.e., I[I" = (IIy,...,II,), is referred to as the transcript of the
protocol II. In general, protocols IT need not have a constant number of rounds (i.e., the number
of rounds may depend on the inputs and values of the public and private randomness). In such a
case, we refer to the number of rounds r of II as the maximum number of messages II; sent over all
instiations of X, Y, Ry, Rg, Rpu, (we will also say that II has a mazimum of r rounds). If, for certain
instantiations of X,Y, Ry, Rp, Rpu, Alice and Bob only communicate r’ messages IIy, ..., I, in an
r-round protocol, with 7 > 7/, we consider IT; = () for 7' +1 < t < r. We will often use the following
basic facts (Propositions 2.1 and 2.2) about the structure of r-round protocols:

Proposition 2.1. Suppose (X,Y) ~ u, and that Iy, ... 11, are random variables distributed on
finite sets. Then 1ly,... 11, are the random variables representing the messages in some r-round
communication protocol I = (Ily, ... ,I1,.) if and only if the following Markov conditions hold:

I, - X' -v,teO” X-YIO'-1I, te&"
In such a case, we will call 11 the communication protocol induced by the random variables 1y, ... II,.

The Markov condition II; — XTI*~1 — Y means that II; is a randomized function of XTI*~!.
The proof of the “if” direction of the above proposition proceeds by having Alice use her random
bits R, to implement this randomized function of X, II*~! (and similarly for Bob). The “only if”
direction follows immediately from the definitions.

Proposition 2.2 (Moniticity of correlation [STW19]). If IT = (IIy,...,II,) is a communication
protocol with inputs (X,Y) ~ u, then

L,(X;YIIN) < I,(X;Y).

In particular, if X,Y are independent, then they remain so after conditioning on the transcript
of any protocol.

Typically [KN97] communication protocols are introduced in the context of computing func-
tions. In particular, for a function f: X x ) — {0, 1}, we say that a deterministic protocol II (i.e.,
one with no private or public random bits) as above computes f if for all X € XY € Y, the last bit
of the transcript of II equals f(X,Y). The deterministic communication complezity of a function
f, denoted D(f), is the minimum of CC(II) over all protocols IT that compute f. A randomized
protocol II (i.e., one with private and/or public random bits) computes f with probability 1 — € if for
all X € X, Y € Y, the probability (over the random bits) that the last bit of the transcript equals
f(X,Y) is at least 1 — e. The private-coin randomized communication complezity of a function
f, denoted R¢(f), for e € (0,1), is the minimum of CC(II) over all private-coin protocols II that
compute f with probability 1 — €. The public-coin randomized communication compelzity of f,
denoted RE“b( f), is defined similarly except the protocols II are also allowed to use public coins.
Newman’s theorem [KN97] states for all f,e > 0,6 > 0, Reis5(f) < RPU™(f) + O(logn/é).

Finally, if p is a distribution on X x ) and € € (0, 1), then the distributional communication
complexity of f over u, denoted D, ¢(f), is the minimum of CC(II) over all protocols that compute
f with probability at least 1 — e, where the probability is additionally over (X,Y) ~ p. It is
easy to see by an averaging argument that it is in fact sufficient to consider only deterministic



protocols when computing D, ((f). It follows from the von Neumann minimax theorem [KN97]
that sup, Dy,.¢(f) = Re(f), where the supremum is over all distributions p on &' x .

Although protocols for computing functions will show up in our proofs, our main focus will be
on protocols that perform the tasks of common randomness generation and secret key generation.
Roughly speaking, there are two settings of common randomness and secret key generation to
consider: the amortized setting and the non-amortized setting. In both settings, we do not allow
the parties access to public randomness, so the protocols will be private-coin or deterministic
protocols; notice that if the parties had access to public randomness, then there would be no need
to generate a shared common string.

2.2.2 Amortized Setting

We begin by describing the amortized setting, which was introduced independently by Maurer
[Mau91, Mau92, Mau93| and by Ahlswede and Csiszar [AC93, AC98| and has since received much
attention in the information theory community [GK73, Wyn75, CN00, CN04, ZC11, Tyal3, LCV15,
Liul6, LCV17, Ye05, GA10a, GA10b]. In amortized CRG, Alice and Bob receive some large number
N of copies (X,Y) from the source, are allowed to communicate some number of bits that grows
linearly with IV, and must agree upon a key whose entropy grows linearly with N with probability
tending to 1 as N — co. The word “amortized” refers to the fact that the communication and key
entropy both grow linearly with V. There are two different ways [AC98, LCV17, GJ18] to precisely
define achievable rates for amortized CRG. Definition 2.1 follows the exposition of [LCV17]; an
alternative definition, which turns out to be equivalent, can be found in [AC98, GJ18], and is also
presented in Appendix A.

Definition 2.1 (Amortized common randomness generation (CRG)). We say that a tuple (C, L)
is r-achievable for CRG for a source distribution (X,Y’) ~ v if for every N € N, there is some €y
with ey — 0 as N — o0, a key set K, and a private-coin protocol® II = II(NN) that takes as input
(XN YN) ~ v®N such that if II(V); € {0,1}* denotes the message sent in the ¢-th round of II(N),
1<t<r,and Ky = K)(N),Kg = Kg(IN) € Kx denote the output keys of Alice and Bob for the
protocol II(N), then:

1. imsupy_, x - CC(II(N)) < C.

2. liminf y_yoo % log |Kn| > L.

3. Letting Ky be the random variable that is uniformly distributed on Ky, then
A((Ea(N)Ks(N)), (KnEN)) < en

In particular, there exists a coupling of K,(N)Kg(NN) with KyKy such that P[Ky(N) =
Kg(N)=Kn]>1—eny — 1as N — oo. (To be clear, Ky Ky denotes the tuple (Kn, Ky)
which is distributed uniformly on the set {(k, k) : k € Kn}.)

We denote the subset of pairs (C,L) C R% that are r-achievable from the source (X,Y) ~ v by
T-(X,Y); this set 7.(X,Y) is known as the achievable rate region for r-round CRG (or simply
rate region, with r and the task of CRG implicit) for the source p. Notice that C' denotes the
communication of the protocols 11 = TI(N), whereas L denotes the entropy of the key produced
(approzimately).

3That is, II can use private but not public coins.
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Corresponding to Definition 2.1 for CRG we have the following Definition 2.2 for SKG in the
amortized setting:

Definition 2.2 (Amortized SKG). A tuple (C, L) is r-achievable for SKG for a distribution v if
there is some choice of a sequence ey — 0 such that the following holds: for each N € N there is
some choice of private coin protocol* IT = II(N) such that, first, conditions (1) — (4) of Definition
2.1 are satisfied for these ey, II(N), N, and, second,

A(Ky(N)Ep(N)II(N)", Ka(N)Kg(N) @ II(N)") < en. (1)
We denote the set of pairs (C, L) that are r-achievable for SKG from v by S,(X,Y).

It is clear from the definition that r-achievability for SKG is a stronger requirement than r-
achievability for CRG; that is, for every source (X,Y) ~ v, we have §,;(X,Y) C 7.(X,Y). It is
also well-known [LCV17, Han03] that both 7,.(X,Y) and S,(X,Y’) are closed.

In Definition 2.2 we require an upper bound of € on the total variational distance between
K,KgII(N)" and the product distribution KyKp ® II(N)" when the key is independent of the
transcript. This choice is known as strong security, which is commonly used today in applications
to cryptography [STW19]. Notice that it does not make sense to have the upper bound depend
on N (i.e., as in Ne) since variational distance is always bounded above by 1 and N can grow
arbitrarily large. In the past weak security (e.g., [AC93], Equation (2.5)), in which (1) is replaced
by the rquirement that I(K,yKp;II(N)") < Ne, which a priori is weaker than (1). However, in our
setting (and many others) these two notions of strong and weak security turn out to be equivalent
(i.e., lead to equivalent rate regions) [MW00, MW99.

2.2.3 Non-Amortized Setting

The non-amortized setting is similar to the amortized setting, in that Alice and Bob receive arbi-
trarily many i.i.d. samples of (X,Y’) ~ pu, except the entropy of their key and their communication
no longer grow linearly with the number of samples. In fact, the keys lie in some fixed set IC,
and the goal is to use as little communication (and rounds) as possible to generate a single key
uniformly distributed in K. Moreover, whereas the agreement probability 1 — e in the amortized
case was assumed to approach 1 asymptotically, in the non-amortized case, it is often of interest
to study settings in which the parties may disagree with some probability that is bounded away
from 0. In fact, this probability of disagreement may be arbitrarily close to 1. The non-amortized
setting has recently received much attention among the theoretical computer science community
[BM11, CGMS17, GR16, GJ18, BGGS19], where it is also known as the agreement distillation
problem.
In the below definition we assume that (X,Y) ~ v and v is supported on a set X x ).

Definition 2.3 (Non-amortized common randomness generation). For r,C € N, and L,e € R>,
we say that the tuple (C, L,€) is r-achievable from the source v (for CRG) if there is some N € N
and an r-round protocol II with private randomness that takes as input (XV,Y") ~ v®N such
that at the end of II, Alice and Bob output keys Ky, Kg € K given by deterministic functions
Ky = Ky(XN, Ry, 1T"), Kz = Kg(Y", Rg,II"), such that:

1. CO(IN) < C.

4As for CRG, the protocol IT cannot use public coins.
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2. |K| > 2%
3. There is a random variable K uniformly distributed on K such that P,[K = K, = K| > 1—e.

As in the amortized case, for tuples (C, L,¢€), observe that C' denotes communication and L
denotes entropy.

Definition 2.3 differs slightly from the definition of achievable rates for non-amortized CRG in
[BM11, CGMS17, GR16, GJ18, BGGS19], which do not limit the size of the key space K, but rather
require a lower bound on the min-entropy of each of Ky, Kz. We present this latter definition in
Appendix A (Definition A.3) and show that it is essentially equivalent to Definition 2.3.

As in the amortized setting, in the non-amortized setting secret key generation is the same as
common randomness generation except the key is additionally required to be “almost independent”
from the transcript of the protocol:

Definition 2.4 (Non-amortized secret key generation). For r,C € N and L € R>¢, €,6 € [0,1), we
say that the tuple (C, L,€,0) is r-achievable from the source v (for SKG) if the tuple (C, L,¢) is
r-achievable for CRG from the source v, and if there exists a protocol IT = (IT',... II") achieving
the tuple such that

~—

Notice that condition (2) is quite strong: it implies, for instance, that A(II" K K, II" @ K3 Kp) <
\/0/2, by Pinsker’s inequality.
2.3 Limiting behavior of achievable rate regions

The requirement for amortized CRG that both the communication of the protocol and the entropy
of the key grow linearly with the number of samples N may seem somewhat restrictive. Therefore,
one may try to relax this condition; the correct way to do so turns out to be to focus on the ratio
of the entropy of the key, log |[K|, and the communication of II:

Definition 2.5 (Common random bits per r-round interaction bit (r-round CBIB)). Consider a
source (X,Y) ~ u. For € € [0,1], the e-common randomness per bit of r-round communication,
I’,?’IE(X, Y'), is the maximum real number I" > 0 such that there is a sequence ey — 0, of key sets Ky,
and of r-round protocols IT = II(N) = (II(N)1, ..., II(N),) that take as inputs (X, YV) ~ &N
such that the following conditions are satisfied:

1. liminfy e % >T.
2. limy o0 log |Kn| = 0.

3. If K denotes the random variable that is uniformly distributed on K, then

A(Ky(N)Ks(N), KyKy) < .

The common random bits per r-round interaction bit (CBIB) is then defined as:

IT(X,Y) := inf [ (X, Y).
e0
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Definition 2.6 (Secret key bits per r-round interaction bit (r-round KBIB)). For € € [0,1], the
s :

e-secret key per bit of r-round communication, FT};(X, Y) is defined identically to I‘;Ei(X, Y) in
Definition 2.5 except that item (3) is replaced with the requirement that

A(Ky(N)Kg(N)II(N)", Kpy(N)Kp(N) @ II(N)") < e.
Then the secret key bits per r-round interaction bit (KBIB) is defined as:

e5(X,Y) := inf TS5 (X, Y).
e0 7’

Intuitively, the r-round CBIB (KBIB, respectively) can be roughly interpreted as the maximum
number of additional bits of common randomness (secret key, respectively) that Alice and Bob can
obtain by communicating an additional bit, where the maximum is over “all protocols and any
communication rate”.

For a given source (X,Y) ~ p, the r-round CBIB and KBIB can be determined from the
achievable rate regions 7(X,Y) and S(X,Y’), respectively:

Theorem 2.3 ([LCV17], Corollary 2). For a source (X,Y) ~ u and r € N, we have:
L
r"(X,Y) = sup{c (G, L) e T, (X,Y),C > 0}

and

[*(X,Y) = sup {é 1 (C,L) € §(X,Y),C > 0} :

Moreover, whenever TS¥(X|Y) or T"(X,Y) is finite, we have TS™(X,Y) =1+ TSH(X,Y).

Notice that TS*(X,Y) and I'%(X,Y) can be infinite, if, for instance, there are functions fy :
X —{0,1} and fg : Y — {0,1} such that P,[fa(X) = fs(Y)] =1 and H(fa(X)) = H(fs(Y)) > 0.
In such a case, Alice and Bob can generate infinitely many bits of entropy with perfect agreement
and 0 communication by setting their keys to be (fa(X1),..., fa(Xn)) = (fs(Y1),..., fa(¥Yn)), for
any N € N.

Remark 2.7. It follows from Theorem 2.3 and Lemma 3.13 that I'S*(X,Y") is the derivative of the
function C +— supy. o pyer (x,v){L} at C = 0.

The r-round CBIB and KBIB describe the maximum possible achievable rates if samples
(X,Y) ~ p are abundant and communication is restricted: in particular, by maximizing the ratio
%, as in Definition 2.5, we only focus on the “part of the input (X,Y)” that yields the
maximum key rate per bit of communication. For instance, consider the source (X,Y’), where
X = (Xo,X1) €{0,1}2)Y = (Yo, Y1) € {0,1}? are each two bits, the marginals of X,Y are uniform
in {0,1}2, (Xo, Yo) and (X1, Y7) are independent, and the following hold:

PXo=Yy] =1, P[X;=Yi]=2/3.

By the observation following Theorem 2.3, I'§* (X, Y) is infinite, as Alice and Bob can set their keys
to be X[])V = YON given N i.i.d. samples (X N yN ). However, doing so does not “squeeze all possible
common randomness” out of the samples: in particular, the second bits of each pair, (X1,Y7), are
still correlated, though it requires some communication in order to distill keys from these bits which
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are equal with probability tending to 1. The ratio of additional key length to communication in
such a distillation procedure is certainly less than co = I'{*(X,Y).

One can then ask what occurs for the opposite setting, in which samples (X,Y) ~ p are not
so abundant and communication is not as restricted. The following classical result states that if
communication is not restricted at all, then the maximum key length per sample (X,Y) ~ pu is
exactly given by I(X;Y):

Theorem 2.4 ([AC93]). If (X,Y) ~ u, then

sup {L} =I1(X;Y).
(C,.L)eS (XY

Even if we care about maximizing the key rate L more than minimizing communication C, it is
natural, as a second-order concern, to avoid “wasting” communication: we may want to determine
the minimum communication C achieving the maximum key rate L = I(X;Y'). Formally, we define:

Definition 2.8. Suppose (X,Y) ~ p is a source and r > 1. Then define the minimum r-round
interactive rate for achieving the mazimum key rate (i.e., the r-round MIMK) by

T (X5Y) = {C}.

in
(CI(X;Y))eSH(X)Y)

2.4 Some common sources

In this brief section we introduce some source distributions that will be mentioned in passing at
later points.

Definition 2.9 (Binary symmetric source). For a parameter p € [0, 1], the binary symmetric source
BSS, is the distribution over bits X,Y € {0,1} defined by:

Ppss, [X =0,Y = 0] = Ppss,[X =1,Y =1] = (1 - p)/2,

and
Ppgs, [X =0,Y = 1] = Ppgg,[X = 1,Y = 0] = p/2.

Definition 2.10 (Binary gaussian source). For a parameter p € [—1, 1], the binary gaussian source
BGS,, is the distribution over real numbers X,Y € R such that the marginal of each of X,Y is a
standard gaussian and Epgs,[XY] = p.

Definition 2.11 (Binary erasure source). For a pararmeter p € [0, 1], the binary erasure source
BES, is the distribution over elements X,Y € {0, 1,7} defined by:

Ppps, [X =0,Y =0] = Ppps, [X = 1Y =1] = (1 -p)/2,

and
IPBESP[X =0,Y =7 = IPBESP[X =1,Y =7 =p/2.

Compare the binary erasure source, in which Bob always knows if the bit Y is corrupted (i.e.,
not equal to the bit X), to the binary symmetric source, in which Bob does not know if this is the
case.
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2.5 Overview of Main Results
2.5.1 Does Interaction Help?

Curiously, for many of the distributions under which CRG and SKG has been studied, including
the binary symmetric source (BSS) and the binary Gaussian source (BGS), the “optimal” protocols
turn out to have only a single round of communication. We stress that optimality, with respect
to a certain measure of efficiency of communication (such as CBIB), holds over all protocols, i.e.,
those with arbitrarily many rounds. For instance, in the amortized setting, [LCV17] showed that
the r-round CBIB and the r-round KBIB (Definitions 2.5 and 2.6) are equal to the 1-round CBIB
and 1-round KBIB, respectively, when (X,Y) are distributed according to the binary symmetric
source BSS,, with any parameter p € (0,1), or the binary gaussian source BGS, for any correlation
pel-1,1].

Moreover, [Tyal3] showed that for any binary symmetric source BSS,, the r-round MIMK does
not depend on r, the number of rounds. In other words, there is a 1-round protocol that achieves
the minimum communication cost for generating a key of rate Ipgs, (X;Y) = (1 — 2p)?, where
the minimum is taken over protocols with arbitrarily many rounds. Notice how Theorem 2.3 and
Definition 2.8 present the r-round CBIB, KBIB, and MIMK as certain geometric properties of
the rate regions S,(X,Y) and 7,(X,Y’). The following stronger result regarding BSS, has been
conjectured [LCV17, Conjecture 1]: for any » > 1, p € [0,1], when (X,Y) ~ BSS, for any p,
S1(X,Y) = S:(X,Y). That is, increasing the number of rounds of interaction does not increase
the size of the rate region at all for the binary symmetric source.

The story for non-amortized CRG is similar. (We remark that work in the non-amortized
setting has mostly focused on CRG as opposed to SKG). [GR16] showed that for any p € [0, 1],
and p = BSS, or p = BES,, for a given disagreement probability 1 — € and communication C, the
maximum L such that (C, L, €) is r-achievable does not depend on the number of rounds r (up to
lower order terms).® This result builds on earlier work of [CGMS17], which proved similar, but
looser bounds.

The results mentioned above naturally point to the following question, which is the main focus
of this thesis:

Question 2.12 (Informal). Are there some distributions p for which additional interaction (i.e.,
rounds) does help? More precisely:

(1) For a given communication rate C' (and error rate €, in the non-amortized setting), can the
maximum achievable rate L (i.e., the entropy) of a common random string or secret key
increase if we allow Alice and Bob to use additional rounds of communication?

(2) In particular, in the amortized setting, can having additional rounds of communication lead to
a strictly larger CBIB or KBIB, or a strictly smaller MIMK? (Notice that MIMK is measured
as a minimum amount of communication of a protocol achieving the maximum key rate, hence
it will only decrease if we increase the number of allowed rounds.)

(3) Moreover, if any of the above questions have answers in the affirmative, then by how much
can the relevant quantity increase or decrease as we increase the number of rounds?

5We remark that this result only holds for a somewhat restricted class of protocols, namely those in which Alice’s
key depends only on her input, while Bob’s key can depend on an r-round transcript between Alice and Bob.
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Very little was known about Question 2.12 prior to our work. Tyagi [Tyal3] constructed a
source for which the 2-round MIMK is smaller than the 1-round MIMK by a (small) constant
factor. Orlitsky [Orl90, Orl91] studied a slightly different version of CRG in which the key K is
required to be equal to Alice’s input X; thus the problem becomes that of Bob learning Alice’s
input. Orlitsky showed that 2-round protocols can require exponentially less communication than
1-round protocols. However, for any r > 2, r-round protocols can save on communication cost over
2-round protocols by at most a factor of 4.

2.5.2 Main Results: Analogue of Pointer-Chasing Separations for CRG & SKG

The main results presented in this thesis include those in the SODA 2019 paper co-authored by the
author [BGGS19]. This thesis also contains further results that solve open problems of [BGGS19].

Question 2.12 was considered in [BGGS19] for the non-amortized setting, where the following
partial answer was given, establishing a separation in communication cost between (7 4 2)-round
and [(r 4+ 1)/2]-round protocols, for any r € N:

Theorem 4.1 (Thms. 1.1 & 1.2 of [BGGS19]). For each r € N,e € [0,1), there exists n > 0,
B < 00, ng € N such that for any n > ng and any £ € N, there is a source fi, ¢ such that, in the
non-amortized setting:

1. The tuple (O(logn),£,0) is (r + 2)-achievable for SKG from p, e (and thus (O(logn),?) is
(r + 2)-achievable for CRG).

2. For any L € N and C < O(min{L,n/polylogn}), the tuple (C,L,¢) is not |(r + 1)/2]-
achievable for CRG (and thus the tuple (C, L,€,d) is not | (r+1)/2|-achievable for all § > 0).

To interpret the above theorem, fix any r € N, e € [0, 1), and consider parameters ¢ = n — oo.
Then with only O(logn) communication, ¢ bits of entropy can be generated in r + 2 rounds,
but if we have only roughly have half as many rounds (i.e., [(r + 1)/2] rounds) then generating
¢ bits of entropy takes at least n/polylogn communication, which is exponentially larger than
log n. Moreover, this exponential-sized gap in communication complexity is essentially optimal for
|(r+1)/2] > 2, as any protocol with communication cost C' can be simulated by a 2-round protocol
with communication cost at most 2¢+2.6
Theorem 4.1 leaves two immediate open problems, solutions to which would present an affir-

mative answer to parts (1) and (3) of Question 2.12:

Problem 2.13. In the context of Theorem 4.1:

5To see this claim, first note that any round protocol with communication cost C' and fixed inputs X = z,Y =y,
can be viewed as a binary tree. Each node in the tree is owned by a single party, where the owner does not depend
on X,Y. The 2 edges from each node to its children are labeled by real numbers in [0,1] that sum to 1. We say
that those edges are also owned by the party owning v, and the labels of the edges owned by Alice (Bob, resp.)
must only depend on X (Y, resp.). The protocol proceeds as follows: at each node v, the party owning that node
chooses one of its children with probability given by the edges from v to the child, and transmits a 0 or 1 to Bob to
communicate which child was chosen. Then the party owning the chosen child of v communicates the next bit, and
so on. To simulate this protocol with a 2-round protocol, Alice can perform, for each of the nodes owned by Alice
(of which there are at most 20“), the coin flips to determine which child she would choose at that node, and then
send Bob the resulting at most 2¢*! bits. Bob can do the same for the nodes owned by him, and then both parties
can simulate the protocol.
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(1) Can the gap between r + 2 and |(r + 1)/2] rounds of communication be improved to, say,
r 4+ 2 and r + 1 rounds?

(2) Can the source pi, ¢ be used to obtain an analogous separation of the rate regions for (74 2)-
round and |(r 4+ 1)/2]-round (or even (r + 2)-round and (r + 1)-round) protocols in the
amortized setting?

In this thesis, we solve both of these problems and in fact obtain a close-to-optimal answer to
nearly all parts of Question 2.12. Below we present informally our main results:

Theorem 4.2 (Tighter round dependence than Thms. 1.1 & 1.2 of [BGGS19] for non-amortized
setting; informal). For each r € N,e € [0, 1), there are sufficiently large n such that for any ¢, there
is a source [, ¢ such that, in the non-amortized setting:

1. The tuple (O(logn),£,0) is (r + 2)-achievable for SKG from p, e (and thus (O(logn),?) is
(r + 2)-achievable for CRG).

2. For any L € N, C < O (min{L,/n/polylogn}), the tuple (C,L,¢) is not r-achievable for
CRG from piy e (and thus for any 6 > 0, the tuple (C, L,€,0) is not r-achievable for SKG).

Theorem 5.1 (Amortized setting; informal). For each r € N,y € (0,1), there are sufficiently large
n such that for any ¢, there is a source i, ¢ such that:

1. The tuple (O(logn),?) is (r + 2)-achievable for SKG (and thus for CRG) from pi, p ¢.

2. Set £ =n. For any L > yn and C < O(n/polylogn), the tuple (C,L) is not [(r+ 1)/2]-
achievable for CRG (and thus for SKG) from fiypp.

3. Again set £ = n. For any L > n and C < O(y/n/polylogn), the tuple (C,L) is not
r-achievable for CRG (and thus for SKG) from piyn.

Remark 2.14. Theorem 5.1 shows the existence of separations between 7,42(X,Y) and 7,.(X,Y)
(i.e., the existence of tuples (C, L) € T;+2(X,Y’) but that are not in 7,(X,Y")). In Theorem 5.9 we
show how these separations imply corresponding separations between .Z,1o(X;Y) and .%.(X;Y),
thus giving a partial answer to the second part of Question 2.12. We are not quite able to use
Theorem 5.1 to derive analogous separations between I's% ,(X,Y’) and I'f*(X,Y) (or even between

I[e2,(X,Y) and Liti1)2) (X,Y)), and leave this problem for future woek (Problem 5.1).

The source i, ¢ referred to in Theorems 4.2 and 5.1 is a variant of the well-known pointer
chasing distribution from communication complexity [NW93, DGS84, PS82]. This distribution was
introduced to show a similar type of rounds/communication tradeoff as in the above theorems,
except for the task of computing functions rather than generating a shared string. (Recall the
definition of communication complexity of functions in Section 2.2.1.)

A typical example of such a pointer chasing function is as follows: for an integer n and odd
r, Alice receives functions indexed by even integers 31,%s,..., %, : [n] — [n], and Bob receives
functions indexed by odd integers 3o, ¥4, ..., X,_1 : [n] = [n], as well as an integer Iy € [n]. The
goal is to compute ¥, 0%, _j0---31(Iy) € [n].” If they can communicate in r + 2 rounds, then Bob

"In our pointer chasing variants (e.g., Definition 4.1), the $1,..., %, will actually taken to be permutations on [n]
for technical reasons.

17



can send Alice Iy when he first speaks, Alice can then send Bob ¥ ([y) € [n], Bob can respond with
Y9(X1(1p)) € [n], and so on, until they compute 3,03, _j0---%1(Iy) € [n] in the last round, which
takes (rlogn) bits of communication. However, computing this value in fewer than r + 2 rounds
seems to be difficult with O(logn) (or even o(n)) communication. This intuition is formalized by
[NW93], who show that any r-round protocol computing 3, o - - - 0 ¥ (Ip) must communicate Q(n)
bits (in contrast to the (r + 2)-round protocol we discussed with communication cost rlogn). This
“round hierarchy result” has spawned a great number of follow-up papers presenting generalizations
and extensions (e.g., [DJS96, CCM16, PRV01, GM08, GM09, Yeh16]), and has also found diverse
applications such as proving bounds on monotone circuit depth [NW93] and establishing lower
bounds for graph streaming problems [GO16].

Our Theorems 4.2 and 5.1 (and the earlier results in [BGGS19]) then can be interpreted as
establishing an analogous “round hierarchy” for the settings of common randomness and secret
key generation. In light of this interpretation, it is natural to ask whether such results for CRG
and SKG can be derived as a consequence (in a black-box manner) of the functional versions in
[NW93, DGS84]. The achievability of the rates (O(logn),¢), representing a protocol with O(logn)
communication cost that outputs keys with ¢ bits of entropy, follows in a trivial way nearly identical
to that of the functional problem discussed above. Therefore, the main content to Theorems 4.1,
4.2, and 5.1 is the lower bound establishing that certain tuples are not achievable, i.e., item (2) of
each statement. However, it does not seem to be possible to derive these lower bounds as a black-
box consequence of the corresponding lower bounds of [NW93]. This results from the following two
facts: first, to generate common randomness or a secret key from a pointer chasing distribution, it
is not clear that Alice and Bob have to compute a version of the pointer chasing function in the
first place. Second, suppose that we could overcome the first difficulty and show that Alice and
Bob do in fact have to compute such a pointer chasing function; this is essentially the first step in
the proof of Theorem 4.1, presented in Proposition 4.5 and Theorem 4.6. But then it turns out
that we need some lower bound on the distributional communication complexity of such a pointer
chasing function for a very particular distribution in which Alice’s and Bob’s inputs are correlated.
Such a result does not appear to exist in the literature: typically lower bounds are proven for the
distributional communication complexity of a distribution in which Alice’s and Bob’s inputs are
independent, which greatly simplifies the analysis. Indeed, the bulk of the proof of Theorem 4.1
rests in the proof of Theorem 4.10, which presents such a distributional communication complexity
lower bound for a certain pointer chasing function.

However, once the distributional complexity lower bound on a pointer chasing function is estab-
lished in Theorem 4.10, it turns out that we can use this lower bound as a black box to establish
Theorems 4.2 and 5.1, thus solving both parts of Problem 2.13.

3 History
In this section we review some of the relevant history on work studying the CRG and SKG problems.

3.1 Non-amortized CRG and SKG

Some of the earliest work on common randomness generation was in the zero-communication case,
in which the problem is known as non-interactive correlation distillation. Witsenhausen [Wit75] and
Gécs and Korner [GK73] studied the following question: suppose N pairs (X;,Y;) ~ p are drawn
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i.i.d., and Alice and Bob wish to compute functions fy(Xi,...,Xy) € {0,1} and gn(Y1,...,YN) €
{0, 1}, respectively, such that P[fx(X1,...,Xn) = 1] and Plgn(Y7,...,Yny) = 1] remain bounded
away from 0 and 1 as N — oo, but that P[fn(X1,...,Xn) # gv(Y1,...,Yn)] — 0. In other words,
Alice and Bob wish to agree with probability bounded away from 0 on a single bit with positive
entropy. [GKT73, Wit75] show that this is possible if and only if the Hirschfeld-Gebelein-Rényi
(HGR) mazimal correlation of X,Y, defined below, is equal to 1:

Definition 3.1 (HGR Maximal correlation). The maximal correlation of (X,Y’) ~ u is defined as

Pn(XY) = sup  E,[f(X)g(Y)],
(F(X)g(V)

where the supremum is over all real-valued measurable functions f(X), g(Y"), such that E,[f(X)] =
Eulg(Y)] = 0 and E,[f(X)?] = Eu[g(Y)?*] = 1.

It is also shown in [GK73, Wit75] that p2 (X,Y) = 1 if and only if the distribution (X,Y) ~ u is
decomposable in the following sense: there exist subsets A C X', B C ) such that P[X € A|,P[X €
X\B|,PlY € B],P[Y € Y\B] are all positive, yet

PX € AY e B =PX € X\A,Y € Y\B] =0.

(Notice that the “if” direction here is immediate.)

The generalization of this problem of non-interactive correlation distillation to the case where
there are multiple parties and they all wish to agree on a bit was studied in [MO05, MOR™06]. In
particular, these works consider the case where the distribution p is over a bit, and each party’s bit
is flipped with some probability p. Yang [Yan07] considers a related problem for the 2-party case,
and also allows the parties to communicate a single bit.

Bogdanov and Mossel [BM11] study common randomness generation in the zero-communication
setting: for some p € [0,1] and N € N, suppose Alice and Bob receive N copies of a binary sym-
metric source BSS,, denoted (X;,Y;) (so P[X; # Y;] =p for 1 <i < N). For some k € N, without
communicating, they wish to output approximately uniform strings of length k, Ky, Kz € {0,1}*,
such that K, = Kp with high probability. It is shown in [BM11] that the maximum probability
of agreement is approximately 27%7/(1=P) A follow-up work [CMN14] considers a generalization
of the BSS to larger alphabets in the context of this problem: the source p is now over pairs
(X,Y) ~ [s], for s € N, where X is uniform over [s], Y = X with probability 1 — p, and otherwise
Y is uniform over [s]\{X}. [CMN14] shows that for some function §(s) — 0 as s — oo, the best
possible agreement probability is at most (1 — e +¢/s)* - (1 + 6(s))*.

As discussed briefly in Section 2.5.1, [CGMS17, GR16] consider CRG from the binary sym-
metric source (BSS) and the binary erasure channel (BEC). Notice that for the binary symmetric
source, this is the same problem as that considered by Bogdanov and Mossel [BM11], except that
communication is allowed. [GR16] showed that for the source ;1 = BSS,, letting o = 4p(1 —p), and
v € (0,1), the tuple

(k(a(1 =) = 2/a(l — a)y), k, 277+ Olsh) (3)

is achievable by a 1-round protocol, and this is essentially optimal. They showed an analogous
result for the BEC. In a follow-up work, Ghazi and Jayram [GJ18] showed that the protocols
of [GR16] could be made sample-efficient, meaning that essentially the same rate (3) could be
obtained, though with an explicitly-defined protocol that uses only poly(k) samples (X,Y") from
BSS,.
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3.2 Single-letter Characterization of Rate Regions for Amortized CRG and
SKG

The r-round rate region for amortized CRG and SKG is completely characterized by, for each
communication rate C, the maximum real number L, known as the capacity, such that (C, L) is
r-achievable for CRG or SKG:

Definition 3.2 (CR & SK capacity). Suppose a source (X,Y) ~ p is fixed. Then for r € N,C €
R, define the CR capacity with communication C' to be

¢ (O) = sup L,
(C,L)ET-(X)Y)

and the SK capacity with communication C to be

CA=k(C) = sup L.
(C,L)eS-(X,Y)
(Recall the definitions of 7,.(X,Y) and S,(X,Y) in Definitions 2.1 and 2.2.) When we want to
emphasize dependence of €2 X (-), 62 =%(-) on p, we write €2 *(C|u) and €2 =*(C|u), respec-
tively.

In their seminal work on CRG in the amortized setting, Ahlwede and Csiszar [AC98] computed
the following single-letter characterization® of €2 °*(C), or equivalently, of T1(X,Y):

Theorem 3.1 ([AC98]). The 1-round CR capacity is given by:

maxy {[(U; X): I(U; X) - I(U;Y) < C} . C< HX|Y)

%1‘1”'_87‘(0) = {C i I(X;Y) : C > H(X|Y)7

where the mazimum in the first case is over all random variables U on a set U of size |[U| < |X|,
satisfying the Markov condition U — X — Y.

Moreover, if we replace all definitions (i.e., of T.(X,Y) and €™ °"(C)) with the corresponding
ones where the protocols are not allowed to use private random bits, then the CR capacity at
communication C simply becomes:

mUaX{I(U;X):I(U;X)—I(U;Y)SC}, (4)

where the maximum is over the same random variables U as before.

The expression given in (4) deserves some additional discussion. Notice that a random variable
U € U with |U| finite and that satisfies the Markov condition U — X — Y may be interpreted as a
one-round private coin randomized protocol between Alice and Bob whose message (sent by Alice)
is simply given by II; = U (which can be viewed as a string in {0, 1}/°8I1); see Proposition 2.1.
We make two observations about the quantities involving mutual information in (4):

8The term “single-letter characterization” is used relatively loosely in the information theory literature. Following
[CKS81], for any k € N and a closed subset S C R¥, we call a characterization of S a single-letter characterization if it
implies, for any 7 > 0, the existence of an algorithm that decides whether a point = € R” is of Euclidean distance at
most 7 to S. Moreover, this algorithm must run in time at most T's(n), for some function T's : Ry — N. For instance,
for the characterization given in Theorem 3.1, the set S is given by 71(X,Y’), and the algorithm iterates through all
possible conditional distributions of U|X where U is supported on some set U of size || < |X|, with a sufficiently
small granularity (depending on 7). Correctness follows by the continuity of the Shannon entropy.
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1. As I(U;Y|X) = 0 by the Markov condition, the quantity being maximized in (4), namely
I(U; X), is equal to I(U; XY).

2. AsI(U; X)—1(U;Y) = I(U; X|Y), the constrained quantity in (4), namely I(U; X)—I1(U;Y)
is equal to I(U; X|Y) + I(U;Y|X).

These two quantities, namely I(U; XY) and I(U; X|Y) + I(U;Y|X), have independently found
many applications in the computer science community [BBCR13, BR11, BRWY13, BGPW13,
Bral2], where they are referred to as the external information cost and internal information cost,
respectively, of the protocol induced by I1; = U. More generally, the external information cost of
a (multiple-round) protocol II describes how much information II reveals about the inputs X, Y to
an external observer who only sees the transcript of the protocol, while the internal information
cost describes how much information Alice and Bob reveal to each other about their own inputs:

Definition 3.3 (External and internal information costs). Given any communication protocol II
with a maximum of r rounds, public randomness Rpyp, and a distribution (X,Y) ~ p of inputs,
the external information cost ICZXt(H) is given by:

ICE(IT) = I(IT", Rpws; X, Y).

If II does not use public randomness, then ICZXt(H) =1(II"; X,Y).
The internal information cost ICift(H) is given by

ICIM(TD) = I(IT", Rpwy; X|Y) + I(II", Rpup; Y| X).
If II does not use public randomness, then ICE“(H) =I(II"; X|Y) + I(II"; Y| X).

The original motivation behind the introduction of internal and external information costs in
the computer science community was to understand the possibility of proving direct sum results for
communication complexity [CSWYO01, JRS03, HIMRO07, BBCR13]. Such a direct sum result would
state that the communication complexity of computing N independent copies of a function (i.e.,
with N independent pairs of inputs (Xj,Y;)) is roughly N times the communication complexity of
computing a single copy of the function. This problem was initially considered in [KRW95], where a
direct sum result for deterministic communication complexity was conjectured for a certain relation,
and it was shown that a proof of this conjecture would imply P € NC!. A (weak) direct sum result
was shown for the deterministic communication complexity of computing functions [FNKN95],
where it was proven that if the deterministic communication complexity of computing f is C, then
the deterministic communication complexity of computing n copies of f is Q(v/Cn). For the case
of randomized and distributional communication complexity, it is known that no tight direct sum
theorem (i.e., one that states that the complexity of computing n copies of any function f, each
correctly with probability 2/3, is 2(Cn)) holds [GKR14, GKR16, RS18], but the possibility of a
weak direct sum result still remains open [BGKRI18].

In light of the connection with direct sum results, the fact that internal and external information
costs appear in characterizations for amortized CRG and SKG is not too surprising. In particular,
the amortized CRG and SKG problems can be viewed as the task of solving N independent instances
of CRG or SKG from a source p, with an additional requirement that each of Alice’s N output
strings must agree with each of Bob’s IV output strings simultaneously with high probability. In
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fact, the proof of our Theorem 5.1 will involve many of the same tools that have been used to prove
direct sum results for certain subclasses of functions [BR11].

Returning to our discussion of Theorem 3.1, which motivated our introduction of internal
and external information complexities, we now work towards a statement of a generalization of
it to the case of r-round protocols. It is useful to first consider the possible values for the pairs
(ICglt(H), ICS(I1)), for a given source y, as IT ranges over all r-round protocols:

Definition 3.4. For a source (X,Y) ~ p, denote by 7,4(X,Y) the set of pairs (C, L) for which
there exists an r-tuple (Iy,...,II,) of random variables taking values in finite sets, satisfying the
Markov conditions,

I, - X' —v, teO” X-YO'-1I, te&, (5)

such that, letting IT = (IIy, ..., II,) denote the protocol induced by the random variables IIy, ..., II,,
IC*(IT) < C and IC§F*(IT) > L. (See Proposition 2.1.)

Lemma 3.2. T,4(X,Y) is closed.

Proof. By the support lemma [CK81, Lemma 15.4], we can restrict our attention to protocols
IT = (IIy, ..., II,) such that IT;, 1 <t < r, falls in a finite set of size U; at most |X||)] H§7:11 Uy | +1.
For each odd t, the space of all possible TI; is the |X| - ][4, [Uy|-fold product of all probability
distributions on U; (as II; specifies a probability distribution on U; for each possible value of
XTI*~1), which is compact, and in fact homeomorphic to a closed ball in some R¥. We have an
analogous statement for even ¢, and therefore the space of all possible II is compact. Since the
functions II +— ICElt(H) and II — ICS*(IT) are continuous, it follows that the set of all possible
(ICE“;(H),ICZ’“(H)) S Rzzm over all r-round protocols II, is compact (and in particular closed).

Thus 7,4(X,Y) is closed as well. O

The reason for the similarity of notation between 7,4(X,Y) and 7,(X,Y) is as follows: recall
(Definition 2.1) that 7,(X,Y) is the set of pairs (C, L) which are r-achievable by a protocol with
private randomness. It turns out (Theorem 3.4) that 7,4(X,Y") is the set of pairs (C, L) which are
r-achievable by a protocol with no randomness, i.e., a deterministic protocol.

Recall the definition of the minimum r-round interaction for achieving the maximum key rate
(r-round MIMK; Definition 2.8). The following theorem provides a single letter characterization of
the r-round MIMK in terms of 7,9(X,Y).

Theorem 3.3 ([Tyal3], Theorem 4). Suppose we are given a source (X,Y) ~ u. Then for r € N,
C € R4, the minimum interaction for maximum key rate is

JT(X;Y):inf{L—I(X;Y) : (L—I(X;Y),L)eﬁd(x;y)}. (6)

Theorem 3.3 is proved by relating .%.(X;Y") to a generalization of Wyner’s common information
[Wyn75].

Notice that for all r, .Z.(X;Y) < H(X|Y), since the 1-round protocol II in which Alice sends
her input X = II; satisfies IC™(IT) = I(X; X|Y) = H(X|Y) and IC™*(TI) = I(X; XY) = H(X),
and thus IC™Y(TT) — IC™Y(IT) = I(X;Y). Tt follows similarly that for » > 2, Z.(X;Y) <
min{H(X|Y),H(Y|X)}.

Using Theorem 3.3, we come to the desired generalization of the single-letter characterization
of Theorem 3.1 to multi-round protocols. It is stated most precisely in [STW19], but similar results
are shown in [LCV17, GJ18, Liul6, Ye05, GA10a, GA10b).
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Theorem 3.4 ([STW19], Theorem II1.2). We have:

(1) For a source (X,Y) ~ p, the r-round CR capacity is given by
L . O< Z.(X)Y
(gra,m—c'r(c) _ Sup(.C’,L)ETTd(X,Y){ } ' = ( ' ) (7)
I(X;Y)+C L 0> S (XY,

(2) The region T,4(X,Y) C T.(X,Y) is exactly the set of tuples (C,L) that are achievable by
deterministic protocols I1.

(3) 627H(C) = () = .

Remark 3.5. We briefly explain how Theorem 3.4 does in fact provide a single-letter character-
ization for 7.(X,Y) = {(C,L) : C > 0,L < € °*(C)}, and thus for S,(X,Y). It follows from
the support lemma [CK81, Lemma 15.4] that the protocols II = (II,...,II,) in the definition
of 7;d(X ,Y') can be restricted to the class of protocols where II;, 1 < ¢ < r, falls in a finite set
of size U; at most |X||)| Hi,_:l 1 [Uy| + 1. Then by iterating through all possible distributions of
LTI X, for t € O, and I|TITE-1Y ), for ¢ € €7, at a sufficiently small granularity, we can approx-
imate sup (o, ryeTd( X’y){L} to any given precision. By Theorem 3.3, similar considerations apply
regarding the computation of .#,.(X;Y) (which is expressed in (6) entirely in terms of 7,4(X,Y)).

When C < Z,.(X;Y), €2 °°(C) may equivalently be written as:

sup {ICZXt (I1)},
M=(I1y,...,IT,):ICI* (M) <C

where in the supremum II = (IIy, ..., II,) represents any r-round private-coin protocol.

Let €2°*(C) be the right-hand side of (7), so that part (1) of Theorem 3.4 states that
Eamer(C) = €2°T(C). The proof of part (1) of the theorem consists of two parts: first, the
proof of achievability, namely that €2 °*(C') > €2 °*(C), which states that for each pair (C, L)
with L < %’Z?m'cr(C), there is some r-round protocol achieving the rate (C, L). Second, one must
prove the converse direction, that €2 °*(C) < €2 °*(C), which states that for each pair (C, L)
with L > ‘5}""“(0), there is no r-round protocol achieving the rate (C, L). We prove the converse
direction in Section 3.4; notice that this is the only direction needed to establish Corollary 3.5
below, which is in turn the only consequence of Theorem 3.4 we use in the proofs of our results.
The proof of achievability uses the likelihood encoder of Song et al. [SCP16] and can be found in
[LCV17] (The proof of achievability in the special case for 1-round communication, Theorem 3.1,
can also proceed by using standard machinery of jointly typical sequences [CT12, AC98].)

We remark that part (1) of Theorem 3.4 has the following immediate consequence:

Corollary 3.5. For each tuple (C,L) € T,(X,Y) with L < I(X;Y'), there is some protocol I1 =
(I, ..., I0,) such that IC*(IT) < C and ICSX(IT) > L.

Proof. First suppose that C < .Z,.(X;Y). Then the existence of the r-round protocol II follows
from (7) and Definition 3.4.

Next suppose C > .Z,.(X;Y). Notice that (Z.(X;Y),I(X;Y)) € T-(X,Y), since €2 " (S (X;Y)) =
I(X;Y) + Z.(X;Y). Therefore, the case C < .Z.(X;Y) gives that there is an r-round protocol II
such that ICif’t(H) < Z(X;Y) < Cand ICSY(IT) > I(X;Y) > L, as desired. O
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3.3 Strong Data Processing Constant, Hypercontractivity

In this section we discuss some connections between properties of the rate regions 7,(X,Y), S, (X,Y),
such as the r-round CBIB and KBIB (Definitions 2.5 and 2.6), and other quantities considered in
probability and information theory. The results discussed in this section give an alternate interpre-
tation to some of our main results, but are not used directly in our proofs, so this section can be
skipped.

3.3.1 1-round protocols

We begin with the one-round case, r = 1. The strong data processing constant, s;(X,Y’), plays a
key role in many of these connections; it is defined as follows:
1(U;Y)
sHX,Y):= sup 2, 8
iXY) vu-x-vy I(U; X) ®)
where the supremum is over all random variables U such that the given Markov condition holds.
Notice that by the data processing inequality, s7(X,Y) < 1; thus, sj(X,Y) can be viewed as
determining “how much stronger” the data processing inequality can be made for Markov chains
U — X —Y, where the distribution of (X,Y) is fixed.
By comparing with Theorems 2.3 and 3.4, it follows easily that

T T (XYY 41 DE(X,Y)

Thus determining s7(X,Y") is equivalent to determining the 1-round CBIB and KBIB for the source
(X YY) ~p

In turn, Ahlswede and Gécs [AGT76] showed a characterization of the strong data processing con-
stant (SDPC) s7(X,Y) in terms of hypercontractivity properties of the Markov operator associated
to the source (X,Y) ~ u. We first define the Markov operator: if % (X),.#(Y) denote the real-
valued functions defined on X and Y, respectively”, then the Markov operator T}, : Z () — .Z(X)
is defined by:

(Thg)(x) = Eu[g(Y)|X = z].

We now define the hypercontractivity ribbon associated with the Markov operator 7T),.

Definition 3.6 (Hypercontractivity ribbon). Fix a distribution (X,Y) ~ . For p > 1, define
x,y (p) = nf{q: [Tug(X)[, < l9(Y)lls¥g € F(V)}.

(Recall that for a random variable Z, and p > 0, we define ||Z||, = (E[|Z|?])*/P.) Tt follows by
Jensen’s inequality that g% y-(p) < p, i.e., that |T,g9(X)ll, < [|g(Y)|lp for all p > 1. Then the
hypercontractivity ribbon is defined by {(¢,p) : g%y (p) < ¢ < p}.

The hypercontractivity ribbon, which is defined in a purely probabilistic manner, characterizes
the strong data processing constant, which is defined information theoretically:

Theorem 3.6 ([AG76, AGKN13]). The following assertions hold for p > 1:

9Here recall that we take X, ) to be finite sets, which is the setting considered in [AGT6].
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2. $1(X,Y) = limy-yo Bx @

Q;(Yy(p)_l

p—1

The above characterization states that the SDPC s7(X,Y") is given by the limit of the lower
chordal slope of the hypercontractivity ribbon (i.e., of the slope of the line connecting (1,1) and
(p, @y (P)), as p — 0).

It is also known [AGT6] that for all p, @1 > 52 (% V), which implies that min{s;(X,Y), s{(Y, X)} >

p2 (X,Y); moreover, equality does not always hold.

3. s1(Y, X) = limp),

3.3.2 Multi-round protocols; concave envelopes

Next we turn to the case of protocols with an arbitrary number r of rounds, which is of greater
interest in interpreting our results. First we note that the notion of SDPC generalizes: the r-round
strong data processing constant (SDPC) is defined as

rFXY) -1 Dieor Ty YY) + 37 o I(ITy; X|TT)

- = sup : — : —.
IF=(X,Y) IT satisfying (5) 2cor I XTI1) 435 e T Y TT)

s (X,Y) =

We have written out the entire expression for s(X,Y’) to emphasize the similarity with the defini-
tion of s7(X,Y’) given in (8).

There does not seem to be a generalization of the hypercontractivity ribbon that allows an
anlogue of Theorem 3.6 to r-round protocols, but there is an alternate characterization of the r-
round SDPC in terms of convex geometry due to Liu et al [LCV17]. To simplify notation in this
section, for a distribution x on a finite set X, we write u(z) = Px~,[X = «|. Now, for distributions
v, 4, on a finite set X', v is absolutely continuous with respect to p if there is a bounded function
f X — R such that v(z) = f(z)u(z) (ie., p(xr) = 0 implies v(z) = 0). The following definition
generalizes this notion of absolute continuity to the case of distributions over a product of sets

Sx ).

Definition 3.7 (X, Y, XY-absolute continuity [LCV17]). Consider distributions p, v defined on
X x Y. We say that v is X-absolutely continuous with respect to u, denoted v <x u, if there is a
bounded function f such that for all (z,y) € X x Y, v(x,y) = f(z)u(z,y). Y-absolutely continuity
is defined similarly. Finally, v is XY -absolutely continuous with respect to u, denoted v <xy u, if
there are bounded functions f, g such that v(x,y) = f(x)g(y)u(z,y).

It is immediate that if v <xy u, then there is a distribution 8 such that v <x 6 <y pu.

Let D be a set of distributions on X x ). A function ¢ : D — R is X -concave if for all v1,15 € D,
a € [0,1] such that p:= av; + (1 — a)ve <x v; for i € {1,2}, o(u) > ao(v1) + (1 — a)o(rr). Y-
concavity and XY -concavity are defined similarly. Finally, the concave envelope of o is the “smallest
concave function ¢’ on D that dominates o”:

Definition 3.8 (Concave envelope, [LCV17]). For o : D — R as above, the X -concave envelope o’
of o, denoted ¢’ := envx(c), is the unique function ¢’ : D — R that is X-concave and such that
for all u € D, ¢’ : D — R that are X-concave, o(u) < o’(u) < ¢”(u). The Y-concave envelope and
XY -concave envelope are defined similarly.
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Let D denote the set of all distributions on X x Y, A € R, and define a functional wé : D — R,
by
wp (i) == AH(X,Y) — I(X;Y),

where (X,Y) ~ p. For r odd, let w} = envyw) |, and for r even, let w) = envy w)} ;. The

following theorem relates the value of the concave envelopes w;' evaluated at a source u, to the
achievable rate region 7,(X,Y):

Theorem 3.7 ([LCV17], Theorem 2). Fiz a source u. Then for allr > 1, A > 0,

wh(p) =AH(X,Y) - I(X;Y)+ sup  {L(1-X)—C},
(C,L)eT-(X,Y)

where (X,Y) ~ p.

Since €™ °*(C) is concave and strictly increasing (Lemma 3.13), Theorem 3.7 implies that the
values of w)(i), A > 0, completely characterize 7,.(X,Y). (In particular, w)}(u) determines the
maximum Euclidean inner product of a tuple in 7,(X,Y) with (=1, (1 — X)), and the values of
these for 0 < A < 1 completely determine the curve C' — €2 °*(C'), which in turn completely
determines 7,(X,Y).)

Using straightforward manipulations, the following characterizations (Theorems 3.8 and 3.9)
of the r-round SDPC (which in turn determines the r-round CBIB and KBIB), and the r-round
MIMK follow from Theorems 3.7 and 3.4.

Theorem 3.8 ([LCV17]). For a source (X,Y) ~ p andr > 1, si(X,Y) is the infimum of all X > 0
such that w)(p) = w) (p).

It is casy to see that for all N > s*(X,Y), w) (1) = wi (1)
Theorem 3.9 ([LCV17], Theorem 8). For a source (X,Y) ~ p andr > 1,

A(XY) = HXIY) + HYIX) ~ lim 102 ().

Notice that Theorem 3.9 describes the r-round MIMK in terms of w} (1) when X is very small;
in contrast, Theorem 3.8 describes the r-round SDPC (and thus CBIB and KBIB) in terms of

w)(u) when X is large (in fact, as large as possible so that w(p) is not “trivial”, i.e., not equal to
(1) = AH(X,Y) — I(X;Y)).

In Section 5.3, we describe how the above theorems lead to an alternate interpretation of our
main results (i.e., an interpretation in terms of the concave envelopes w,),‘() as opposed to the

interpretation in terms of achievable rates for protocols that we have mostly focused on).

3.4 Proof of the Converse Direction of Theorem 3.4

Recall our definition of

(Kam—cr(c) - SuP(c,L)eTd(X,Y) L 0L jr‘(X; Y)
" | I(X;Y)+C L O > F(X;Y).

Then point (1) of Theorem 3.4 states that €2 *(C') = €2 °*(C'). Our goal in this section is to
establish the following:
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Theorem 3.10 (Converse direction of Theorem 3.4). €2""(C) < €*<"(C).

Theorem 3.10 essentially states that any (private-coin) protocol II for CRG can be converted
into a (private-coin) protocol whose internal and external information costs are related to the
communication and common randomness rates of II in a particular way. We prove Theorem 3.10
by first establishing such a statement for deterministic protocols in Lemma 3.11 and Lemma 3.12
below. We will then use certain properties of CK;?’"‘"(C) to “upgrade” this statement to apply to
randomized protocols.

Lemma 3.11. Suppose (X,Y) ~ p for some source p, and that the tuple (C, L), for C,L € Ry is
achievable by an r-round deterministic protocol (in the sense of Definition 2.1; that is, all properties
of Definition 2.1 hold verbatim, except I1 is not allowed to use private random coins). Then for
any L' < L,C" > C, there is some Ny such that for all N > Ny, there is an r-round deterministic
protocol TI' with inputs (XN, YN) ~ u®N such that

(1) ICSEN (1) > I/N.
(2) ICHEN(IU) < C'N.

Proof. Choose C" with C' > C” > C and L” with I’ < L” < L. By Definition 2.1, there is
some Ny so that for each N > N, there is an r-round protocol II taking inputs from pu®V and
producing keys Ky, Kp in some set Ky with [Kn| > L'N so that CC(II) = >, |II;| < C”N and
A(KpyKg, KK) < ey for some

C'—C"-2/N L'—L —1/N
L/ ’ L// :

en < min{

(Here K € K denotes the random variable uniformly distributed on Ky.) By truncating the keys
we may assume without loss of generality that |Ky| < 22N, It follows from A(KyKp, KK) < ey
that P[K, # Kg| < ey. Moreover, using Lemma 6.4, we obtain

min{H (K,), H(Kg)} > log|Kn| — (h(en) + en - log |[Kn|) > (1 —en)L"N —1 > L'N, (9)

L'—L'—1/N
where we have used ey < #/

Now let IT' be the following protocol:
1. Alice and Bob first simulate II, i.e., they exchange the messages II4,...,IL,.

2. Then the last person to speak in II outputs their key (i.e., if it is Alice, then she outputs K,
and if it is Bob then he outputs K3).

Suppose for simplicity that r is odd, so that Alice is the last person to speak in II (the case r even
is nearly identical). Then since II is deterministic, Kj,II" is a deterministic function of X,Y, so
H(K,,1I"|X,Y) = 0. Noting the transcript of II" is given by (Ily,...,IL._1, (IL,, K3)), it follows
that

IC™YIT) = I(Ky, 1" X, Y) = H(Ky,1I") — H(K,,1I"|X,Y) > H(K,,1I") > H(K,) > L'N,

where the last inequality uses (9).
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To upper bound IC™(IT'), notice that

ICTEN () = (0", Ky XV[Y™N) + 10107, Ky YV XY
T XN YY) + 1K XV, vy + vV | xY)
ICE (1) + T(Kp; X V[T, YY)

< CCO(In) + H(K, ", YN)

< CO'"N+en[L'NT+1

< C'N,
where we have used Fano’s inequality, the fact that P[K, # K3] < ey, and that K3 is a deterministic
function of II®, Y. Moreover, the last inequality uses ey < C_CLi,_wN

O]

The next lemma, which states that the internal and external information complexities tensorize
(i.e., they satisfy a direct sum property), was proved in [GJ18].

Lemma 3.12 ([GJ18], Lemma 14). Suppose that II is an r-round private-coin protocol with inputs
(XN, YN) ~ v®N | Then there is an r-round private-coin protocol II' with only private randomness,
inputs (X,Y) ~ v, such that:

(1) ICXE, (IT) = N - ICI(IT).
(2) ICZE (IT) < N - ICSH(IT).

We only sketch the proof of Lemma 3.12, so as to explain how the protocol II’ is constructed,
and defer to [GJ18] for a full proof.

Proof sketch. We note the following properties of II = (I, ..., IL,):

(1) By the definition of a communication protocol, for every t € O, I(YN;II,|XNII*™1) =
I(XN: T | YVIT) = 0.

(2) For all j € [N] and ¢t € O", I(Y;IL|X7YY TI'"Y) = I(Xj; T |X77'YNITY) = 0, which
follows by considering the graphical model corresponding to the distribution »®" and the
protocol II and noting that the nodes Y; and II; (X; and II;4q, resp.) are D-separated by

the conditioning set Xij]_VHHt_1 (Xj_leNHt, resp.).

Now the protocol 1" works as follows: first Alice uses private randomness to generate J € [N]
uniformly at random, as well as X/~ YJ]YH (uniform in their respective domains), and sends them
to Bob. (This is equivalent to using public randomness to generate .J, X’ *I,Yf\il.) Alice and
Bob then use their private randomness to generate X f}f ' and Y/~ conditioned on J, X7~ Yﬁl,
respectively.

Alice and Bob then simulate IT using the inputs as generated above. In particular, the dis-
tribution of the (simulated) messages (IIy,...,IIy) under II' when (X,Y) ~ v is identical to the
distribution of the messages (Ily,...,IIy) under IT when (X,Y) ~ v®". This follows since each
pair (X;,Y;) (1 <j < N) is distributed according to v, and all of the pairs (X;,Y;) are distributed
independently.

It was shown in [GJ18] using properties (1) and (2) above that IC" (IT) = N - ICI*(II) and
N - ICg*(IT') > IC%Yy (IT), which verifies properties (1) and (2) in the lemma. O
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Lemmas 3.11 and 3.12 are sufficient to prove the converse direction of Theorem 3.4 for deter-
ministic protocols. In particular, they establish the direction of point (2) of Theorem 3.4 stating
that any tuple (C, L) € T,(X,Y) achievable by a deterministic protocol in fact lies in 7,9(X,Y).
To prove the converse direction for randomized protocols (i.e., Theorem 3.10), we first need to
establish some properties of €2 °*(C) in Lemma 3.13 below.

Lemma 3.13. For each fized r € N, (5;?’"'”(-) is a nondecreasing concave function on R>qg. In

particular, it is continuous, and d%#gw) >1 for all C'> 0.

Proof. First we suppose ¢! < C' < .#,(X;Y). That €2 °*(C) is non-decreasing for C' in this range
is immediate from the definition. To show concavity, we use a simple time-sharing argument. In
particular, pick any L < €2 °*(C) and L' < € °*(C"), and suppose some r-round protocol II =
(ITy, ..., II,) has ICS () > L, ICE“(H) < C, and that some r-round protocol II' = (I}, ... ,II})
has ICSF(IT') > L’ and ICElt(H’ ) < C'. For any 0 < ¢ < 1, construct a protocol II” in which Alice,
using her private randomness, generates a bit B which is 1 with probability §, and sends it to Bob
as part of the first message. If B = 0, Alice and Bob run the protocol IT’, and if B = 1, then Alice
and Bob run the protocol II. Formally, we write:

(B,II;) : i=1,B=1

— (B,II}) : i=1,B=0
! I, : i>1,B=1
I, : i>1,B=0.

Then by linearity of expectation,
IMGX|)Y)=I1(B; X|Y)+I(0; X|YB)=I(11{; X|YB) =6 - I(I1; X|Y) + (1 = 9) - I[(IT}; X|Y).

and

I XY)=1(B; XY)+ II]; XY|B) =6 - I(II1; XY) + (1 —6) - I(I[}; XY).
It follows in an even simpler manner that for all 7,
I XY (7)) = 6+ I(I; XY I + (1= 6) - I(IT; XY| (1)),
that for i € O",
T XY (Y1) = 6 T X|VTEY) 4 (1 6) - 1(IT; X[Y (I0) ),
and for i € £,
I Y (X ()71 = 6 (I Y XTI + (1= 6) - (I VX ().

Thus IC*(I") = § - 1CIM*(II) 4 (1 — 6) - ICIM(IT') and ICS*(I1”) = 6 - ICS*(IT) + (1 — ) - ICS™(IT).
In particular,

G (5C+(1-0)C") > €™ (SICT (TT)+(1—6)ICI (IT')) > SICE (IT)+(1—6)ICE (IT') > §L+(1-0) L,

and taking L — 4.2°°%(C) and L' — €2 (C") gives €% (3C + (1 — 6)C") > & - €25°°F(C) +
(1 —9)- €™ <x(C"), establishing that €2 °*(-) is convex on [0, .7.(X;Y)].
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To copmlete the proof of the lemma it suffices to show that (1) €2 °*(7.(X;Y)) = .Z(X;Y)+
I(X;Y), and (2) that the left-sided derivative of €2 °*(C) at C' = .%,(X;Y) with respect to C
is at least 1. For the first statement, by Lemma 3.2 and the definition of .#.(X;Y’), we have that
(I (X;Y)+ I(X;Y), 7.(X :Y)) € TYX,Y), so we must have €2 °*(.7,(X;Y)) > Z.(X;Y) +
I(X;Y). To see that €2 °*(.%.(X;Y)) < .%(X;Y) + I(X;Y), we note that for any protocol II,
ICSH(IT) < ICi;t(H) + I(X;Y) by the data processing inequality.

For the second statement, consider any C' < .%.(X;Y), which implies that €2 °*(C) < C +
I(X;Y). Let IT = (IIy, ..., II,) be any protocol with ICg‘t(H) = C and L := IC*(IT) arbitrarily
close to €2 °*(C'). For any 0 < § < 1, consider the protocol II' in which Alice uses private
randomness to generate a bit B € {0, 1} that is 1 with probability § and otherwise 0 and sends it to
Bob. Then, if B = 1, Alice sends Bob X and the protocol terminates (for a total of 1 < r rounds),
and if B =0, Alice and Bob simulate II. In a similar manner as above, it is easy to see that

ICM(IT) = (1-6)C+6-H(X[Y)
ICTY(IT) = (1—0)L+6-H(X).

Since C' < £(X;Y) < H(X|Y), there is some ¢ € (0,1], which we denote by ¢’, such that
(1=08)C+5-H(X|Y) = #(X;Y). Then (1 — &)L +& - H(X) < €2(£,(X;Y)). Then the

secant line of the graph of " °*(-) between the points C' and .#.(X;Y") has slope at least

(1-0)L+0-H(X)—L  H(X)-L
1-0)C+o HX[Y)—C H(EX[Y)-C

> 1,

where the last inequality follows since I(X;Y) > L — C by assumption that C' < .#,.(X;Y). O

The case r = 1 of the next lemma was proven as part of the proof of Theorem 4.1 in [AC98]. It
is also stated without proof in [STW19].

Lemma 3.14. Suppose that v is a distribution with samples (XQa,YQp) ~ v, where Q4,Qp
are uniform and independent infinite strings of bits that are independent of (X,Y). Denote the
marginal distribution of (X,Y) by u. Suppose that 11 is an r-round private-coin protocol with
inputs (XQu,YQp) ~ v, and write I'™ = ICI(TI), [** = IC™Y(TT). Then there is a non-negative
real number « and a protocol I with inputs (X,Y) ~ p such that

ICTHIT) = I —a (10)
int _ int
ICMIr) = I —a. (11)

Proof. The protocol IT' proceeds as follows: given inputs (X,Y") ~ pu, Alice uses her private random-
ness to generate a uniform infinite string Q4 independent of X and Bob does the same to generate
a uniform infinite string Q. Then certainly the resulting pair (XQy, Y @p) are distributed accord-
ing to v. Then Alice and Bob simply run the protocol II. Notice that the joint distribution of
((TT")", (@4 X, @B, Y)) is identical to the joint distribution of (II", (Qx X, QgY)).

That II is a randomized (private-coin) protocol with inputs (X @4, Y Qg) means that the follow-
ing Markov conditions hold:

I, — QuXTII'" ! — QgY Vie O (12)
QnX — QeYII' ! — 11, Vie&". (13)
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It follows immediately from (12) and (13) and the fact that Qa, Qs, and (X,Y) are all inde-
pendent that the following Markov conditions also hold:

I; - X1t —vy Vie O (14)
X —ynet -1 Vie & (15)

It follows from (12) and (13) and the chain rule that

ICPUI) = Y I(; QuX QYT + > I(I; QuXQsY [T

i€eO" 1€ET
= I QXY + Y I(TL; QeY T, (16)
1eO" 1€ET

In a similar manner, it follows from (14) and (15) that

ICSH(ID) = > I XY + > I(I; Y[, (17)
eOr 1€ET

Thus, from (16) and (17),

ICS(IT) — ICSY(IT) = Y T Qa1 X) + > I(TL; Qg|IT 'Y, (18)

ieor €&

As for internal information cost, from (12) and (13) we have

ICP () = T(T; QaX [T — I(TL; QeY T 1) + Y (1L Qe Y [TT 1) — I(TT; Qu XTI 1),

i€eor i€Er

(19)

and from (14) and (15), we have

ICHY(IT) = ) Iy X[ — I(I YY) + ) I YY) — I(I; X[, (20)

1€Or 1€ET

Thus, from (19) and (20),

ICHY(IT) — ICIY(I) = ) I(IL; Qu[TI ' X) — I(IL; Qg[IT'Y)
1€eO"
+ ) (L Qe [TT1Y) — I(TL; QuIT ' X).
1€ET

Next we claim that for all i € O", I(I1;; Qg|YTI*"1) = 0 and for all i € €7, I(I1;; Q4| XTI~ 1) = 0.
For i € O, we have

Thus

I(I; Qs|Y, T 1) — I(T1; QY. 1T 1, X, Q)
H(Qe|Y,TI'™Y) — H(Qs|Y,IT') — H(Qs|Y,TI'™, X, Qu) + H(Qs|Y, 1", X, Q4)
1(Qg; X, Qa|Y, TIY) — I(Qp; X, Qa|Y, 1Y),

I(; Qe|Y, 11 = I(IL; Qs|Y, I, X, Qn) + 1(Qp; X, Qu|Y, II'™1) — I(Qp; X, Qa]Y, TI")(21)

pr— O’
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where the first term of (21) is 0 by (12), and the second and third terms are 0 since Qg L (X, Qa)
and by the monotinicity of correlation property of communication protocols (Proposition 2.2).

It follows in a similar manner that for i € £, I(TI; : Q4|YTI*"1) = 0. Therefore, we obtain from
(18) and (21) that

a = ICSU(IT) — ICS*(IT) = ICP(IT) — ICH(I) = Y~ I(T; QuII ' X) + > I(TI; Qs 'Y).
1€0r 1€ET

O
Now we may prove the converse direction of Theorem 3.4, i.e., Theorem 3.10.

Proof of Theorem 3.10. Fix a source (X,Y) ~ p and any C' > 0. By definition of € °*(.), for
any L < €2 °*(C'), we have that (C,L) € 7,(X,Y), i.e., there is a private-coin r-round protocol II
that achieves the rate (C,L). As in Lemma 3.14, we interpret II as a deterministic protocol with
respect to the tuple (X Ry, Y Rg) (and denote the corresponding joint distribution by v).

Then by Lemma 3.11, for any C' > C and L' < €2 °*(C), there is some N such that there
is an r-round protocol IT with inputs (XVRY, YV RY) ~ v®N such that ICi’SN(H) > L'N and
ICZ%N(H) < C'’N. Then by Lemma 3.12, there is an r-round private-coin protocol II’ for the

inputs (X Ry, Y Rg) ~ v such that ICI"(IT') < C” and IC®*(IT") > L'. Tt follows from Lemma 3.14
with Q) = Ry, Qp = Rp that there is an r-round private-coin protocol IT” for the inputs (X,Y) ~ pu
such that IC)*(II") < ¢’ — o and ICS*(I1”) > L' — o, for some o > 0.

By definition of 7,4(X,Y), it follows that (C'—a, L' —a) € T,4(X,Y); in particular, €2 °* (¢’ —
@) > L' — a. By Lemma 3.13, it follows that €2 °*(C") > L', or that for any L"” < L, (C", L") €
T4(X,Y). By taking ¢’ — C,L' — €2 °*(C), it follows by continuity of €2 °*(C) (Lemma
3.13) that €2 °*(C) > L. Since L < €2 °*(C) is arbitrary, we get €2 °*(C) > €2 °r(C), as
desired. O

4 Rounds-Communication Tradeoffs in Non-Amortized Setting

In this section, our main goal is to prove Theorems 4.1 and 4.2, which establish tradeoffs between
the communication cost and number of rounds of CRG and SKG prtocols from the source fi,, ¢
in the non-amortized setting. To see the difference between the theorems, we focus on CRG for
simplicity, and note that for constant r, the tuple (O(logn), £) is r-achievable from the source p, ,, ¢
(recall that this means that there is a protocol with communication O(logn) and which agrees on
common random strings of entropy ¢). Theorem 4.1 implies that if the protocol is only allowed to
use |[(r+1)/2] rounds, then in order to agree on common random strings of entropy ¢, the protocol
must communicate at least Q(min{¢, n}) bits total. Theorem 4.2 gives a tighter dependence on the
number of rounds, but a weaker dependence on communication: it implies that if the protocol is
allowed to use up to r rounds, then it must communicate at least Q(min{¢, /n}) bits to agree on
common randomness of entropy /.

Theorem 4.1 (Thms. 1.1 & 1.2 of [BGGS19]). For each r € N,e € [0,1), there exists n > 0,
B < 00, ng € N such that for any n > ng and any £ € N, there is a source fi,, ¢ such that, in the
non-amortized setting:
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1. The tuple ((r + 2)[logn],¢,0) is (r + 2)-achievable for SKG from p,n¢ (and thus ((r +
2)[logn],?) is (r + 2)-achievable for CRG).

2. Forany L € N and C' < min{nL—3,n/log® n}, the tuple (C, L, ) is not | (r41)/2]-achievable
for CRG (and thus the tuple (C, L,€,0) is not | (r + 1)/2]-achievable for SKG for all 6 > 0).

Theorem 4.2 (Tighter round dependence than Theorem 4.1). For each r € Nje € [0,1), there
exists 1 > 0, f < 0o, ng € N such that for any n > ng and any ¢ € N, there is a source iy, such
that, in the non-amortized setting:

1. The tuple ((r + 2)[logn],£,0) is (r + 2)-achievable for SKG from fin ¢ (and thus ((r +
2)[logn],¥) is r-achievable for CRG).

2. For any L € N, C < min{nL — B, /n/log’ n}, the tuple (C, L,€) is not r-achievable for CRG
from piyn ¢ (and thus for any 6 > 0, the tuple (C, L,€,0) is not r-achievable for SKG).
4.1 Pointer chasing source

Next we define the source p, ¢ referred to in Theorems 4.1 and 4.2; we refer to it as the pointer
chasing source due to its similarity to the distributions used in [NW93] to prove round hierarchy
results for the communication complexity of functional problems.

Definition 4.1 (The Pointer Chasing Source fi,, ¢, [BGGS19]). For positive integers r, n and
¢, the support of p = fip ¢ is (Sr[fm x {0,1}") x ([n] x S« {0,1}"). Denoting X =
(21, 23, ey ZQ[T/Q]—D Al, ce ,An) and Y = (I, 22, 24, ey E2\_7‘/2j7Blv ey Bn), a sample (X, Y) ~
1 is drawn as follows:

e [ €n]and ¥4,...,%, €S, are sampled uniformly and independently.

o Let J =%,(Z,—1(---Z1(L) ) € [n].

e Ay = By € {0,1}" is sampled uniformly and independently of I and %’s.

e For every k # J, Aj, € {0,1}¢ and By € {0, 1}¢ are sampled uniformly and independently.
See also Figure 2.

We use the following notation convention for samples (X,Y) ~ p, . We write Iy := I, and
for 1 <t <wr, I} :=%y(I;—1). Similarly, we write Jy:=J, and for 1 <t <r, J,_1 = E;I(Jt). Over
the distribution ., ¢, we thus have I; = J,_; for 0 <t < r with probability 1.

We establish the following basic property of the pointer chasing source f,.,, ¢ for future reference:

Lemma 4.3. When (X,Y) ~ pypne, I(X;Y) =L

Proof. Notice that H(X) = rlog(n!) + nf since ¥1,%3, ..., ¥a[,/21-1 are uniformly random in S,
and Ay, ..., A, are uniformly random in {0, 1}*. Moreover,
H(X|Y) = H(Zlaz&-"722(7"/21—171417"')1411,‘1/)
= H(Zl) s ZQ[T/Q-\—HY) + H(Alv B 7An|)/a Y, ZQ[r/ﬂ—l)
= rlog(n!) + (n — 1)L
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Figure 2: The pointer chasing source fi,,, ¢ of Definition 4.1

It is immediate from the definition of ., ¢ that part (1) (i.e., the upper bound) of both Theo-
rems 4.1 and 4.2 holds:

Lemma 4.4 (Upper bound for Theorems 4.1 & 4.2). For every r,n,{, the tuple ((r+2)[logn],¢,0)
is (r+2)-achievable for SKG (and thus ((r+2)[logn],¢) is (r+2)-achievable for CRG) from fi, ..

Proof. Consider the protocol in which Alice sends Bob an arbitrary bit in the first round, and in
round ¢t + 1, for 1 < ¢ < r, the next party to speak sends over I; = Xy(I;—1) € [n], which takes
log n bits. Then Alice outputs Aj, as her key and Bob outputs By, (which is equal to A;, with
probability 1 over y,. 5 ¢) as his key. By construction of y, , ¢, A7, = By, is independent of Iy, ..., I,
which is the transcript of the protocol. O

The main content of Theorems 4.1 and 4.2 is then in part (2) (i.e., the lower bound) of each; its
proof, for both theorems, proceeds via arguments about indistinguishbility of inputs to protocols,
which we now define:

Definition 4.2 ((r,C) protocols). For r,C € Ry, we say that a communication protocol II is an
(r,C) protocol if II has at most [r] rounds and communication cost at most |C|.

Definition 4.3 (Indistinguishability). Let 0 < e < 1. Two distributions p1, g on pairs (X,Y) are
e-distinguishable to a protocol IT if the distribution of the transcript II" when (X,Y") ~ p; has total
variation distance at most € from the distribution of II" when (X,Y") ~ uo.

Two distributions puq,ue are (e, C,r)-indistinguishable if they are e-indistinguishable to ev-
ery (r,C) protocol. The distributions u1, uo are (e, C,r)-distinguishable if they are not (e, C,r)-
indistinguishable. If IT is a protocol such that the total variation distance of the transcript between
inputs (X,Y) ~ p1 and inputs (X,Y) ~ ug is at least €, then we say that II distinguishes between
w1 and ps with advantage e.
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Proposition 4.5 reduces the problem of showing that certain tuples (C, L) are not achievable for
CRG from pi, 5, ¢ to that of showing indistinguishability of ji,, ¢ from the product of its marginals

(Nr,n,Z)X ® (HT,H,Z)Y'

Proposition 4.5 ([BGGS19], Propositions 3.3 & 3.4). There are positive constants n,& such that
the following holds. Suppose p,C,L € N and 0 < v < 1. Suppose that C < nL —3/2-logl/v —¢
and that the tuple (C,L,1 — ) is p-achievable for CRG from the source ji ., ¢. Then there is some
N € N such that prpn ne and (forn,Ne) x @ (frn,nNe)y are (7/10,C +&log 1/, p+1)-distinguishable.

Proof sketch. The crucial ingredient in the proof of Proposition 4.5 is the fact [CGMS17, Theorem
2.6] that there is a constant 7 > 0 such that for any p,L € N and € € [0,1), the tuple (nL —
3/2log(1/(1 — €)) — O(1), L,¢) is not p-achievable from any product source distribution, so in
particular from the source (trn¢)x ® (trne)y. Using the assumption in the proposition about
achievable tuples from i, ¢, Alice and Bob can distinguish i, ,, n¢ from the product of its marginals
by running the protocol for CRG from the source p,, ¢ and checking whether the resulting keys
agree and have high entropy (i.e., represent valid CRG). If so, then the parties decide that the
source is fu, n n¢, and if not, then the parties decide that the source is (g n ne)x @ (frn,ne)y. The
details (including the role of N) are unimportant and we refer the reader to [BGGS19] for a full
proof. O

Using Proposition 4.5, the proofs of Theorems 4.1 and 4.2, respectively, follow from Theorems
4.6 and 4.7 below:

Theorem 4.6 ([BGGS19|, Lemma 4.5). For every € > 0 and odd r there exists 3,ng such that
for every n > ng and ¢, the distributions 1 = ppne and px ® py are (e,(r + 3)/2,n/ log® n)-
indistinguishable.

Theorem 4.7. For every e > 0 and r € N there exists B,nqg such that for every n > ng and ¢, the
distributions j = fipne and px ® py are (e,7 + 1,y/n/ log? n)-indistinguishable.

We present the proof of Theorem 4.2 below; the proof of Theorem 4.1 is omitted since it is very
similar, and can be found in [BGGS19].

Proof of Theorem /.2. Recall that item (1) of Theorem 4.2 was shown in Lemma 4.4, so we only
have to prove item (2).

Fix e > 0 and r € N. Let &, 1 be the constants from Proposition 4.5. Also let 8y be the constant
B from Theorem 4.7 with (1 —€)/20 as the variational distance parameter. Also let 5 be a constant
such that 8 > max{fy, 3/2-log1/(1—€)+£} and v/n/log? n+&log1/(1—¢) < /n/log? n, which is
possible for sufficiently large n. Suppose for purpose of contradiction that for some L > 0, the tuple
(min{nL— B, v/n/log? n}, L, ) were r-achievable for CRG from p,.,, ;. Since 8 > 3/2log1/(1—e€)+&,
it follows from Proposition 4.5 that for some N € N, p,,on and (ftrpenv)x © (frnen)y are
((1 — €)/10, v/n/log? n, r + 1)-distinguishable. But this contradictions Theorem 4.7, which states
that (ftrn.en)x @ (trnen)y are ((1— €)/20, /n/log? n,r + 1)-indistinguishable. O

4.2 Proving indistinguishability of 1, ,,, and (ftrne)x @ (frne)y

Next we work towards the proofs of Theorems 4.6 and 4.7. The proofs proceed by eliminating each
of two possible strategies Alice and Bob can use to distinguish ji, , ¢ and (ptrp.0) x ® (fhrn,0)y: first,
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they can try to follow the chain of pointers, compute I, and check if A;. = By (which is true with
probability 1 under p,,, but only with probability 1/ 2¢ under (rme)x ® (forme)y). Computing
I, however, with fewer than r + 2 rounds requires communication §2(n) by standard results for the
pointer chasing problem [NW93]. Alternatively, Alice and Bob can ignore the chain of pointers and
try to determine if there is any i such that A; = B; (under the product distribution the probability
that such an i exists is at most n/2¢ < 1). Determining the existence of such an i is no easier
than solving the set disjointness problem [Raz92], which requires communcation 2(n), as we show
below. However, combining the pointer chasing and set disjointness lower bounds takes some care.
We begin by recalling the 2(n) lower bound on the communication complexity of disjointness:

Theorem 4.8 ([Raz92]). For every € > 0 there exists 6 > 0 such that for all n the following holds.
Let Disj¥ = DisjY (respectively, Disi™ = Disjy ) denote the uniform distribution on pairs (U, V)
with U,V C [n] and |U| = |V| = n/4 such that U NV| =1 (respectively, {UNV| =0). Then if
Alice gets U and Bob gets V as inputs, Disj¥ and Disi™ are (e, 6n, on)-indistinguishable to Alice
and Bob.

For Theorem 4.7 we will need the following corollary.

Corollary 4.9. For every € > 0 there exists § > 0 such that for all n the following holds. Let
Disjzﬂ/ﬁ (respectively, Disjgyﬁ) denote the uniform distribution on pairs (U, V) with U,V C [n]
and |U| = |V| = n/4 such that [UNV| = |/n| (respectively, [UNV|=0). Then if Alice gets U
and Bob gets V as inputs, Disj:’\/ﬁ and Disjiﬁ are (€,0~/n, d0+/n)-indistinguishable to Alice and
Bob.

Proof. A protocol II that distinguishes Disjzgyn and Disjggyn with communication C' may be con-
verted into a protocol IT" with communication C' that distinguishes Disjz and Disji\lI with advantage
e. In particular, the protocol II' proceeds as follows: given inputs (U, V), |[U| =n/4,|V| =n/4, Al-
ice and Bob construct an instance (U’, V'), that is distributed according to Disjzzjn if (U, V) ~ DisjY
and that is distributed according to DistQJL if (U, V) ~ Disjy. In particular, Alice and Bob first

construct sets (U, V) as follows: for each u € U C [n], Alice places the elements (u — 1)n + 5, for
1<j<n}in U, and Bob constructs V in an analogous fashion. Then, using public randomness,
they randomly permute the elements of U,V (according to the same permutation) to obtain sets
U, V'. Tt is clear that |U| = |[V| = |U'| = |V'| = n - |U| = n%/4. Moreover, if |[U N V| = 0, then
UNV|=|U'NnV'|=0,and if [UNV|=1, then |[U' N V| =n = vVn2.

By Theorem 4.8, for any € > 0, there is § > 0 such that the protocol IT" must have communication
at least on. Thus the protocol II must have communication at least dn = v/ §2n2.

It follows in a similar manner as the above argument that any protocol II distinguishing Disjz,jn

and Disj, | with n? < n/ < (n + 1)? with communication C' may be converted into a protocol I’

with communication C' that distinguishes Disjg and Disjg with advantage e. This completes the
proof of the corollary even for non-perfect squares n. O

Next we state the second main ingredient in the proof of Theorems 4.7 and 4.6, which is a
hardness result for a certain version of the pointer chasing problem. We call this problem the
pointer verification (PV) problem. The main difference with pointer chasing is that Alice and Bob
receive as inputs a final pointer Jy in addition to the initial pointer Iy, and the goal is to determine
if ¥, 0---%1(ly) = Jo. We define a distinguishability version of this problem below:
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Definition 4.4 ([BGGS19]). Let 7,n € N with r odd. Then the distributions D%, = Dy (r,n)
and DY, = DX (r,n) are both supported on ((Sr[f/ 2) x ([n]? x skr/ 2J), and are defined as follows:

e DX, is the uniform distribution on ((S,[r/ 2) x ([n]? x S,LLT/ZJ),

o (X, Y) ~ DEV’ with X = (21, 23, cey Zr), Y = (Io, Jo, 22, 24, cey Erfl) is sampled by let-
ting 31, %9,...,%, be independent and uniform over S,, letting Iy € [n] be uniform and
independent of the ¥, and setting Jy = ¥, o -+ 0 X1 (lp).

Notice that with (r+5)/2 rounds of communication, by communicating at most 1+ (r+1)[logn|
bits, Alice and Bob can distinguish between DX (r,n) and DX, (r,n) with advantage 1 — 1/n. In
particular, Alice sends Bob an arbitrary bit in the first round, Bob sends Iy, Jy in the second round,
Alice responds with I} = ¥1(Iy) and J; = 3,7 (Jy), Bob responds with I and .J, and so on. After
(r + 3)/2 rounds either Alice or Bob will know both I—1)/2 and J(,_1)/2, and this person sends
1 ¢41)/2(Ir=1)/2) = Jr—1)/2] (which is 1 with probability 1 under Dy and only with probability
1/n under DYy,) as the final bit. Therefore, PV with r permutations is easier than the standard
pointer chasing problem, which requires r rounds for a protocol with communication cost O(logn).

Theorem 4.10 states that if Alice and Bob are only allowed 1 fewer round, then they must
communicate exponentially more bits to distinguish Dg\, and Dg\,:

Theorem 4.10 ([BGGS19], Theorem 4.2). For every € > 0 and odd r there ezists 3,ng such for
every n > ng, DEy(r,n) and DNy (r,n) are (e, (r + 3)/2,n/ log? n)-indistinguishable.

Using Theorem 4.10 and Corollary 4.9, we now prove Theorem 4.7.

Proof of Theorem 4.7. We introduce a new distribution, which we denote by fi (or fi,, ¢ when we
want to emphasize dependence on r,n,f); i is a distribution supported on (S,ET/ 2 ({0,1}9)™ x
(‘S}Lf/2J x [n] x ({0,1}¥)™). We denote a sample from i by (X,Y), with

X = (217237 .. '722fr/2]—17A17 cee )An)a Y = (7:722724) .. "EQLT/2J7B17 ce. 7Bn)7
which is distributed as follows:

e [y € [n] and ¥4,...,%, € S, are sampled uniformly and independently. Let [, = ¥, 0---0
31 (1o)-

e Let P C [n] be a uniformly random subset of size |y/n], conditioned on the event that it
contains I,.

e For every j € P, A; = B; € {0,1} is sampled uniformly and independently of i, >’s, and P.

e For every j & P, Aj, B; € {0,1}F are sampled uniformly and independently (and indepen-
dently of all ¥’s, 7, and P).

Claim 4.11. For every € > 0, there exists 0 > 0 such that the distributions i, e and fi ., are
(e,0+/n, 8+/n)-indistinguishable.
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Proof of Claim 4.11. We show that any protocol II with CC(II) < C distinguishing p = p, ¢ and
ft. = flyne With advantage € can be converted into a protocol II" with CC(IT") < C' and which
distinguishes DlSl]m N and DlS!]nj N (as in Corollary 4.9) with advantage e.

The protocol II' proceeds as follows: suppose Alice and Bob are given sets U, V', respectively,
with U,V C [n]. Let m = (|/n] + 1)2. Using public randomness, Alice and Bob sample a random
injective function 7 : [n] — [m], and set U’ = {7(u) : u € U}, V' = {7(v) : v € V}. Let Jy € [m]
denote the sole index not in the image of 7. Using public randomness, Alice and Bob sample r
permutations X1, ..., %, € S, uniformly and independently, and let Iy = (3,0---om;)~*(Jy). They
also sample 3m strings A1, ..., A, B1,...,Bm,C1,...,Cn € {0, 1} uniformly and independently
using public randomness. Then for 1 < u < m, Alice sets:

A A, tuglU
“ C, :ucl,
and Bob sets:
B o B, :uglU
“ C, ueclU.
It is now clear that the tuple
(B1,2,..., 5, A A o ALY, (Do, 22, 8, .., 501, By, BS, ..., BL)) (22)

is distributed according to fiy ;¢ if (U, V) ~ Disjg N and is distributed according to fi, ., if
(U, V) ~ Disjz\/ﬁ. Now Alice and Bob run the protocol II with their inputs as in (22).

By Corollary 4.9, for each € > 0, there exists ¢ > 0 such that g, ,, ¢ and fi, ¢ arve (€,0y/n, 0y/n)-
indistinguishable. Using that \/m — \/n = O(1), the lemma statement follows. O

Next, notice that the two distributions (g n.¢) x ® (frne)y and (frpne) x @ (firne)y are identical.
Thus by Claim 4.11 and the triangle inequality for total variation distance, Theorem 4.7 will follow
from the following claim:

Claim 4.12. For every ¢ > 0 and r € N there exists 5,ng9 such that for every n > ng and ¢, the
distributions fi = fipne and fix ® fiy are (2¢,7 + 1,/n/log? n)-indistinguishable.

We next introduce a distribution p™d = uﬁ,n;Ldz, which is the same as fi, , ¢, except the distribu-

tion of the uniformly random subset P C [n] with |P| = [\/n] is not conditioned on the event that
it contains I, (i.e. it is drawn uniformly at random from the set of all \/n-element sets, independent
of Iy, %1,...,%,). Thus, with probability at least 1 — 1/y/n, I, € P under ™. Now Claim 4.12
follows directly from the triangle inequality and Claims 4.13 and 4.14 below.

Claim 4.13. For every € > 0 and r € N there exists ,n9 € Ry such that for all integers n > ng

mid

and ¢, the distributions fi, e and pi7°, are (e,r 4 1,/n/log” n)-indistinguishable.

Claim 4.14. For every ¢ > 0, there exists 6 > 0 such that umld and (firpe)x @ (frne)y are
(e,0+/n, 8+/n)-indistinguishable for all n € N.

Now we prove each of Claims 4.13 and 4.14 in turn.
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Proof of Claim 4.15. We first prove the statement of the claim for the case that n is a perfect
square. Fix r,n, ¢, and suppose that II is a p-round protocol (p € N) with communication at most
C that distinguishes between /i, ,,2 , from /Lf";%,e with advantage €. (Notice that we are replacing n
with n? in the notation.)

We now construct a protocol II" with the same number of rounds and communication as IT and
which distinguishes between D (2r —1,n) and DXy, (2r — 1,n) with advantage at least e. Suppose
Alice and Bob are given inputs X = (21,3, ...,39,—1) and Y = (I, Jo, 9, %4, ..., Yor_2), respec-
tively, which are distributed according to Dy, (2r —1,n) or D5y, (2r —1,n). Next, for 1 <t <r—1,
let X} =%y, and for r +2 <t < 2r, let X} = ¥;_;. Finally let X/ E’H € S, be uniformly random
conditioned on X7, oX] = X,.. Notice that each X}, 1 < ¢ < 2r may be computed by either Alice or
Bob. Next, interpret [n?] ~ [n] x [n], so that any pair 0,7 € S,, of permutations on [n] determines
a permutation on [n?], which we denote by ||, so that (o||7)((i, 7)) = (¢(i),7(j)). (Note that the
vast majority of permutations on [n?] cannot be obtained in this manner, however.) The protocol
IT' proceeds as follows:

1. Alice and Bob use their common randomness to generate uniformly random permutations
T0, Tl - - - Tr € Sy2 and uniformly random strings Ay,..., A2 ,,, B1,...,Bp2_,,C1,...,Cp €

{0,1}*.
2. Bob computes Iy := 7 ((Io, Jo)) € [n] x [n] ~ [n?].
3. For t = 1,3,...,2|(r + 1)/2], Alice computes 3 := 73 0 (X}]|(Zh,1_1) ") 0 7,24 € Spo.
4. For t =2,4,...,2|r/2], Bob computes 3 := 7; (SH(Shyp1_e) D) oY € Spe.
5. For 1 < i <mn, Alice and Bob set flﬂ,((m)) = ETT-((i,i)) =C;.

6. For the n? —n pairs (i, §) € [n] x [n] with i # j, Alice sets A(i,j) to be equal to one of the Ay,

1 < k < n? —n so that each A, is used once. Bob does the same with B(i,j) with respect to
the By.

7. Alice and Bob now run the protocol IT on the inputs X := (21, S, 22L(7‘+1)/2J VA, yA2)
and Y = ([0, 22, 24, - 22[7‘/2]731; e Bn2)

Certainly the communication cost and number of rounds of II’ are both the same as the communi-
cation cost and number of rounds, respectively, of II.

We will show that (1) if (X,Y) ~ Dgy(2r — 1,n), then (X,Y) ~ fi, 20, and (2) if (X,Y) ~
ng(27" - 17”)5 then (X, Y) ~ u;n;g o

We first prove (1). Suppose (X,Y) ~ DY (2r — 1,n). That is, X,Y are uniformly random
conditioned on 9,1 0 ---0X;(Iy) = Jo; therefore,

/ / /
1944255+ 2r7IO7JO

are uniformly random conditioned on X4, o--- o X (Iy) = Jo. For 0 <t < 2r,set I] =¥ 0%} ;o

-0 X (lo) (so that, in particular, I = Io). Then the distribution of X}, ..., %5, Iy, Jo may be
expressed equivalently as follows: X,Y are chosen as follows: X/,..., %) are first drawn uniformly
and independently form S, an index I] € [n] is chosen uniformly in [n] independent of ¥, ..., %) |
and then we set Jo = X5, 0---0 X! (I}) and Iy = (X}) "t oo (XL)H(I}).
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Notice that the set P := {7,.((3,1)) : i € [n]} is a uniformly random set of size n in [n?] ~ [n] x [n].
Next, note that if 7 is any distribution on 5,2 and 7 is distributed uniformly on S,2, then wo 7
is distributed uniformly on S,2. It follows from this fact $1,..., 3, are distributed uniformly and
independently in S,2, all independent of the set P = {7,((i,7)) : i € [n]}. Next, we have that

Spo-0Bi(ly) = mo(Bl[(Z) e onoortomo (X|(35,) ™) o5 o mo((fo, Jo))

= 7o (ZI(Z) 7 oo (EDII(X5,) ™) (o, Jo))
= 7((Z 00X (lo), (Zr) " o0 (85,) 7 (o))
= (1, 1)),

where we have used the fact that (X,Y) ~ Dy (2r — 1,n) in the last line. Recall from the

discussion above that I] is independent of X/,..., ¥,  70,..., 7, and therefore 7,.((I),1})) is a

~ n

uniformly random element of the set P = {7,.((i,7)) : ¢ € [n]}, independent of ¥i,...,%,, P.
Therefore, Ij is a uniformly random element of [2n], independent of P, $1,...,5,, conditioned on
the event 3, o --- 0 1 (Iy) € P. This establishes that (X,Y) ~ fir 2 ¢, finishing the proof of point
(1).

We next prove (2); suppose that (X,Y) ~ DX, (2r — 1,n). Then all of the random variables
¥ ,...,%,. € S,2, and Iy, Jy € [n] are uniform and independent on their respective domains.
Moreover, the set P := {7,.((i,4)) : i € [n]} is a uniformly random set of size n in [n?] ~ [n] x [n].
Thus $q,...,%, € S,2 are uniform and independent in 5,2, independent of P, and Iy € [n?] is
uniform, independent of P, 31, ..., 3,. This establishes that in this case (X , Y) ~ ,ufl;l% ¢

Thus the distribution of the transcript of I’ (excluding the additional public randomness used
by I in the simulation above) when run on D%, (respectively, DY) is the same as the distribution
of the transcript of II when run on fi, ,,2 , (respectively, uf};%ve). It then follows from Theorem 4.10
and the fact that ((2r — 1) 4+ 3)/2 = r 4 1 that for every € > 0, there exists §,no € Ry such that
for all £ € N and perfect squares n > ng, the distributions fi,,, , and uf‘rild[ are (e,r+1,v/n/log? n)-
indistinguishable. o

The case that n is not a perfect square follows immediately: in particular, given a sample
(X,Y) from either /i, ¢ or p™id et m denote the smallest perfect square greater than n. Notice

rn,l)
that by viewing [n] as a subset of [m] and using public randomness Alice and Bob can create a

sample (X', Y”) that is sampled from fi, ¢ if (X,Y) ~ fi,,, 0 and that is sampled from ,u,f}iz if
(X,Y) ~ uﬁ‘jﬁz with no communication. O

Next, Claim 4.14 follows as a simple corollary of Corollary 4.9.

Proof of Claim 4.14. The proof is similar to that of Claim 4.11. We reduce the task of distinguishing
u;‘?jf}f and (firne)x ® (firne)y to the task of distinguishing Disj;ﬁ and Disjgﬂ/ﬁ (See Corollary
4.9).

In particular, suppose Alice and Bob are given U, V' C [n]. Alice and Bob share common random
uniform strings Zi,...,Z, € {0,1}¢. Given U C [n], Alice sets A, = Z, for u € U and samples
A, € {0,1}* uniformly and independently for all u € [n]\U. Similarly, for V' C [n], Bob sets
B, = Z, for v € V, and samples B, € {0, 1} uniformly and independently for all v € [n]\V. Alice
also samples X1, Y3, ..., %, € S, uniformly and independently and Bob samples Yo, 34,...,X,_1 €
Sp, I,J € [n] uniformly and independently. Letting X = (X1,33,...,%,,A1,...,4,) and ¥ =
(I,J,%9,%4,...,%_1,B1,...,By), it is easy to see that (X,Y) ~ p™d, if (U, V) ~ Disjzy\/ﬁ and

rn,l
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that (X,Y) ~ (firne) x@(fir )y if (U, V) ~ Disjlrj\/ﬁ. It follows from Corollary 4.9 that for any € >
0 there exists § > 0 such that x™4, and (ftrme)x @ (firne)y are (€,0+/n,dy/n)-indistinguishble. [

r,n,l

We have now verified Claims 4.13, 4.14, which establishes Claim 4.12, which completes the proof
of Theorem 4.7. 0

The proof of Theorem 4.6 is similar to that of Theorem 4.7. The two main ingredeints are
(1) the standard 2(n) lower bound for disjointness, Theorem 4.7, and (2) Theorem 4.10 on the
hardness of pointer verification. We omit the details, which can be found in [BGGS19].

4.3 Proof of Theorem 4.10

In this section we prove Theorem 4.10. The exposition nearly exactly follows that of Sections 5.2
— 5.5 of the author’s paper [BGGS19].

In this section we state Lemma 4.15 which is a slight reformulation of Theorem 4.10 and then
show how Theorem 4.10 follows from Lemma 4.15. The remaining subsections will then be devoted
to the proof of Lemma 4.15.

We first introduce some additional notation for the pointer verification problem. For s < t, let
¥t =305 j0---Ssand (8715 =¥ o 0%, 1. Also recall from before that I := X5(Iy), Js :=
(S7Hr=s+1(Jy). Then over the distribution DY, J, = Iy and I, = Jy with probability 1. We also
write 3y = (X1, 23,...,%,) and Xp = (39, X4, ..., %,_1). Recall that Alice holds the permutations
>, while Bob holds the permutations >g. For technical reasons, in this section, we consider protocols
that get inputs sampled from a single “mixed” distribution, Dllyl\i,x = %(ng + ng) and outputs
a bit (last bit of the transcript) that aims to guess whether the input is a YES input to Pointer
Verification (37 (o) = Jo) or a NO input (X7(Ip) # Jo). The success of a protocol is the probability
with which this bit is guessed correctly. These terms are formally defined below.

Definition 4.5. For any odd integer r and any integer n, the distribution DII;/[{,X = Dy\i,x(r, n) is

supported on (S,Er/ 21) x ([n]? x sk 2J), and is defined by drawing DXy (r,n) with probability 1/2
and drawing Dy, (r,n) with probability 1/2.

A protocol II is said to achieve success on a pair of inputs drawn from Dy\i}‘ if the last bit of
the transcript of II, which we take as the output bit, is 1 if and only if 37 (lp) = Jo.

In Lemma 4.15 we show that Alice and Bob cannot achieve success with probability significantly
greater than 1/2 when their inputs are drawn from Dy\i}‘. Theorem 4.10 follows fairly easily from

Lemma 4.15.

Lemma 4.15. For every € > 0 and every odd r, there exists 5,ng such that for every n > ng the
following holds: Bvery ((r +3)/2,n/log?(n)) protocol on DMX achieves success with probability at
most 1/2 + €.

We defer the proof of Lemma 4.15 but first show how Theorem 4.10 follows from it.

Proof of Theorem 4.10. Lemma 4.15 gives that there exists 3,n¢ such that for every n > ng, no
((r 4 3)/2,n/1og?(n)) protocol II on DI¥(r,n) achieves success with probability greater than
1/2 4 ¢/4. Suppose for the purpose of contradiction that there were an ((r + 3)/2,n/log?(n) — 1)
protocol that e-distinguishes DY, (r, n) and DXy, (r,n). Then by the definition of e-distinguishability,
by modifying this protocol to output an extra bit (which we interpret as the output bit), we get
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n ((r + 3)/2,n/log?(n)) protocol II’ which outputs 1 with probability py when the inputs are
drawn from ng(r, n) and which outputs 1 with probability py when the inputs are drawn from
DYy (r,n), where py > py + €. Therefore, IT' has probability of success of at least 1/2 + ¢/2 when
the inputs are drawn from DMX(r,n), which contradicts Lemma 4.15.

O

4.4 Proof of Lemma 4.15: Setting up the Induction

Our approach to the proof of Lemma 4.15 is based on the “round-elimination” approach of [NW93].
Roughly, given inputs drawn from Dllﬁ/[\i,x(r n), the approach here is to show that after a single
message II = II(X,) from Alice to Bob, Alice and Bob are still left with essentially a problem
from DMX(r —2,n) (with their roles reversed) Note that the distribution of (2o, ..., 3,_1; 11, J1),
where I) = ¥1(Ip) and J; = X.1(Jp), is exactly D¥(r — 2,n) (with the roles of Alice and Bob
switched). The crux of the [NW93] approach is to show that this roughly remains the case even
when conditioned on the message II = II(X,) sent in the first round. If implemented correctly,
this would lead to an inductive strategy for proving the lower bound, with the induction asserting
that an additional (r — 2)/2 rounds of communication do not lead to non-trivially high success
probability. Of course the distributions of the inputs after conditioning on m are not exactly
the same as DMX(r — 2,n). Bob can definitely learn a lot of information about Alice’s input ¥,
from M. So the inductive hypothesis needs to deal with distributions that retain some of the
features of DMX(r,n) while allowing Alice and Bob to have a fair amount of information about
each others inputs. In Definition 4.6 we present the exact class of distributions with which we
work. While most of the properties are similar to those used in [NW93] the exact definition is not
immediate since we need to ensure that the bit “Is X{(Ip) = Jo” is not determinable even after a
few rounds of communication. (In our definition, Item 3 in particular is the non-trivial ingredient.)
In Lemma 4.17 we then show that this definition supports induction on the number of rounds of
communication. Finally in Lemma 4.18 we show that the base-case of the induction with r = 1
does not achieve non-trivial success probability. The proofs of Lemma 4.18 and Lemma 4.17 are
deferred to Subsection 4.5 and Subsection 4.6 respectively. We conclude the current section with a
proof of Lemma 4.15 assuming these two lemmas.

We start with our definition of the class of “noisy” distributions, containing DIF\Q,X. In particular,
for n,r,§, C satisfying 0 < § < 1 and 0 < C < n, we define the class of distributions D%A\ifx(r, n,o,C)
in Definition 4.6 below.

Definition 4.6. The set of noisy distributions, denoted DMIX(T, n,d,C'), consists of those distribu-

[r/2 1)

tions D supported on ((Sy x ([n]? x SW J), satisfying the following properties. If we denote a

sample from D as (Ip, Jo, X1, ..., 5y), then
1. (a) H(Ip|%1,...,%) > log(n) —
(b) H(Jo|%4,...,%5r) > log(n) —

2. H(%q,...,%;) >rlog(n!) — C.

3. (a) H(H[EE(I(]) = J()”I(],Zl,...,z,«) Z 1-46.
(b) H(1[Z(Io) = Jo]|Jo, E1,. .., 50) > 1 — 6.

4. (a) H(J0|I()7 217 R E'I‘) 21{([0) # JU) > log(n) —0.
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(b) H(10|J0, 21, . .,ZT,Z{(IO) 75 J[)) > log(n) — 0.

5. For all odd 1 < t < r, the following conditional independence properties hold. For all

20, - - 7it7j07 s 7jt € [n]7 Ot42,0t44y -+, 0r—t—1 € STL)

EAﬂ(21,...,Zt,ET,t+1,...,ZT) 1 35 | (Io,...,lt) = (io,...,it),(Jo,...,Jt) = (j(),...,jt),
(Bt42, Xiqdy s Zr—i—1) = (0142, Otdy - -+, Or—i—1)-

and for all even ¢, 0 <t <r, dg,91,...,%,J0,J1,---,Jt € [n], Ot42,Ot4dy. .., Or—t—1 € Sp,

EBH(227"‘72t721”—t+17"‘721”—1)J—EA ‘ (107"'7It):(7:07"')it)7(<]07"')‘]t):(jO""vjt))
(Et+27 Dittds s Er—t—l) = (O't+270't+47 s 7Ur—t—1)-

The set of noisy-on-average distributions, D%{%"*’(r, n,d,C), consists of those distributions DT sup-
ported on ((SLT/Q] )% ([n]? xSy )x Z where Z is some finite set and a sample (1y, Jo, X1, ..., 5, Z) ~
DT satisfies Properties (1)-(5) when all quantities above are additionally conditioned on Z. (In
particular the conditional entropies are additionally conditioned on Z and the independences hold
when conditioned on Z.)

We first state a version of Lemma 4.15 for every distribution D € D%/I\i,x(r, n, 9, C'), for sufficiently
small §,C. We also show that D%,/I\i,x belongs to this set for the permissible §,C, and thus Lemma
4.16 implies Lemma 4.15.

Lemma 4.16. For every € > 0 and odd r, there exists 5 and ng such that for every n > ng, and
every D € DMX(r,n,1/log’ n,n/log’ n) it is the case that every ((r + 3)/2,n/log”(n))-protocol
achieves success with probability at most 1/2+ € on D.

Remark 4.7. In the lemma statement we have suppressed the dependence of 5 on r. (The
dependence of § on € is minimal. Essentially only ng is affected by €.) A careful analysis (based on
the remarks after Lemma 4.18 and Lemma 4.17) yields that 8 grows exponentially in r, though we
omit the simple but tedious bookkeeping.

The proof of Lemma 4.16 is via induction on r; the below lemma gives the main inductive step,
which says that if one cannot solve the pointer verification problem with r — 2 permutations then
one cannot hope to solve the problem on 7 permutations even with an additional round of (not too
long) communication.

Lemma 4.17 (Inductive step). For every €1 > ea > 0, odd r and (35 there exists $1 and ng such
that for every n > ng the following holds: Suppose there exists D € Dpux(r, n, 1/1og” n,n/logh n)
and an ((r + 3)/2,n/log? n)-protocol 11 that achieves success 1/2 + e; on D. Then there exists
D € DM¥(r — 2,n,1/1log? n,n/log®n) and an ((r + 1)/2,n/log? n)-protocol 11 that achieves
success 1/2 4 ez on D.

Remark 4.8. A careful analysis of the proof yields that s grows linearly with 81 with some mild
conditions on ng and €1 — €s.

The proof of Lemma 4.16 proceeds by using Lemma 4.17 repeatedly, to reduce the case with
general r to the case with r = 1. In the case r = 1, Alice is given one permutation 31, Bob is given
indices Iy, Jy, and Alice can communicate one message to Bob, who has to then decide whether
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Y1(lyp) = Jo or not. The next lemma, Lemma 4.18, asserts that the pointer verification problem
with 7 = 1 cannot be solved in one round with less than n/ logo(l)(n) communication. In fact the
lemma is a stronger one, where we show that if all the statements hold conditioned on a random
variable Z, then the entropy of the indicator of the outcome is large even when conditioned on Z.
Setting Z to be a constant immediately yields the base case of the induction with » = 1, as noted
in Corollary 4.19. (We note that we need the stronger version stated in the lemma, i.e., with a
general random variable Z, in the proof of Lemma 4.17.)

Lemma 4.18 (Base case). There ezists 0 < € < 1 and €% such that for every B there is ng such
that the following holds for every n > ng. Let 8 = (B—i— es)/er, 6 = 1/1og’ n and C,C" =n/log? n.
Suppose (1,J,%,7) are drawn from a distribution D, where Z is a random variable that takes on
finitely many values, such that the following properties hold:

1. H(I|Z,Z) > log(n) — .
2. H(X|Z) > log(n!) — C.
3. H1[X(I) =J]|%,1,Z) > 1—0.
4. H(JIS, I, 1[S(I) # J], Z) > log(n) — 6.
Then for every deterministic function I, = I, (X, Z) with II; € {0,1}¢" we have the following:
H(X(I)|I,1I1, Z) > logn — 1/log” n (23)
and H(L[S(I) = J|[y,1,J,2) > 1 —1/log’ n. (24)

Remark 4.9. The proof shows that § grows linearly with B provided that ng is sufficiently large
(as a function of ).

Corollary 4.19. For every € > 0, there exists By and ng such that for everyn > ng, and every D €
DM¥(1,n,1/1og” n,n/log’ n) it is the case that every (2,n/log™(n))-protocol achieves success
with probability at most 1/2+ ¢ on D.

Proof. Recall that a 1-round distribution D € DII;/I\'I,X(L n,d,C') is supported on triples (X, I, J) and
the goal is to determine if (1) = J. We apply Lemma 4.18 with Z = 0 (i.e., a constant). Given
e>0welet #=1andlet 3 be as given by Lemma 4.18. Further let nj denote the lower bound
on n returned by Lemma 4.18. Let € be such that a binary variable of entropy at least 1 — €’ is
Bernoulli with bias in the range [1/2—¢,1/2+¢] (¢ = O(e?) works). We prove the claim for 3y = 3
and ny = max{n{, 2/(€)} (so that log®n < ¢ for all n > ny).

By definition of DMX(1,n,1/ log™ n,n/log? n), we have that for (X,4,7) ~ D, the conditions
(1)-(4) of Lemma 4.18 hold for (X,4,j, Z) (where Z is simply the constant 0). Thus Lemma 4.18
asserts that H(1[X(I) = J||,1,J,Z) > 1 —1/log’n > 1 — € for any message I} = I1;(%) €
{0,1}¢" sent by Alice. Let II5(IIy, I, .J) denote the output bit of the protocol output by Bob.
Since this is a deterministic function of Ily, I, J we have, by the data processing inequality, that
H(L1[%1(I) = J)|Ux(II4,I,J)) > 1 —¢€. By the choice of ¢ and Jensen’s inequality (to average over
the conditioning on Ils(I1;, I, J)) we have that

PUS(T) = J] = (I, 7)) < 1/2 + ¢,

which verifies that the success probability of the protocol II is at most 1/2 + € as asserted. ]
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Armed with Lemma 4.17 and Corollary 4.19 we are now ready to prove Lemma 4.16.

Proof of Lemma 4.16. We prove the lemma by induction on r. If r = 1, then Corollary 4.19 gives
us the lemma. Assume now that the lemma holds for all odd 7’ < r. In particular, let 3,_o and
nor—2 be the parameters given by the lemma for » — 2 rounds and parameter €¢/2. We now apply
Lemma 4.17 with parameters €; = €, e = €/2, r rounds and (2 = f,_2. Let nj and 5; be the
parameters given to exist by Lemma 4.17. We verify the inductive step with ng, = max{ng,_2,n{}
and B, = Bi. Fix D € DM¥(r,n,1/log’ n,n/log’ n) and assume for contradiction that an
((r+3)/2,n/ log” n)-protocol achieves success 1/2 + ¢ on D. Then by Lemma 4.17 we have that
there exists D € DyX(r —2,n, 1/logﬁr 2n,n/log? =2 n) and an ((r+1)/2,n/log” =2 n)-protocol 11
that achieves success 1/2 + €/2 on D, which contradicts the inductive hypothesis. O

We finally show how Lemma 4.15 follows from Lemma 4.16 (which amounts to verifying the
Dg[\‘/x satisfies the requirements of membership in DMIX for appropriate choice of parameters).

Proof of Lemma 4.15. We claim that for each odd integer r, DNM¥X(r,n) € DNX(r n,2/n,0) for
sufficiently large n. To verify this, note that if (X4,...,%,, Iy, Jo) are drawn from DIF\,/I\i,X(r, n), then

1. H(Ig|%y,..., %) = H(Jo|%1,...,35,) = log(n).
2. H(3q,...,%,) =r-log(n!).

3. H(1[X{(Io) = Jo][Lo, %, ..., %) = H(L[E[(lo) = Jo]|Jo,%1,...,5r) = h(1/2+1/(2n)) =
1—1/n2

4. H(J0|I(), 21, .. .,ZT,ZE(I()) 7§ J[)) = H(I()‘Jo,zl, ey Er; 271"([0) 7é Jo) = log(n—l) Z log(n)—

2/n, for sufficiently large values of n.

5. To verify the conditional independence properties (5) from Definition 4.6, first fix any odd ¢
such that 1 <t < r, and pick any 7o, ..., Jo,-.-,Jt € [n] and o¢y2,0044,...,00—1—2 € Sp.
Given that

{(107 cee )It) == (i()v ce. 7%)7 (J07 .. ‘7Jt) - (j07‘ .. 7jt)7 (Et+272t+47 .. '727"—75—1) = (O't+2,0't+4, o

and regardless of the choice of ¥, note that the permutations in XyN (X1, ..., %, Xpy1,. .., Xp)

are uniformly random subject to X4(is—1) =i for s € {1,3,...,t} and Z;_18+1(js) = js_1 for
s€{1,3,...,t}. A similar argument verifies the analogous statement for even t.

In particular, it follows that for every 8 > 0 and every odd r, for sufficiently large n, we have
that DM¥(r,n) € DM¥(r,n,1/log?(n),n/log? (n)), and in particular this holds for the parameter
£ guaranteed to exist by Lemma 4.16. The lemma now follows immediately from the conclusion
of Lemma 4.16, which asserts that every ((r + 3)/2,n/log?(n))-protocol achieves success with
probability at most 1/2 4 € on D. O

Thus the main lemma is proved assuming Lemma 4.18 and Lemma 4.17. In the rest of this
section we prove these two lemmas.
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4.5 The Base Case: Proof of Lemma 4.18

In the following we will fix 8 and argue that if 3 < €} - 8 — ¢} then the conditions (23) and (24) of
Lemma 4.18 hold. Specifically we will prove (23) first and then derive (24) as a consequence. For
(23), we will first bound H (3([)|]) when X is a nearly uniform function instead of a nearly random
permutation, and then extend it to case that ¥ is a nearly uniform permutation. Then using this
result, we will bound H (X(I)|I,II), where II is a short message that depends on 3.

In the below Lemma 4.20, we will take I € [k] and ¥ : [k] — [n] to be a nearly uniformly
random function. We allow that k # n in order to deal with the case that ¥ is a nearly uniformly
random permutation later on (in our application we will always have k < n).

Lemma 4.20. For every k,n € Zy and every §,C € Ry the following holds: Suppose (I,%) are
drawn from a distribution D such that the resulting random variables, I € [k],X : [k] — [n] have
the following properties:

1. H(I|Y) > log(k) — 6, with 6 € [1/n,1/8).
2. HX) > klogn — C, with C < k.
Then o
H(S(I|T) > log(n) — -~ 2v/25 log(n).

Proof. Let D be the joint distribution on (X, I') that satisfies (1),(2) and let Dy, Dy, be its marginals
on I and ¥ respectively. Unless specified, all the following probability statements are with respect
to D. Let U denote the random variable that is uniform on [k].

We will first make a few observations and then bound H (X(I)|I). Firstly, since H(I) > logk—d,
by Pinsker’s inequality, we have that,

k

(DU = 3 S IBIT =]~ 1/K < V72 (25)

i=1

Let Dy, ® Dy denote the joint distribution over (X, I), where ¥ and I are independently drawn
from their marginals Dy and D; respectively. By Pinsker’s inequality, we have that,

A(D,Ds ® Dy) < /I(S;1)/2 < \/6/2.

It then follows that,

S PIS() = 4,1 =] — BS() = j] - Pl = i]| < V25, (26)

i€[k],j€[n]

Now, for each i € [k], define,

& = Y IPS()=4,1=1i—-P[S@) =4 PlI=1i,
J€[n]

so that Y7, ;€ < V26, We get that

ARG =1),26)) = 5 3 IBIS6) = 51T = i] ~ BS0) = j]| = s
JEn]

46



which by Lemma 6.4 then gives,

O =0 - 1O <h () + (i st - D= (2D

‘We have that

HEII) = ) P =i-HS(I)|I =1i)
i€[k]
> ZP[IZZ'](H(E(Z'))—@) (28)

A%
S.M -
ol

= Vo/2logn =} P =ilB;, (29)

where (28) follows from (27), and (29) follows from (25) and the fact that H(3(i)) < logn.
Using the chain rule for entropy we get that

k
Z (30)

Recall that ), e¢; < V2§ and we have that h(}_, €) < h(v/20), since § < 1/8. Since the binary
entropy function h(-) is concave, by Jensen’s inequality, we have that,

ww

logn — C/k < %H(E) _ ;Zﬂ(zu)z({ 1))

k

e o

<h (ZIP’[I =1 - 2]P’[I€Z:z]> ++/3/2logn
h (\/W) + \/wlogn. (31)

Note that h(z) < 2zlog(1/z) for  — 0, so h(y/6/2) < v/26logn. Using this, and plugging (30)
and (31) into (29), we get that

H(X(D)|I) > logn — % —24/6/2logn > log(n) — % — 2V/26 log(n). O

Now we are ready to prove an analogous lemma for random permutations instead of random
functions. We note that we cannot replicate the proof above since for a typical ¢ the conditional
entropy H(X(i)|X({1,...,i — 1})) is actually logn — ©(1) and this ©(1) loss is too much for us.
In the proof below we condition instead on I being contained in some smaller set S C [n], with
|S| = k = o(n), where S itself is randomly chosen. This “conditioning” turns out to help with the
application of the chain rule and this allows us to reproduce a bound that is roughly as strong as
the bound above.

Lemma 4.21. There exists constants €] > 0, €5 such that for every B there exists ng such that for
all n > ng the following holds: Suppose I € [n], ¥ € S,, are random variables such that:
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1. H(I|X) > log(n) — 6, with § € [1/n,1/log” n].
2. H(X) > log(n!) — C, with C < n/log?(n).

Then 5
H(X(I)|I) > logn —1/log’n,

where 3 = € - f — €.

Proof. We will prove the lemma with € = 1/16, €5 = 4. Note that for g < 8, 8= €8 —e < =3,
so by non-negativity of entropy, the lemma statement follows immediately. We therefore assume
B > 8 for the remainder of the proof.

Let D be the distribution of (3, I') given in the lemma statement, where Dy, D are its marginals
on I, Y respectively. Let k be a parameter to be fixed later. We start by defining a joint distribution
D' on triples (3,1,5) with ¥ € S, and I € S C [n], |S| = k that satisfies the condition that its
marginal on (X, I) equals D while at the same time the distribution of (X, I') conditioned on S = 5’
when (X,1,5) ~ D' is the same as the distribution of (3,I) ~ D conditioned on I € §'. D’ is

defined as follows:
Let Dg be the distribution of (X, I), conditioned on I € S. Now let £ be the distribution over

subsets S C [n] of size k where the probability of Pg.g[S = S| = w. Now define the
k—1
joint distribution D’ of (X,1,S) of 0 € S,,,i € S’ C [n],|S’| = k so that

PpS=0,1=iS=8] = Pe[S=8] Pp[S=0,]=ill €5
= Pe[S=5]-Pp,[E=0,1=i].

We claim that the marginal distribution of (X, I), where (X, 1,S) ~ D', is equal to D. To see this,

Py[S=01=i] = > Pe[S =5 PplE =0, =ill € 5]
S'Clnl,|S"|=k,S" i

B Ppll =]\ PplS=0,1=1i
= 2. (Z D(n—l) ) DIPD[IGS’]

S'C[n],|S"|=k,5'3i \i'es’  \k-1
1 .
k—1)  S'Cln],|S'|=k,S'i
= PplE=0,1=1

Recall we wish to lower bound Hp(X(I)|I). But notice that
Hp(S(DIT) = Hp(S(DIT) > Hpr(S(DI, S) = Egs[Ho(S(DIL, S = 8]

Hence it suffices to show that for every set S',|S| = k, Hp/(S(I)|I,8 = S') > logn — logl©2=%1) p,
and we do so below.
Fix a subset S’ C [n], of size k, where k also satisfies

Y4 n/k <V2 -1, 6Y*nlogn/k <1/10, nC/k*<1/10, k<n/10. (32)

We remark that for each 5 > 4, there is some ng such that for n > ng, such a k satisfying (32)
always exists. (Recall our assumption above that 5 > 8.)
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We will specify the exact value of k below, but for now we note that our argument holds for
any k satisfying (32). By the definition of D', we have that Hp/(X(I)|I,S = S') = Hp,, (3(I)|I).
We show below that (3(S’), ) where (X,I) ~ Dg satisfies the preconditions of Lemma 4.20. To
show this, we need to choose y(n, k,d) € [1/n,1/8) and I'(n, k, §,C) < k satisfying the following;:

1. Hp,(I|¥) = Hp(I|%,1 € §') > logk — ~(n, k,0).

2. Hp,,(X(5")) = Hp(X(S")|I € §') > klogn —I'(n, k,4,C).

The following claim helps with the choice of v(n, k, 9).

Claim 4.22. Suppose that I € [n] is a random variable such that H(I) > logn — 7 with n\/7/k <

V2~ 1. Then Hp(I|I € §') > logk — ™/~ log (j})

Proof of Claim 4.22. Let U, denote the uniform distribution on [n]. By Pinsker’s inequality we
have that, A(Dy,U,) < \/7/2, which in turn implies that |Pp,[I € S'] — k/n| < \/7/2. Let Ugs be
the uniform distribution over S’. We have that

' 1 <n\ﬁ
bRk

since ny/7/k < /2 — 1. By Theorem 6.5, we get that,

A((D[’I € S,),US/) < 7’/2

Hp(Il1 € §') > ogk — T g ((nf;/k)> —togk — YT 10g (f;)

O

By Markov’s inequality, with probability at least 1 — /6 when o ~ Dy, we have H(I|X = o) >
log k — /8. For such o, by Claim 4.22 applied to the distribution I|X = ¢ and 7 = v/§ (note that
the condition n6'/4/k = n\/7/k < 1 — 1//2 holds by the conditions on k), we obtain

P nd'/4 k2 nd'/4 k
Hp(IlI € ", ¥=0)>logk — ’ log 51, > logk — p log 5T )

Hence
1/4

Hp(I|I € §',5) = (1 - V6) (bgk -~ log (;ﬂ)) > logk —y(n, k. 5),

where y(n, k,8) = v/dlogn + ”5;/4 log(n?), where we have used k < n and 6 > 1/n.

Now we turn to determining I'(n, &, d, C') such that Hp, (7(S")) > klogn —T'(n,k,4,C). Note
that H(w|1[: € S’]) > logn! — C — 1. Applying Pinsker’s inequality to the condition H (i) >
H(i|m) > logn — ¢ yields that A(i, U,) < 1/d/2, meaning that |k/n —Ppli € S’]| < /0/2. Hence

log(n!) - (k/n—+/6/2)—C —1

k/n+/d/2

log(n!) 1—+/6/2n/k C+1

= nl) - -
N o2n/k kin+ /o2
C+1
> log(n!)-(1—vV26-n/k)— ———————
> log(n!) - ( /k) Kint o2

> log(n!) —n- (\/% nlog(n)/k + 2C/k:> ,

Hp(S|I € S
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where we have used that n! < n"™. But since 7 is a permutation,

Hp(X(S)I € 8) = Hp(E[I €S)—Hp(E([n)\S)II € §',5(5"))
log(n!) —n - (\/75 nlog(n)/k + QC/k) —log((n — k)!)

> klog(n—k)—n- (\/ﬁ‘nlog(n)/k + 2C’//<:)

v

v

klogn —k - (\/%'nQIOg( )/k? +2nC/k? + 2k>,
n

where we have used that log(l — x) > —2z for 0 < 2 < 1/2, as well as k < n/2. Hence with
r=T(nkC)=k- (@ -n?log(n)/k* 4+ 2nC/k* + %) < k (by our assumption (32)), we have
that H(w(S")]i € S") > klog(n) — T'. Tt follows from Lemma 4.20 that, writing v = v(n, k, §),

Hpg (S(DI) = Hp(S(DIT, T € §') > logn — = —2,/2y - logn. (33
Therefore,
Hi(S(D)|T) > Be[Hp, (S(T)lm, 1)] > logn — -~ 2,/27 - logn, (34)

since the inequality is true for each value S’ C [n], |S'| = k, by (33).
It is now easily verified that for each 8 > 8§, for k =n - log_ﬂ /8 (n), there is some ng, depending
only on £, so that (32) is satisfied for n > ng. Moreover, for such k,

I'/k +2+/2v-logn
V2 log(—B/2H1+28/8) 1y 4 9100(~B+28/8) 1y | 9106(=B/%) y 1 21/3 . (1Og ~B/443/2) py 4 9 10g(~B/8+3/2+5/16) )

100 1log(3/2-8/16)

IN

IN A

where the last inequality holds for sufficiently large n. By (34) this implies that for each 5 > 8,
there is some ng such that for n > ng, Hp(2(I1)|I) > log(n) — log™® 519 n, which completes the
proof. ]

Now we are ready to lower bound the entropy H (X (I)|II, I, Z), that proves Lemma 4.18: Equa-
tion (23), via the following lemma.

Lemma 4.23. There exists constants €] > 0, €5 such that for every 8 > 0 there exists ng such that
for all n > ng the following holds: Let § = 1/log n, C=C'=én, and B = €] - B — €5. Suppose
(I,J,%,Z) are drawn from a distribution D, with Z taking on finitely many values, such that the
following properties hold:

1. H(I|E,Z) > log(n) — 9.
2. H(X|Z) > log(n!) — C.
Then, for every deterministic function II = I1(3, Z) with II € {0, 1}0/, we have

H(S(D|IL1L, Z) > log(n) — 1/ log? n.
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Proof. In Lemma 4.21 we proved a lower bound on H (X(I)|I), given the conditions that H(I|X) >
logn — 0 and H(X) > logn! — C. We would now like to prove a bound on H(X(I)|I,11, Z), where
II =II(%, Z) is a message of length < C” and Z is the random variable in the lemma statement.
Since |II| < €', (1) and (2) in the lemma hypothesis, along with the data processing inequality,
imply that,

1. H(I|X,11,Z) > logn — 6.
2. HX|IL, Z) > logn! — C — C".

Let v = (C'+C")/n, so that v < 2/log?(n). By Markov’s inequality (and the facts that I takes
on at most n values and ¥ takes on at most n! values), we have the following, for every € > 0:

e With probability at least 1 — /8 over the choice of (7, 2) ~ (I, Z), we have that H(I|,1I =
7, Z = z) > log(n) — V6.

e With probability at least 1 — /7 over the choice of (,z) ~ (II, Z), we have that H(X|II =
7,2 = z) > log(n!) —n- /7.

Let a = max{d,v}. For sufficiently large n we have that \/a < 1/log(ﬁ/3) n. Then by Lemma 4.21,
there is some ng, depending only on 3, such that for all (7, z) belonging to some set of measure at
least 1 —2/a, for n > ng we have that H(X(I)|I,I1 = 7, Z = z) > logn—n, where 5 = logH2 Ak n,
for absolute constants pj, us. Then there are suitable absolute constants €} € (0,1),e5 > 0 and ny
(depending only on f3) such that for n > ng,

HSDILILZ) = Bz HEDLT = 7,7 = 2)

(1-2Va) - (log(n) —n)
log(n) — log(©=%<) p

O]

Next we work towards the proof of (24) in Lemma 4.18. The main difficulty in proving this
inequality is to reason about the conditional entropy of the indicator random variable 1[X(1) = J],
conditioned on the random variable J. Roughly speaking, Lemma 4.24 below allows us to infer
a statement such as H(L1[X([) = J]|J) > 1 — o(1) from an analogous statement of the form
H(1[X(I) = J]|2(1)) > 1 —o(1), if £(I),J € [n] satisfy certain regularity conditions. This same
argument is needed in the inductive step presented in Lemma 4.17. In these applications we need
to additionally condition all entropies on some random variable Z.

Lemma 4.24. There are absolute constants €] > 0,€5,ng such that the following holds for every
n > ng: Let X,Y,Z be random variables with X,Y € [n| and Z takes on finitely many values. Let
J=1[X =Y]. If there is some constant 3 > 0 such that 6 < 1/log’n, and

1. H(X|Z) > log(n) — 6.
2. H(J|X,Z)>1—4.
3. HY|X,Z,J =0) > log(n) — 0
Then H(J|Y,Z) > 1 —log—P) p
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Proof. We will first prove the above statement assuming that H(Z) = 0 and then use Markov’s
inequality and a union bound to prove the lemma statement for general Z. That is, we first prove
that if conditions (1), (2), (3) hold without the conditioning on Z then, H(J|Y) > 1 — o(1).

We have that H(X), H(Y) <logn since X,Y € [n] and H(J) < 1. Also note that, by Pinsker’s

inequality,
PlJ =0],P[J =1] € [1/2—//2,1/2++/0/2].
We also have that

HUJY) = H(J)+HY|J) - H(Y)
(1—=10)+ H(Y|J) — log(n)
(1-08)+PJ=0]-HY|J=0)+P[J=1]- HY|J =1) - logn
(1-9)

—8) +(1/2—=+/6/2)(logn — 6+ H(Y|J = 1)) —logn (35)

But notice that H(Y|J =1) = H(Y|X =Y) = H(X|J = 1), so it suffices to bound the latter.
From the lemma hypothesis we get that

AVAR VARV

H(X|J)=H(X)+H(J|X)—H(J)> (logn—19)+ (1 —96) —1 > logn — 20.
On the other hand we have that

H(X|J) = PJ=0]-H(X|J=0)+P[J=1]-H(X|J=1)
< (1/24/6/2) - (logn + H(X|J =1)). (36)

Combining the upper and lower bounds on H(X|J), we get that

1
H(X|J=1)> log(n) = 20 —logn > log(n) — 46 — V86 log n.

1/2+./6/2

Plugging the above into (35), we get that,
76
HUY)>1- 4 - 2v/0log n.

To get the lower bound while conditioning on Z, we use Markov’s inequality and a union bound
(in the same manner as Lemma 4.23) to get that

V4
HUJY,Z) > (1—3V0) (1 - ‘2[ — 25t/ logn>
> 1—7\/5—2(51/410,@;72
> 1-—9§l/4 logn
> 1-— 910g(1_'8/4) n
> 11— log(es—ﬁef) n
where the final inequality holds for € = 1/4, €5 = 2 and ng = 2° (so that logn > 9). O

The proof of Lemma 4.18: Equation (24) follows as a consequence of Lemmas 4.23 and 4.24
above.
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Proof of Lemma 4.18. We show that there exist € > 0 and € such that if 3 > (8 + €5)/€} (or
equivalently, if 3 < € - 8 — €5) then Equations (23) and (24) of Lemma 4.18 hold for every n > ng
where ny = max{ng1,n02} and no1 = ng1(f) is as given by Lemma 4.23 and ng2 = no2(f5) is
the constant given by Lemma 4.24. For this choice Lemma 4.23 already gives us (23), that is,
H(S(I)|I,m) > log(n) — log#2=P1) n for some absolute constants pt € (0,1), 45 > 0. Note in
particular that this implies that for every €5 > p4 and for every ¢ < pj we have H(X(I)|1,1I) >
log(n) — log! =51 i and we will make such a choice below.

We next apply Lemma 4.24 with Z* = (I, 1, Z), X = ¥(I),Y = J, and J = 1[X(I) = J], where
Z* refers to the random variable in Lemma 4.24 and Z refers to the one in Lemma 4.18. We verify
that each of the pre-conditions is met.

1. X,Y €[n],J € {0,1} and Z* takes finitely many values.
2. H(X|Z*) = HE(I)|I, 11, Z) > log(n) — log2=H18) n by (23).

3. H(J|X,Z*) = HA[S(I) = J)|S(I),1L,1,2) > HA[S(I) = J||S,1,Z) > 1 — 6, by assump-

tion.

4. HY|X,Z*,J =0) = HJ|S(I), 1,1, Z,1[S(I) = J]) > H(J|S, 1, Z,1[S(I) = J])) > 1 -6,

by assumption.

Then by Lemma 4.24, we have that for n > ng,
H(L[S(I) = I, 1,J,Z) = H(J|Y, Z*) > 1 —log"2 =2 =0mii) py

where v{,v; denote the absolute constants of Lemma 4.24. Thus again we have that if €5 >
vi — pivt and € < ptut then we have that H(1[S(I) = J)I,1,J, Z) > 1 —logl=%) . Setting
€] = min{u}, pjvi} and € = max{us, v5 — psrF} thus ensures that both conditions of the lemma
are satisfied. O

4.6 The Inductive Step: Proof of Lemma 4.17

We will prove the inductive step via a simulation argument. That is, we show that if Alice and
Bob were able to succeed on D € Dgl\ifx(r, n,d,C) with non-negligible probability, then they would
also succeed on some De D%,/[\i,x(r —2,n,¢,C") by simulating the protocol for D given an instance
from D.

Given a distribution D on which Alice and Bob can succeed with non-negligible probability, we
consider the distribution D on the resulting “inner inputs” (i.e. the original inputs minus X1, X,)
after Alice sends a short message to Bob. More precisely, the distribution D is the distribution
of (I1,J1,%9,..., % — 1) conditioned on Alice’s first message II; and Bob’s indices (Lo, Jo), where
(I, J1) = (Zl(Io) ¥1(Jp)). Moreover, the inputs of D are given to the players as follows: Alice
holds (Iy, J1, %3, X5, ..., Xr—2), Bob holds (X9,%y,...,%,_1), and it is Bob’s turn to send the next
message. Therefore, this corresponds to an instance of an (r —2)-Pointer Verification Problem with
Alice and Bob’s roles flipped. We will show in Lemma 4.27 that D € DN (r—2,n,4,C"), for some
d’, C'" not too much larger than §, C, respectively. Then using the protocol for D, we will construct
a protocol that succeeds when the inputs are drawn from D, with not much loss in the success
probability. We will now prove two simple lemmas that will be used to prove Lemma 4.27.

53



Lemma 4.25. There exists €] > 0 and €5 such that for every B there exists ng such that for all
n > nyg the following holds: Suppose I,J, T, T2, Z are random variables, where I,J € [n], 71,72 € Sp,
and Z takes on finitely many values, satisfying the following conditions:

1. H(I|ty,79,Z) > log(n) — 6, with 6 < 1/log’ n.
2. H(r1,m|Z) > 2log(n!) — C, with C < n/log’n.

3. For each z for which the event {Z = z} has positive probability, there is a permutation
f2 1 [n] = [n], such that f.(11(I)) = 7o(J) (which implies that 71 (I) = f;1(12(J)).

z

Suppose further that I1 = II(71, 72, Z) is a deterministic function and Il € {0,1}0/, with C' <
n/log®n. Then H(m(I)|I,J,1I, Z) > logn — log(&2=A) n,

Proof. Let us write Z' = (1, ' o fz o1, Z). Then
1. H(I|7y,2") = H(I|1y,75 o from, Z) = H(I|1y, 72, Z) > log(n) — 6.

2. H(11|Z") = H(mi|15 ' o fz 011, Z) > log(n!) — C, where the last inequality follows from the
following:

2log(n!) - C

IN

H(r,m2|Z)

H(Tz_l o fzom,m|Z)

= H(7'2_1 ofzom|Z) —|—H(7’1]7'2_1 ofzom,Z)
< log(n!) + H(7'1]7'2_1 ofzom,Z).

Then by Lemma 4.23, H(ry(I)|I,11, Z') = H(m (I)|I,II, 75 o fz 011, Z) > logn — log{= %) n for
absolute constants €7, €5 and for n sufficiently large as a function of 3. But since J = 7, Yofyom (1),
we obtain that

H(r ()|, J, 1,75 o fzo7,Z) >logn —log2 P n.

Then the desired result follows since conditioning decreases entropy. ]

Lemma 4.26. Suppose A, B,C are random variables with finite ranges such that A L B | C. Let
Q4 denote the domain of A, and f: Q4 — {0,1}* be a function. It follows that

ALB | {C f(A)}
Proof. Pick any x € {0,1}*, a € Q4,b € Qp,c € Q¢. We have that
PA=a,B=b|C =c, f(A) = x]
PA=a,B =0, f(A) =z|C =]

T R =e0=d 0

If f(a) # x, then the above is 0, and also

PlA=a|C =c, f(A) =] -B[B =b|C = ¢, f(A) = 2] =0
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as well. If f(a) = z, then (37) is equal to

P[A=a,B=0bC=c = PlA=alC=(
Plf(A)=2|C=c  Plf(4)=2|C=]
_ PlA=q,f(A) =2[C=q _ ¢

T R —aio=q O T W= C=d
= PA=a|f(A) =2,C=(]-P[B=0bC=c, f(A) =z,

-P[B =b|C = ]

where the second-to-last inequality follows since
PB=b|C =c]=P[B=0|f(A) =z,C =,
as B is conditionally independent of A given C. O

Given a distribution D € Dp¥(r,n,d,C) and a deterministic function IT = II(X,) we define a
distribution D* on the r—2 permutation pointer verification problem with some auxiliary random-
ness Z as follows: To generate a sample (Xo,..., %, 9,11, J1;Y) according to Dt we first sample
(21, ey ET,IO, J()) ~ D and let Il = 21(10), J1 = E;l(Jo) and Y = (Hl(EA),Io, J())

Dt as defined above is a candidate “noisy-on-average’ (i.e., noisy when averaged over Y — see
last paragraph of Definition 4.6) distribution on r — 2 permutations, and the lemma below asserts
that this is indeed the case for slightly larger values of § and C provided |II| is small. Recall that
Ya=(21,%3,. ., %), 8 = (B2, Xy, ..., X 1).

Lemma 4.27. There exist constants €] > 0,€5 such that for every odd r > 3 and 3 > 0 there
exists ng such that for every n > ng the following holds: Suppose D € DIP\,/I\i/X(r,n,(s, ), for some
6 < 1/log’n and C < n/log’n. Also suppose that C' < n/log’n, and that TI = TI(X,) is
a deterministic function of 4 such that [II| < C'. Then for & = log'>~"®) n we have D €

DII;/I\.IZX+(1" —2,n,8,8n).

Proof of Lemma 4.27. We need to verify statements (1) — (5) of Definition 4.6 in order to show
that DT e Dlll/[\i,XJ“(r —2,n,¢',0'n), for an appropriate choice of €}, €5 and for sufficiently large n
(depending only on ). We will show that statement (5) (which does not depend on §’) holds for
all n € N. To verify statements (1) — (4), we will show that for each of these statements, there
are some absolute constants ¢, é; and some 7o (depending only on /) such that for n > ng, the
statement holds with §' = log(éz_éfﬁ) n. The proof of the lemma will follow by choosing €5 to be
the maximum of the individual €5, €] to be the minimum of the individual €], and ng to be the
maximum of the individual 7.

We now proceed to verify each of the statements (1) — (5). We remark that the values of
€], €5, 9 may change from line to line.

1. We first verify that H(I1|1y, Jo, X2, ..., Xpr—1, 1) > log(n)—4§’. Since conditioning can only re-
duce entropy, it suffices to find a lower bound on H (I |1[X}(1o) = Jol, Lo, Jo, X2, ..., Zp—1,1I),
and in particular, it suffices to find a lower bound on H(11|X7(Io) # Jo, Io, Jo, X2, . . ., p_1, II)
and on H(Il|27i(10) = JQ, Io, JQ, 22, ey Erfl, H)

We first bound the former. Consider the distribution of Iy, Jy, X1, 9, .. ., 2, conditioned on
the event X7 (Ip) # Jo, and let Z = (X9, X3, ..., X,_1,%,). We will now use Lemma 4.23 with
I = Iy, m = X1, and with the distribution being D conditioned on X7 (Ip) # Jo. To apply this
lemma, we first verify its preconditions:
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(a) H(Io|%1,Z,2(1o) # Jo) > log(n) — 50 as long as n is large enough so that 6 < 1/50.
To see this, conditions (la) and (3a) of the distribution D € DMX(r,n,d,C) (recall
Definition 4.6) imply that

H((IQ, 1[25([{)) = J()])|21, 22, ey Er) >1+ log(n) — 2(5,
meaning that
H(IO|]]-[E7£(IO) = ‘]O]a Ela 227 ceey ZT)
= PX7(1y) = Jo] - H(I|X [ (Lo) = Jo, X1, -+, Xp)
+P[31 (1) # Jo] - H(Lo|X7(Lo) # Jo, X1, .., 20)
> log(n) — 20.

By Pinsker’s inequality and condition (3a) of D we have that |P[X](ly) = Jo] — 1/2| <
\/0/2, so for sufficiently small ¢ (in particular, such that \/6/2 < 1/10), it follows that

min {H(I@‘Ei([g) = J(),Zl, ey Er>,H(IQ‘E7£(Io) 7é J(),El, ceey Er>} > log(n)—55 (38)

(b) H(X1|Z,%1(1o) # Jo) > log(n!) —3C — 34 as long as n is large enough so that § < 1/18.
The proof is similar to (a) above. In particular, condition (2) of the distribution D
implies that

H(EI|E27 237 R ET) > IOg(n') -C.
Since conditioning can only reduce entropy, condition (3a) of the distribution D implies
that
H((S1, 1[5 (o) = Jo])[Sar -, 50) > 1+ log(nt) — C — 6,

meaning that

( 1| [ ( ) Jo]az%"'?ZT)

= P[X1(lo) = Jo] - H(X1|X1 (o) = Jo, Xa,..., %) + P[X](lo) # Jo] - H(X1|X1({o) # Jo, X2, ...

> log(n!) —C —4.

By Pinsker’s inequality and condition (3a) of D we have that |P[X](ly) = Jo] — 1/2| <
\/0/2, so for sufficiently small § (in particular, such that y/d/2 < 1/6), it follows that

min{H(ZJl]E{(IO) = Jo, 22, ceey Er), H(21’2§(I()) 75 Jo, 22, ceey 27»)} > log(n!)—3C—36.
(39)

Note also that indeed II is a deterministic function of (w, Z) = (31, X9,...,%,). Therefore,
by Lemma 4.23, we obtain that there are absolute constants €7, €5, such that for some ng
depending only on g, if n > ny,

H(11’107 227 cee E’r‘a H) E{(Io) ?é JO) > log(n) - 10g(€;_5q) n

Condition (4a) of the distribution D implies that

H(J0|107 1,80, EME’,I‘(IO) 7é JO) = H(JO|IO7II7H>217227 ooy Dy EQ(IO) ?é JO) > log(n)—5
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Since conditioning can only reduce entropy we have from the two above equations that
H((I, Jo)|Io, T, £, B3, . . ., By, 5 (Ig) # Jo) > 2log(n) — log@=F) 5 — g,

SO
H(L|Io, Jo, 1,59, 5s, ..., S, £7 (o) # Jo) > log(n) — log'®@ 74 n — g,

as desired.

Next we lower bound H (11|27 (lo) = Jo, lo, Jo, X2, - .., Xr_1,II) using Lemma 4.25 with Z =
(X2,33,...,%,1), 1 = ¥1,72 = XU, and with the distribution being D conditioned on

r o

Y1 (Ip) = Jo. We first verify that the lemma’s preconditions hold:

(a) The fact that H(Io|X1,%,, Z, X5 (Ly) = Jo) > log(n) — 56 for § < 1/50 was proven in
(38).

(b) To verify that H(X1,%,|Z, X7 (lo) = Jo) > log(n) —3C —30 for § < 1/18, we may exactly
mirror the proof of (39) except for replacing ¥; with (X,%,) (and removing ¥, from
the random variables being conditioned on). We omit the details.

(c) Since we are conditioning on X7 (Iy) = Jo, we have that 371 (Jo) = B, _1(- - - 22(X1(1o))),
which means that we may take f; =3,_10---0Xo.

Note also that indeed II is a deterministic function of (71,72, Z) = (£1,%2,..., 51,27 1).

T
Then by Lemma 4.25, it follows that for some absolute constants €}, €5, there is some 7o (de-

pending only on ) such that for n > g, H(I1|Io, Jo, I, Z, %% (Ig) = Jo) > log n—log& =) n,

By the previous discussion, it then follows that for some absolute constants €7, €5, there
is some 7y (depending only on ) such that for n > ng, H(Ii|ly, Jo,I1,X0,..., %5 —1) >
logn — log(&—A&)

In an identical manner, using conditions (1b), (2), (3b), (4b) of the distribution D € DX (r,n,d,C),
we obtain that for the same €, €5, g, if n > ng then H(J1|lo, Jo, I, Xo,...,X;) > log(n) —
log(©=F¢) .,

. To prove statement (2) we claim that H (X, ..., %, _1|IL, Iy, Jo) > (r — 2)log(n!) — C — C" —
2log(n); to see this note that

H(Sg, .. S a| Do, Jo) = H(Sa,...,%v_1) + H(L Iy, Jo|So, . .., 1) — H(IL I, Jo)
H(S,...,S1) — H(IL, Iy, Jo)

>
> (r—2)log(n!) — C — C' — 2log(n),

since |II| < C’. It readily follows that there exist absolute constants €},é; and some fg
(depending only on () such that for n > ng, H(Xo,...,%5_1|IL, Iy, Jo) > (r — 2)log(n!) —
nlogl& =68 n,

. We will next prove that 3(b) holds by applying Lemma 4.18, with I = Iy, J = J,_1,% =
¥1,Z = (Z2,...,%,) (recall that J,_; = %5 0--- 0 X71(Jp)). We will first verify that the
preconditions of Lemma 4.18 hold:

(a) H(I|X,Z) = H(1y|21,%2,...,%,) >log(n) — d, by condition (1) of the distribution D.
(b) H(X|Z) = H(31|X2,...,%;) > logn! — C, by condition (2) of the distribution D.
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(¢) HAEI) = J||S,1,2) = H(L[S1(y) = Jr_1][S1, Ip, Do . .., )
= H(1[X1(o) = Jo]|Ho, X1, X2, ..., 5y)
>1-9,
by condition (3) of the distribution D.
(@) H(JS.150) # 1, 2) = H(Jpr|S1. Jo, E1(Io) £ Joors Zar. .. 5)
= H(JolIp, S, ..., S, S5 (Io) # Jo)
> log(n) — 4,
by condition (4) of the distribution D,
where by assumption, there exists 5 > 0 such that 6, C, C" are such that max{d,C'/n,C’/n} <

1/1og?(n). Moreover, II is a deterministic function of (X, Z) = (21,...,%,). Therefore by
Lemma 4.18 we get that, for some absolute constants €7, €, and for some 7 (depending only

on f3),
HA[E1 (o) = Jr_1]|Da, ... B0, 1L Iy, Jy_q) = H(L[S() = J||IL I, J, Z) (40)
>1- Iog(és_ﬂéf) n, (41)
Since Jy = X, 0---0¥9(J,—1) and J; = X, _j0---039(J,_1), by the data processing inequality,
we get that for n > ng,
H(]]-[ES_Q(Il) - Jl”le 227 RN} Z’I‘—17:H7 IO: JO) > H(]]-[ZI(IO) = J’r‘—l]’227 RN 2’1‘71_[7IO7 Jr—l)
>1— log(%*ﬁéf) n.

The proof of 3(a) (with the same €7, &, ng) follows in a symmetric manner.

. Next we lower bound H(Ji|I1,%o,...,%—1,%1(lo) # Jo,11, o, Jo). We apply Lemma 4.23
with Z = (Ip,%1,%2,...,%_1), I = Jo, ¥ = X1, with the distribution given by D condi-
tioned on X7 (Iy) # Jo. We first verify that the preconditions are met:
(a) H(Jo|Er, Z,%1(1o) # Jo) = H(Jollo, %1, %2, ..., 5., X7 (lo) # Jo) > log(n) — 4, by con-
dition (4a) of the distribution D.
(b) As long as n is large enough so that 6 < 1/18,

H(ET|Z, 271“([0) 75 J()) = H(Erug, 21, 22, ooy Er—h 27{([0) 75 J()) > log(n!)—3C—35—log n,

by an argument identical to that used to prove (39), as well as the fact that Iy € [n],
meaning that its entropy is at most log n.

Moreover, IT is a deterministic function of (2, Z) = (X1, 3o, ..., X, Iy). Then by Lemma 4.23,
it follows that there are absolute constants €7, €5 and some 79 (depending only on S3) such
that for n > ng,
H(J1]1o, 1,32, ..., X1, Jo, 11, X1 (Lo) # Jo)
= H(Ji|I1,%1,%,..., 51,10, Iy, Jo, X1 (o) # Jo)
> log(n) —log!% %) n,
which proves the desired statement since conditioning can only reduce entropy. Similarly, con-

ditions (2), (3b), (4b) of D imply in a symmetric manner that for n > g, H(I1|J1, X2, X3, ..., Xp_1, B (lo) #
Jo, I, In, Jo) > log(n) — log(& =) .
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5. To prove statement (5), first take ¢ odd, and let X = XyN (X1, X0, ..., X¢, Xyt 1y v oy Dp—1, 2 )5
Y = ¥, and note that condition (5) of the distribution D states that conditioned on:

E:={(lo,..., It) = (i0,- - it), (Jo, - Jt) = (Jos - - -5 Jt), (B2, Begay oo, Bpt—1) = (042, O dy - -, Or—t—1) },

we have that X is independent of Y. Note that conditioned on E, IT = II(X;,¥3,...,%,) is a
deterministic function of (X1,3s, ..., %, X0 t41, Xp—t43,- .., 5r) = X. It follows by Lemma
4.26 that X L Y|E,II = m, which implies that

ZA N (22, . .,Et,ET_H_l, . -727“—1) 1 EB|E,H = T.

Next take t even, take X = X, Y = ¥ N (X1, %9, ..., 5, Xp—t41,..., %), and conditioned
on:

b= {(IO7 R It) = (iOa R ait)7 (J07 RN Jt) = (jOa v 7jt)a (Et-‘rQ? Et+47 R ET‘—t—l) = (O't+2a7rt+47 cee 70'T—t—1)}a

X is independent of Y. Note that conditioned on E, IT = II(Xq, X3, ..., %, ) is a deterministic
function of X. It follows by Lemma 4.26 that X L Y|E, II = 7, which implies that

EB N (22, . .,Et,ET,tJrl, . -727‘71) 1 EA|E,H = T.

O]

Lemma 4.27 establishes that the “inner input” (after removing the ¥; and ¥, and pushing
pointers inwards) is from a noisy distribution (according to Definition 4.6) when averaged over the
auxiliary variable Y. Intuitively this should imply that the pointer verification problem remains as
hard (with one fewer round of communication), but this needs to be shown formally. In particular,
Alice and Bob do have additional information such as Y1, ¥, Iy, Jo, I and all of this might help
determine 1[X5 (1) = Ji].

In Lemma 4.17 we formalize this intuition by creating an (r + 1)/2 round protocol for a noisy
distribution D on r — 2 permutations, using an (r 4+ 3)/2 round protocol for a related noisy dis-
tribution D solving the pointer verification problem on r permutations. This argument makes use
of Property (5) of Definition 4.6, which we have not really used yet (except to argue that it holds
inductively).

Proof of Lemma 4.17. Let €], €5 be the absolute constants from Lemma 4.27. We will show that
2P2+€5 }

=
€1

we can take 1 = max {52,

Let D € DMX(r,n,1/log” n,n/log’ n) and let IT be a protocol for D with communica-
tion at most n/ logﬂ1 n. For sufficiently large n, we will give a distribution D e DM‘X(T —
2,n,1/ logﬁ2 n,n/ logﬁ2 n), and will construct a protocol II for D, which uses no more commu-
nication than II, and crucially uses one less round of communication than II.

Definition of D. We denote the messages in each round of II by Iy, ..., dp43)2-  Recall
that Alice sends II; = Hl(El, Y3, ., Zr), Bob sends IIy = Hg(Hl, Io, Jo,X0,24, ..., Er—l)a Al-
ice sends I3 = II3(IIy, 115,31, %3,...), and so on. Let (m1,i9,j0) be a fixed instantiation of
the random variables (IIy, Iy, Jp). Given the distribution D on (1y, Iy, Jo, J1,%1,..., %), con-
sider the conditional distribution Dy, ;o := D|(II1 = 71, Iy = 0, Jo = jo) on (I1,J1,%1,...,5,).
Furthermore, let Dm,io,jo denote the marginal distribution of Dy, ;, j, on the inner inputs, that
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is, (I1,J1,%2,...,%,—-1). One can interpret Bﬂhio,jov as an (r — 2)-PV problem, and we will
show how, for each tuple (1,70, jo), Alice and Bob can simulate the protocol II, given an in-
stance from Dm,io,jo- We will then show how it follows that for some tuple (71,70, Jo) this sim-
ulation will have success probability at least 1/2 4+ e3 and moreover for this tuple Dm,io,jo €
DMX(r — 2,n,1/log™ n,n/log" n).

The protocol II. Consider any tuple (71,70, jo), and an instance of (r — 2)-PV drawn from
D = Dy, jiojo- We use the symbol~for the random variables drawn from D. We label the r — 2 per-
mutations drawn from D as Xo, ..., 3,4 (instead of 31, ..., %,_2), the initial indices as (Il, Jl) (in-
stead of (Ip, Jy)). The roles of Alice and Bob are also ﬂlpped in that Bob receives Y, 24, NS YRR
and Alice receives I, Ji, 23, ..., Yp_o. The goal is to determine whether Er 1([ 1) = Ji. The pro-
tocol II for D is constructed as follows:

1. Bob sends the first message 1:[2 := Iy (71, 20, jo, ig, cee f)r_l). Recall that II; was the second
message of the protocol II.

2. Alice then draws (21, r) from its margmal in Dr, 4., conditioned on the event {I; =
I, =J1,85=35,85=35,..., 8,9 = %, 2}, using private randomness. That is,

(X1,%) ~ [(Z1,2)p {L=0,J1=J1,8 =235 =%5,.... 5,0 =%, 5}]. (42

Dryig.io

3. After receiving II, from Bob, Alice then sends IT5 := I3 (71, o, %1, %5, ..., f}r). Starting with
Alice’s I3, Alice and Bob just simulate the remaining (r + 3)/2 — 2 rounds of the protocol
1 (i{lcuding}he output bit at the end of the last message), where Alice takes as her input
31,23, ...,2,_2, %, and Bob takes as his input g, jo, X2, ..., Xr_1.

Since the messages of II are given by Iy, IIs, . .. s (r43)/2 for appropriate inputs of II, II has
(r 4+ 1)/2 rounds, and the communication cost of II is no greater than the communication cost of
II, namely n/log” n.

Success Probability. Now we will prove that for each tuple (7o, jo, 71), the success probability of
I when inputs are drawn from DZO _jo,m 18 equal to the success probability of II on the distribution D
conditioned on {II; = my, Iy =g, Jo = jo}. This will ultimately allow us to choose an appropriate
tuple (1, g, jo) for which II achieves success probability at least 1/ 2+ ey on Dy, i0.0"

Notice that the protocol II induces a distribution on (Z‘l, e, 2, I 1, Jl) which we will denote
by Dy, where (Iy,.J1,%9,...,%,_1) is drawn from Dy, 0.0 and Alice draws (X1,%,) from the
conditional distribution specified in step (2) above, using private randomness.

We claim that the distribution of (I L, S, Er) under Dy is the same as the distribution
of (I, J1,%1,...,%,) under Dr, 4 j,- One can think of drawing (I1,J1,%1,...,%,) from Dyr, 4 j,
as first drawing (Iy,J1, ¥o,...,%,—1) from its marginal distribution ﬁﬂljio,jo and then drawing
(31,%,) from Dy o iol{(I1,J1,22,23,...,%,-1)}. By construction, the marginal distribution of
(fl, jl,iQ, e f}r_l) under Dy is the same as the marginal distribution of (I, J1,Xa,...,%,-1)
under Dy, ;, j,. Formally, for i1, ji € [n],09,...,0,—1 € Sy,

Pp,, Li=i,Ji=50,% =00,...,5_1 = Ur—l} =Pp 1 =i1,J1 = j1,%2 = 02,..., 51 = 0r_1].

(43)

71540530
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It is not clear a priori that the conditional distributions of (X1,3,) under Dy, i, and of (f]l, f]r) un-

der Dy are the same, since in Dyy, Alice draws (21, ¥, ) with knowledge of only (I1, J1, X3, %5, ..., Zp_2),
whereas under Dy, i, jo» (X1,2%,) is drawn from the conditional distribution with knowledge of all

the permutations (X9, ¥3,...,%,_1). Nevertheless we will show that these two distributions are
the same. More formally, for any o1, ...,0, € S,i1,71 € [n],
PD, g0l 21 = 01,5 = 0p|l1 = i1, 1 = j1, X0 = 02,83 = 03,..., Xp1 = 0r1]
= Pp, 5021 =015 =0l =i, 1 = 1,83 = 03,85 = 05,..., 52 = 0r—2] (44)
= Pp [S1=01,% =01 =i1, ]y = j1,53 = 63,55 = 05,..., 52 = 0,2, (45)

where the second equality follows from construction (i.e., (42)), and the first equality follows from
property (5) of the distribution D € DN (r, n,1/log” n,n/log’ n) with t = 1. That is, under the
distribution D, for all my, 49, jo, 03,...,0r_2,

(31, %) L (82,84, ..., 8 1) {Ily = 71, Io = o, Jo = jo, [1 = i1, J1 = j1,%3 = 03,85 = 05,..., 5,2 = 0r_2}.
As a consequence, under the distribution Dr, j; jo,
(X1,3,) L (382, %4,...., 5 ){L1 =1, J1 = j1, X3 = 03,85 = 05,..., 5,2 = Op_2},

which verifies (44) and therefore our claim that the distribution of (17, J1,%1,...,%,) under Dy is
the same as the distribution of (11, Ji, X1, ..., %,) under Dr, i, jo-

It follows that for each tuple (ig, jo,71), II is a protocol for the (r—2)-PV problem with success
probability equal to:

Pp, i (11, J1, 2,83, .., 5 1) = 1[X5 1) = Ji]]
= Pp[H(io, jo, X1, 22, ..., Xr) = L[E1(Lo) = Jo]|Lo = 0, Jo = jo, 11 = m1]. (46)

(In the above expression, for a protocol II with inputs X,Y, we use II(X,Y") to denote the output
bit of II, which is the same as the last bit of the transcript of II.)

Membership in D%)/I\ifx(r —2,n,1/log™ n, n/ log?2 n). By hypothesis, we have that
D e DIISA{/X(T, n, 1/10g61 n,n/ log™ n),

and that |II;| < n/log® n. By Lemma 4.27, for some ng that depends only on £; (which in turn
depends only on f33), for n > ny,

D* € DMEH (1, n, 1og(S =18 1, 1 log (S —€iA1) ).
By definition of 1, we have that T=% > 8, so 1/log(% 1) n < 1/1og® n. We call the tuple

(0, jo, ™) good if the distribution of (Iy,Jy,3s,...,%,—1) under Dﬂ'l,io,jo belongs to DIP\,/I\i,X(T —
2,n,1/1log? n,n/log” n). Recall that this means that

1. H(Iﬂzg, .. .,Er,17H1 = 7T1,IO == io,J(] == jo) > log(n) — 1/10g/62 n.

2. H(EQ,. . .,ET_1’H1 = 7T1,I() = io,Jg = ]0) > (7“ — 2) log(n!) — n/10g52 n.
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3. H(H[E{(Il) = J1]|Il,22, .o .,27»_1,1—11 = 7T1,IO = io,JQ = jg) > 1-— 1/logﬂ2 n.

4. H(A|L, S, Sem, 25 (To) # Jo, Ty = w1, Iy = do, Jo = jo) > log(n) — 1/1og™ n,

and analogously the (b) statements in the definition of DX (r,n,1/log" n,n/log™ n) (Definition
4.6) hold as well.

By Lemma 4.27, Markov’s inequality, and a union bound, if n > ng, with probability at least
1—7/1log” n over the tuple (1o, Jo, II;) drawn from its marginal in D, (I, Jo,II1) is good. (Notice
that there is a coefficient of 7, as opposed to 8, since there is no (b) statement for item (2) above.)

Choosing a good tuple (ig, jo,m). Now we will use (46) to choose a good tuple (i, jo,m1) for
which IT also achieves success probability at least 1/2+ €9, for all n > max {ng, 2(7/(e1—e2)) /P2 } For

each tuple (ig, jo, 1), we have constructed above a protocol II for (r — 2)-PV, with communication
at most n/log? n < n/log™ n, and where Alice and Bob use (r + 1)/2 rounds of communication.
If moreover (i, jo,m1) is good, then the distribution of (11, J1, s, ..., 3,_1) under Dio,jo,m belongs
to DMX(r — 2,n,1/log” n,n/log” n).

Now suppose for the purpose of contradiction that the probability of success of all ((r +
1)/2,n/ log? n) protocols on any distribution D e DN (p — 2. n, 1/1og™ n,n/ log™ n) were at
most 1/2 + €. In particular, for any good tuple (ig, jo, 1), the probability of success of II on the
distribution Dﬂmmo is at most 1/2+ e3. Then by (46) and since n > ng, the probability of success
of II would be at most

7/1log™ n 4 (1 —7/log?n) - (1/2 + ) < 1/2 4 7/log™ n + €.

1/B2

Since we also have n > 2(7/(c1=€2)/"2 "i¢ follows that

ea+ 7/ log™ n < e,

which is a contradiction and thus completes the proof of Lemma 4.17.

5 Rounds-Communication Tradeoffs in Amortized Setting

In this section, our main goal is to prove the following theorem stating, roughly, that for the source
lrne, there is an efficient protocol (i.e., one with little communication) for CRG and SKG with
many rounds, but that there is no efficient protocol with few rounds.

Theorem 5.1. For each r € N, € (0,1), there is a constant cy > 0 such that for n > ¢y, there is
a source iy ¢, such that:

1. The tuple ((r + 2)[logn],£) is (r + 2)-achievable for SKG (and thus CRG) from fi, 0.

2. Set ¢ = n. For any C,L € R with C < n/log®n and L > ~¢, the tuple (C,L) is not
|(r + 1)/2]-achievable for CRG (and thus for SKG) from piypnn.

3. Again set £ =n. For any C,L € R with C < \/n/log®n and L > ~¢, the tuple (C,L) is not
r-achievable for CRG (and thus for SKG) from piypn.
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5.1 Using the Compression of Information to Communication

We will prove Theorem 5.1 by reducing to the non-amortized setting; in particular, we will use
Theorems 4.6 and 4.7 as a black-box. A crucial technical ingredient in doing so is the use of an
“compression of internal information cost to communication” result for bounded round protocols,
saying that for any protocol with a fixed number r of rounds and internal information cost I, there
is another protocol with the same number r of rounds and communication cost not much larger than
1. As we discussed in Section 2, these types of theorems were originally proved in order to establish
direct sum and direct product results for communication complexity. Our use of these compression
results may be interpreted as a roughly analogous approach for the setting of amortized CRG and
SKG, which can be thought of as the “direct sum version of non-amortized CRG and SKG”.

Theorem 5.2 (Lemma 3.4, [JPY12]). Suppose that (X,Y) ~ v are inputs to an r-round com-
munication protocol 11 with public randomness Rpyy, (and which may use private coins as well.
Then for every € > 0, there is a public coin protocol L with r rounds and communication at most

int
w—FO(T log(1/€)) such that at the end of the protocol each party possesses a random variable

€ A

N

(IIy,...,1I,) representing a transcript for I1, which satisfies
A((Rpuy, X, Y. I, 1), (Rpas, X, Yo I IL)) < Ger

Our first lemma, Lemma 5.3, uses Theorem 5.2 to show that for any protocol II which satisfies
ICS(IT) > IC*(IT) then there exists another protocol IT with communication cost not much

greater than ICz1t (IT) and which satisfies some additional properties:

Lemma 5.3. Fiz any r,n,f € N, and let p = pi, 0. Suppose p € N and C,L € Ry. Suppose 11 is
a p-round protocol with ICS(IT) = L and ICg‘t(H) = C and public randomness Rpy, (and which
may use private randomness as well). Then for every € > 0 there is some p-round protocol I with
inputs (X,Y) ~ p, public randomness Rpyp, with communication at most @ + O(plog1/e) and
which outputs keys K}, Ky, such that

1. P,[K, = Kb = 1.
2. When inputs (X,Y) are drawn from p, I(K}y; Br.) = I1(K); A1) > L—(C+1+2logn+36epl).
3. When inputs (X,Y) are drawn from px ® py,

C+5
IHX®#Y (Kﬁb RPub7 (H’)P’ Bl> ey Bn) S P

+ O(plog1/e) (47)

and
C+5p

€

Lixouy (K Rpu, (I')75 Ay, .. Ap) < + O(plog1/e). (48)

Proof. Let II' be the protocol given by Theorem 5.2 for the protocol IT and the given €. Then the
communication of IT' is at most @ +O(plog1/e)). At the end of IT', Alice and Bob each possess
a random variable (I, . .. ,pr), such that, when (X,Y) ~ p,

A((Rpup, X, Y, 104, ... TL,), (Rpwp, X, Y, 104, . .., T1,)) < 6Gep. (49)
(Notice that TP = (TIy,...,1I,) is different from the transcript (IT')? = (ITj, ... ,1T,) of TI'.) Now

set Ky = K = (IIy,...,I1,), which immediately establishes item (1) of the lemma.
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To establish point (2), we will first argue that it holds for II; in particular we show that when
(X,Y) ~p,
H(B;, [II”) <4+ C — L+ 2logn. (50)
(Since H(B;,) = ¢ it will follow from (50) that I,(I1*; By,) > L — C' — 2logn, though we will not
use this directly.) To see this, first notice that'’

I(X;Y|I?) = I(Y;X,1IP) — I(TII*;Y)
= I(XGY)+I1(II7YX)+ I(II% X|Y) — I(TT°; X, Y)
= I(X;Y)+IC"(IT) — ICS(ID) (51)
< (+C-L.

Recalling the notation I, = ¥, 0--- 03 (ly), we observe by Lemma 6.2 and the data processing
inequality that

I(X;Y|1I?) I(X; Y|P, 1,.) — logn
I(A;.; Br |11, I,.) — logn
I(Ag,; B, |11”) — 2logn

H(A; |1IP) — 2logn = H(By, |[11?) — 2logn,

(AVARAVARLV]

since H(Ay,|Br,,11?) = H(A1,.|Br,) = 0 as A;, = By, for all inputs in the support of p. It then
follows that H(By, |II?, Rpy) < £ + C' — L + 2logn, establishing (50).

Next, (49) and the data processing inequality give us that A((Rpy, Br,,11?), (Rpw, Br,, 117)) <
6ep. Corollary 6.6 and (50) then give that

H(Bl,.’ﬂp,RPub) < H(BI,.|ﬂp) </l+C—L+2logn + 36epl + 1.
Since K} = II?, we get that
I(Br,; K}) > L — (C + 14 2logn + 36ept),

which establishes point (2).

Finally, to establish point (3), first notice that some inputs (X,Y’) ~ ux ® puy may not be in the
support of yr. We may extend the protocol II" to be defined for all pairs of inputs (X,Y) € X' x ), by
choosing an arbitrary behavior (e.g., terminating immediately) whenever there is a partial transcript
(IT")*=! for which the distribution of the next message IT} has not been defined.

Recall that (IT},...,II}) denotes the transcript of communication of TI' and Rpy, is the public
randomness of IT', so that when (X,Y) ~ ux ® py,

C+5p
Lixouy ()7, X, Reun; YY) = Ly aopy (K73 Y]X, Rewn) < Hyxopy (IT)F) <

+ O(plog1/e).

Recalling that K% = II?, by construction of II’ (and ﬂ) from Theorem 5.2, it follows that

(K3, Rewn, (I1)7) = (X, (IT')", Rpwy) = Y

We remark that the equality of I(X;Y|II?) to (51) also played a crucial role in [LCV17] which derived a charac-
terization of the achievable rate region in terms of the convex envelope of a functional on source distributions.
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is a Markov chain. It then follows from the data processing inequality that

C+5p
€

qu®uy (Kfp Rpuyy, (H/)p; By, ... 7Bn) < qu@uy (XA/7 Rpuyy, (H/)p; Y) < + O(P log 1/6),

which gives (47); (48) follows in a similar manner. O

Roughly speaking, the next lemma, Lemma 5.4, shows how the protocol II" constructed in
Lemma 5.3 can use the properties (2) and (3) of Lemma 5.3 to distinguish between the distributions
w (v1 in the below statement) and px ® py (v2 in the below statement). This, in combination with
the result from Theorem 4.7 stating that p and pux ® py are indistinguishable to protocols with
little communication, will ultimately complete the proof of Theorem 5.1.

Lemma 5.4. Suppose vy, vy are distributions over tuples of random variables (Z1,. .., Zn, I, K, R’),
where Zy, ..., Z, € {0,1}, I € [n], and K € K, where K is a finite set. Suppose that the marginal
distribution of Zy, ..., Zn, I over each of vi, vy is uniform over {0,1} x [n]. Finally suppose that

0 < &< 1 and C satisfy logn < C < (11_6?034 as well as:
1. I, (K; Z1,...,Z,) < C.

2. 1, (K; Z1) > ((1 — €).
3. P,[K=K]=1, and P,,[K = K] > 1 — (1 - £)?/36.
Then there is some function f : K x {0,1}" — {0,1} such that

EVl[f(k7Z17"'7ZTL)] _EV2[f(K7 Zl:"'7Zn)] Zp/27

where p = (1 — £)?/18.
We first establish some basic lemmas before proving Lemma 5.4.

Lemma 5.5. Suppose W € {0,1}¢ is a random varaible, and H(W) = c. For any 6 € (0,1] there
is some set S C {0,1} such that |S| < 2¢/% and P[W & S] < 6.

Proof. Set
S={we{0,1}' : P[W = w] > 27/},

We know that ¢ = H(W) = Eyw[log(1/P[W = w])], so the probability that P[W = w] < 279,
i.e. that log(1/P[W = w]) > ¢/, over w ~ W is at most 6. Thus P[IW & S| < 4. Clearly, by the
definition of S, we have that |S| < 2¢/9. O

Lemma 5.6. Suppose that random variables I, 21, ..., Zy, are distributed jointly so that the marginal
of Z1,...,Z, € {0,1}¢ is uniform on {0,1}Y*. Then H(Z1) > ¢ — logn.
Proof. Notice that
H(Z1, Ziv1, - Zryn—1) > H(Zp,..., Zrinall)
= Eir[H(Zi,..., Zizn-1|I =1)]
= Eivr[H(Z1,...,Z,|I =1)]
= H(Zi,...,Zy|I)
> In—logn, (52)
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where addition of subscripts is taken modulo n. Since (Z741,..., Zr4n_1) € {0,1}"~¢ we get that
H(Z[) > H(Z]|Z[+1, N Z[Jrn,l) > H(Z], ey Z]Jrn,l) — (En — f) > f— logn,
as desired. O

Lemma 5.7. Suppose that W € {0,1}¢ is a random variable with H(W) = h < (. Let S C {0,1}*
be a subset with size |S| < 2¢, for some ¢ < £. Then P[W € S§] < lel%h

C

Proof. Write p = P[W € S]. Let J = 1[W € S]. Then pc + (1 — p)¢ > pc + (1 — p)log(2¢ — 2¢) >
H(W|J)>H(W)—1=h—1. Hence p(c—£) > h—1—¢,so p < &=h, O

Now we prove Lemma 5.4.

Proof of Lemma 5.4. We will first define f and determine a lower bound on E,, [f(K, Z1, ..., Zy)].
By assumption, H,,(Z;) = ¢, so H,,(Z;|K) < &(. For each k € K, let v, = H(Z;|K = k)/¢,
so that Exwx[yk] < € Pick some n > 1, > 1 to be specified later. By Lemma 5.5, for each
k € K, there is a set T, C {0,1}* of size at most 27¢ such that P,,[Z; & Ti|lK = k] < 1/n.
Next, set S = {k € K : v, < (£}. By Markov’s inequality, P,,[K € S] > 1 — 1/¢. Thus
P,[K €S]-P,[Z; € Tk|K € S] > (1 —1/¢)- (1 —1/n), and for all k € S, |T;| < 27686 < 2n¢¢,
We now set
Viem 1Zi€ Tkl : KeS§

0 : else.

F(K, Zy, ..., Zy) = {
Since P[K € S]-P[Z; € T|K € S] < E [Vem11Zi € Tkl

B, [f(K, Z1,. .., Zn)] 2 (1= 1/n) - (1 = 1/Q).

Next we determine an upper bound on E,, [f(K, Z1,...,Z,)]. Define a random variable I =
I(Zy,...,Zp,K), by I = min{i : Z; € T}, if the set {i : Z; € Tx} is nonempty, else I = 1.
Thus H(I) < logn. Consider the random variable Z; € {0,1}". Tt follows that f(K,Z1,...,Z,) <
1[Z; € Tk]. By Lemma 6.2 and the data processing inequality, we have that

L, (K;Z;) —logn < I, (K; Z;|1) < L, (K; Z1,..., Zy|I) < I, (K; Z1,..., Zy) +logn < C + logn.

Lemma 5.6 gives that H,,(Z;) > ¢ —logn, so H, (Z;|K) > { — C — 3logn. For each k € K, let
hy = H, (Z;|K = k), so that E, [hg] > £ — C — 3logn. By Lemma 5.7, for each k € K with
e < 1, P[Z; € Tr|K = k] < f;ﬁ;ﬁ:), by our upper bound |7 < 27,

Recall that E,,[v] < & For i € {1,2}, let K,, be the marginal distribution of K according
to v;. We must have that A(K,,, K,,) < p, else we could choose f to be a function of only K
and would get that |[E,, [f] — E,,[f]| > p. Thus 1 —1/¢ —p < P,,[K € S§] < 1. Next notice that
E,, [¢ —hk] < C+3logn, and that £ — hg > 0 with probability 1. Therefore, E,, [{ — hg|K € S] <

fjf /lgfz. Since v, < (€ for all k € S, it follows that

E,Lf(K,Z1,....2Z,)] < E,[f(K,Z1,...,Z,)|K € S]
< IPI/1[Zf GTK’KGS]
C+3logn
1+ 1j1/C§p
01 —n¢g)
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Thus

1 1+ ?jlg/lgfz
1-1/¢ €1-n¢) |-

EVQ[f(K,Zl,...,Zn)] _Elll[f(K7Z17"-7Z7’l)] > (1_1/4)' <(1_1/77)_

Now, choose n = ¢ = £~ /3, and let & =1 — ¢, so that p < £/6 < 1_(1_25,)1/3 = 1_21/4. Using the
inequality ax <1 —(1—2)* <z for0<a <1,z €[0,1] and C > logn gives

Eyz[f<Ka Zl; ceey Zn)] - Em[f(K, Z17 ceey Zn)] 2 5,/3 ' (5//3 - (1 _ 1/()(11_ 1/( _p) ’ 125)
> g3 (613 )
> (€)?/18 =p,
(&3¢

where the last inequality follows from C' < 355
Since K = K over vy and are only nonequal with probability at most p/2 over vy, it follows
that

Eug[f(Ka Zla .. 7Zn)] - Elll[f(Ka Zla .. ,Zn)] > p/27
as desired. ]

5.2 Proof of Theorem 5.1

Using Lemmas 5.3, 5.4, and Theorem 3.4, we now may prove Theorem 5.1:

Proof of Theorem 5.1. The first part of Theorem 5.1 follows directly from Lemma 4.4.

To prove the second part of Theorem 5.1, first suppose r is odd. We take p = p, ¢ and set
e=~/(54(r +1)).

We argue by contradiction. Suppose the theorem statement is false: namely, that for some
C < n/log®®n and L > ~¢, the tuple (C,L) is |(r + 1)/2]-achievable from p. We can assume
without loss of generality that L < ¢. By Theorem 3.4 (and in particular, Corollary 3.5), since
I,(X;Y)=4{> L, thereis a | (r+1)/2]-round protocol IT such that ICift(H) < Cand ICSM(IT) > L.

By Lemma 5.3, there is an |(r+1)/2]-round public-coin protocol II" with inputs (X,Y") ~ p and
communication at most CJF?’%W + O(rlog 1/€) such that at the end of II" with inputs (X,Y") ~ p,
Alice and Bob output keys K, = Kj, respectively, which satisfy I,,(Kg; Br,) > L—(C+1+2logn+
18¢(r + 1)¢). Moreover, when (X,Y) ~ ux & uy,

SC’+3+57‘/2+

max{l, ouy (KZ\; Bi,...,Bn), Licouy (K{g; A, .. AR} -

O(rlog1/e).
Next, let II” be the protocol where the parties run I, and the last party (suppose it is Alice, for
concreteness) to speak in IT" sends over a random hash h(K}) of length O(log 1/7), so that for any
K, # K, Pp[h(K}) = h(K})] < 4%/648, and the other party, Bob, outputs a final bit equal to
1[h(K}) = h(Ky)]. For sufficiently large n, we have that

C+3+5r/2
Cr3tir/z,

cer’) <
€

O(rlog1/e) + O(log 1/v) < n/log!® Y n. (53)
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Claim 5.8. 1" distinguishes i and px ® py with advantage at least v*/324.

Proof. To prove Claim 5.8, we consider two cases.

The first case is that Py, g, [Kj # Ka] > ~?/324. In this case, the last bit output by Bob will
be 0 with probability at least 42/648 when (X,Y) ~ uyx ® py. Since K} = K} with probability 1
when (X,Y) ~ p, it follows that I1” distinguishes between the two distributions with advantage at
least v2/648 in this case.

The second case is that P, ., [Ky # Kl < 7v?/324. Here we will use Lemma 5.4. Since
18¢(r + 1) < ~/3, and since for sufficiently large n, C' + 1 4+ 2logn < yn/3 = /3, we see that
1(Kg; Br,) > 0 —2v(/3 = v¢/3.

We apply Lemma 5.4, with (Z1,...,Z,) = (B1,...,Bp), I = I,,K = K{, K = K} 11 = pix ®
uy,v2 = p, & =1 —+/3 and L = n/log(co_l) n. Here we use that n/log(co_l)n < % for
sufficiently large n (depending on ), as well as Py, g,y [Kj # K§] < v?/324 = (1 — £)?/36. Then

Lemma 5.4 gives that Bob can output a bit as a deterministic function of Ky, B1,..., B, (all of

which Bob holds at the conclusion of IT'), that distinguishes p and py ® py with advantage at least
2

¢ /324. O

By Theorem 4.6, with € = 72/324, and as long as cg is large enough so that the right-hand side
of (53) holds for n > ¢y, and such that ¢g —1 > 8 (where § is chosen from Theorem 4.6, given
€ = 72/325), we arrive at a contradiction.

For even r, we use the distribution ¢ = 1. Part (1) of the theorem still follows from
Lemma 4.4 (in fact, we even have (r + 1)-achievability). For part (2), the argument above applies,
except now the lower bound on round complexity is [((r — 1) +1)/2] = [r/2] =r/2.

Finally, to prove part (3) of Theorem 5.1, an argument virtually identical to the one for part
(2) applies, except that the protocols IT and II" have r rounds, the protocol II"” has r + 1 rounds,
and the upper bound in (53) is v/n/ log{®~Y n, which needs to be less than (71/632)3" = (71/6?;)03 £ (which
it is, for sufficiently large n. In the last step fo the proof, we use Theorem 4.7 (instead of Theorem
4.6), which establishes that p and px ® py are (e,r + 1,+/n/ poly log n)-indistinguishable for any
constant € > 0. O

5.3 Separations in MIMK, CBIB, and KBIB

In this section we use Theorem 5.1 and the results of Section 2.3 to derive separations in the MIMK
for the pointer chasing source g, ¢. The below Theorem 5.9 generalizes a result of Tyagi [Tyal3],
which established a constant-factor separation in the MIMK for 2-round and 1-round protocols for
a certain source.

Theorem 5.9. For each r € N, there is a ¢y such that for each n > cq, the pointer chasing source

Hrmn Satisfies:
1. F9(X3Y) < (r+2)[logn].
2. ‘]L(T‘+1)/2J (X; Y) > n/ log® n.
3. Z.(X;Y) > /n/log®n.

Proof. Let the constant ¢y be that given by Theorem 5.1 for an arbitrary ~.
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The first item follows from the definition of .#.(X;Y") in Definition 2.8, the fact that I, , . (X;Y) =
n (Lemma 4.3), and the first item of Theorem 5.1 stating that the tuple ((r+2)[logn],n) is (r+2)-
achievable for SKG from the source (i, -
To see the second item, suppose that .|, 1)/2)(X;Y) < n/log® n. Then the tuple (n/log® n, £)
is |(r + 1)/2]-achievable from the source i, n, contradicting the second item of Theorem 5.1.
Similarly, for the third item, if .7.(X;Y) < /n/log® n, then the tuple (y/n/log® n,¢) would
be r-achievable from the source (i, 5, contradicting the third item of Theorem 5.1. ]
Using Theorem 3.9, Theorem 5.9 immediately gives an analogous round separation for lim o M,
between p =7+ 2 and p =1 (or p = [(r+1)/2]|). We can, however, use the stronger nature of
Theorem 5.1 to obtain some information about wg‘(unn,n), for all A that are bounded away from 1:

Corollary 5.10. Fiz any r € N,y € (0,1). Then:
1. For all A € (0,1), n € N, w} o (trpn) > AH(X,Y) — An+ (r + 2)[log n].

2. Let cq be the constant from Theorem 5.1 for v =1/2. Then for all X € (0,1 —2/1og®n) and
n > €0,
Wf\(r+1)/2j (Hrmn) < AH(X,Y) — An —n/log®n. (54)

Thus, in particular,
Wlrt1)/2) (Hrann) < WP (rnn) — 1/ log® n+ O(log n).

Proof. The first part follows immediately from Theorem 3.7 and the fact that ((r + 2)[logn],¥) €
Ton(X,Y).

For the second part, fix A € (0,1), and let ¢y be the constant from Theorem 5.1 given the value
~v = 1/2. Suppose for the sake of contradiction that (54) does not hold. Then by Theorem 3.7, for
some (C, L) € T.(X,Y), we have

L(1-X)—-C>n—Xn—n/log”n. (55)

We may assume without loss of generality that L < I(X;Y) = n, since for any a > 0 such that
L-—a>I1(X;Y),(C—aL—a)eT(X,Y) as well.

But (55) gives L > n — n/llofgj\on > n/2. By Theorem 5.1, it follows that C' > n/log® n, which
contradicts (55) since L < n. O

Next we would like to derive similar separations for the r-round interactive CBIB (Definition
2.5) and KBIB (Definition 2.6). Notice that from the first item of Theorem 5.1 we have immediately
that TS5, (X,Y) > W. We might hope to use Theorem 2.3 as well as the second and third
items of Theorem 5.1 to derive upper bounds on I" ffr +1)/2 (X,Y) and I'S*(X,Y) that grow as log®® n
and /nlog® n, respectively. However, such upper bounds do not immediately follow from Theorem
5.1 since Theorem 5.1 requires a lower bound on L in order to show that certain tuples (C, L) are not
achievable. In particular, Theorem 5.1 leaves open the possibility that tuples such as (log n,/n), or
even (27",1) are |(r+1)/2]-achievable for CRG from fiy, . This limitation of Theorem 5.1 results
from the fact that Lemmas 5.3 and 5.4 give vacuous bounds on the disintuishability of p = prpnn
and px ® py when the tuple (C, L) is such that L is small compared to n. We leave the problem

of remedying this issue for future work:
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Problem 5.1. For each r € N, show (perhaps using Theorem 5.1) that there is a ¢, such that for
each n > cp, the pointer chasing source (X,Y’) ~ iy, satisfies:

L TGt /2)

2. T (X,Y) < y/nlog® n.

(X,Y) <log®n.

It seems that in fact the even stronger result I'?% (X, Y) < O(1) holds.

A proof of the last sentence of Problem 5.1 would imply a corresponding separation between
the (r + 2)-round and (r + 1)-round strong data processing constants for the source p . ,: while
trivially we have s7 ,(X,Y) >1— O(1/n), I'e2(X,Y) <O(1) is equivalent to s7 (X,Y) <1—¢
for some constant ¢. In view of Theorem 2.3, an answer to Problem 5.1 would imply similar types

of separations for the concave enelopes w? as well.

6 Information Theoretic Lemmas

In this section we collect several information theoretic lemmas which are used throughout the paper.

The data processing inequality states that if X,Y are jointly distributed random variables,
and then we compute some randomized function Z of Y (i.e., we “process Y”), then the mutual
information between X and Z can be no greater than the mutual information between X and Y.

Proposition 6.1 (Data processing inequality). If X —Y — Z is a Markov chain, then I(X;Z) <
I(X;Y).

Lemma 6.2 ([HMO™18], Lemma 2.9). For random variables X,Y, Z, W , we have that
H(X;WIY, 2) > I(X; YW, Z) - I(X;Y|2) > ~I(X; W|2),

In particular,
H(W) > I(X; YW, Z) - I(X;Y|2) > —H(W).

Proof. Using the definition of mutual information, we observe

I(X; W)Y, Z) - 1(X;W|Z)
— H(X|Y,Z) - HX|W,Y, Z) - H(X|Z) + H(X|W,Z)
= I(X; YW, 2)-I1(X;Y|2).
The claimed equalities hold by non-negativity of the mutual information. O

Pinsker’s inequality gives an upper bound on total variation distance in terms of the KL diver-
gence between two distributions.

Proposition 6.3 (Pinsker’s inequality). Let p,v be two distributions supported on a set X. Then

KL(all)
Ap,v) < —

The following lemma implies that the entropy functional H(-) is continuous on the set of dis-
tributions on a finite X set with respect to the topology induced by total variation distance.
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Lemma 6.4 ([HY10], Theorem 6). Suppose X1, X2 are random variables whose distributions are

supported on a set X, and let § = A(X1,Xs). If0<6 < ‘/’T)'(TI, then

|H(X1) — H(X2)| < h(d) +0log(|X| —1).

Remark 6.1. When X is uniform, H(X;)—H (X2) = log |X|—H(X2) is equal to the KL divergence
KL(X||Ux) between X and the uniform distribution Uy on X. In this regime, Lemma 6.4 can be
interpreted as a reverse Pinsker inequality. This interpretation is particularly useful in Section 4.

The following theorem is a slightly weaker version of Lemma 6.4.

Theorem 6.5 ([CT12], Theorem 17.3.3). Suppose that p, v are distributions on [m] and A(u,v) <
e < 1/2. Then, letting X ~ p,Y ~ v,

[H(X) = H(Y)| < e-log (7).

€
Corollary 6.6 derives a conditional version of Lemma 6.4.

Corollary 6.6. Suppose that X1, Xo are random wariables whose distributions are supported on
a set X, and that Y1,Ys are random variables whose distributions are supported on a set Y. Let
0 = A(X1Y1, XoY3). Then

|H(X1|Y1) — H(X2]Y2)| <1+ 60log|X].

Proof. For x € X,y € Y, write px,v; (z,y) for the probability of the event {X; = z,Y) = y}, and

similarly px,v, (2, ¥), pvi (), Py2 (¥), Px1 (v (2[¥); Pxo v2 (7y), and so on. For any y not in the support
of Y2, and any = € X, let py, |y, (z|y) = 0 (and similarly for px,y, (x|y) for y not in the support of

Y1). Choose an arbitrary element * € X', and define a random variable Xy with support in X that
is jointly distributed with Y7 as follows. For y in the support of Y3, let P (T|y) = Pxu)yvs (Tly),
for x € X. For y not in the support of Y3, let P,y (ly) have all its mass on * € X.

By the data processing inequality, A(Y7,Y2) <6, so

1
AlXiN, XoYs) = 5 > Ipxv (@, 9) = Pxovs (2,9))]
zeX,yey
1
= 9 Z |pX1\Y1(33\y)pY1(y)—pX2|Y2($\y)pY2(y)’
zeX yey
1
> b5 Y i) pxw ly) — by, ()]
zeX ,yey

For y € Y, write 6, = 2> Ipx, v2 (7]y) —Ptm (z]y)|, so that the above gives E, .y, [§,] < 2.
Write supp(Z) for the support of a (discrete) random variable Z. Next, notice that by Holder’s
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inequality,

[H(X1Y1) = H(X2[Y2)| = [Ey oy [H(X1 Y1 = y1)] = Eypovy [H(X2[Ya = y2)]]
< > py; (y1) (H(X1[Y1 = y1) — H(X2|Y2 = y1))| + 26 - log [ X]
y1€supp(Y1)Nsupp(Yz)

= > pv)(H(X Y1 =) — H(Xa[Y1 = 1))| +26 - log | X|
y1€supp (Y1)

< Eyey, [[HXGY) = 1) = HElY: = 1)

For each y € supp(Y}), we have from Lemma 6.4 that |H(X;|Y; = y) — H(X2|Y1 = y)| < h(6,) +
dylog|X| as long as 6, < WT_‘I, which happens with probability at least 1 — 46 by Markov’s
inequality. Thus,

|H(X1|Y1) — H(X2|Y2)| Ey~v; [h(dy) + 0, log | X|] + 40 log | X|

1+ 60 log|X]|.
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A Alternate Definitions of Rate Regions

In this section we discussed the atlernate (though equivalent) definitions of rate regions for amor-
tized and non-amortized CRG mentioned in Section 2.

A.1 Amortized CRG

The below definition was introduced in [AC93] for the case of 1-round and 2-round protocols, and
the straightforward extension to r-round protocols has been referenced in several places, such as
[GJ18]:

Definition A.1 (Amortized CRG (alternate definition to Definition 2.1)). A tuple (C, L) is r-quasi-
achievable for CRG for a distribution v if for each IV € N, there is some ey € R with limy_,o ey —
0, a key set K, and an r-round private coin protocol Il = II(N) = (II(N)4,...,II(N),) € ({0,1}*)"
that takes as input (X, Y") ~ v®N with output keys Ky = K,(N),Ks = Kz(N) € Ky, such
that

1. limsupy_,. % - CCII(N)) < C.
2. liminfy o0 % - min{H(Kx(N)), H(Ks(N))} > L.

3. log |Kn| < ¢N, for some absolute constant ¢ that is independent of N (but which may depend
on C,L).

4. P[Ky(N) # Kg(N)] < en.

We denote the set of pairs (C, L) that are r-quasi-achievable from (X,Y) ~ v by 7.(X,Y).

We remark that it is immediate that r-quasi-achievability (i.e., as in Definition A.1), at least
for ¢ = L, is stronger than r-achievability (i.e., as in Definition 2.1) in that any family of protocols
IT satisfying the conditions of Definition A.1 and attaining a tuple (C, L) attains the same tuple
and satisfies the conditions of Definition 2.1:

Proposition A.l. Suppose Il r-quasi-achieves a tuple (C,L) according to Definition A.1 with
c= L. Then it r-achieves the same tuple according to Definition 2.1.

Proof. For any N € N, consider the r-round protocol from Definition A.1. Then condition (1) of
that definition is the same as condition (1) of Definition 2.1, for the same ey. Since K € Ky,
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condition (2) of Definition A.1 gives liminf y_,~ log |ICn| > liminf oo H(K,) > L (in fact equality
holds since ¢ = L), thus verifying condition (2) of Definition 2.1. Pinsker’s inequality now gives

A(KK,KyKp) <P[K, # K]+ A(K,Ky) < en + VKL(K||Ky)/2 =en + \/(L — H(Ky))/2,

which tends to 0 as N — oo by condition (2) of Definition A.1.

O]

In fact, it turns out that the rate regions 7,(X,Y) and 7,(X,Y), for any source (X,Y) ~ v,
are equal:

Theorem A.2 ([LCV17]). For any source (X,Y) ~v, T.(X,Y) = T.(X,Y).

In light of Theorem A.2, we will simply refer to tuples (C,L) € T,(X,Y) = T.(X,Y) as r-
achievable, and will always use 7,.(X,Y) to denote this region.
A.2 Amortized SKG

We can also use the conditions of Definiton A.1 instead of those of Definiiton 2.1 in the definition
of r-achievability for SKG:

Definition A.2 (Amortized SKG (alternate definition to Definition 2.2)). A tuple (C,L) is r-
quasi-achievable for SKG for a distribution v if there is some choice of a sequence ey — 0 such
that the following holds: for each N € N, there is some choice of private-coin protocol II such that,
first, conditions (1) — (3) of Definition A.1 are satisfied for these ey, II, NV, and, second,

A(KAKBHT, KAKB & Hr) S EN. (56)
We denote the set of pairs (C, L) that are r-quasi-achievable for SKG from v by S, (X,Y).

As with CRG, quasi-achievability (i.e., Definition A.2) is equivalent to achievability (i.e., Defi-
nition 2.2), and we will never use the prefix “quasi” nor the tilde S,(-,-) in the rate regions:

Theorem A.3 ([LCV17]). For any source (X,Y) ~v, S;(X,Y) = S.(X,Y).

A.3 Non-amortized CRG

As opposed to Definition 2.3, much of the literature on the non-amortized CRG problem [BM11,
CGMS17, GR16, GJ18] has used the following definition, which only guarantees that the agreed-
upon key is “close to uniform over a set of size 21”7, in the sense that it has min-entropy at least
L:

Definition A.3 (Non-amortized CRG (alternate definition to Definition 2.3)). For r,C € N, and
L,e € R>g, we say that the tuple (C,L,€) is r-quasi-achievable from the source v (for CRG) if
there is some N € N and an r-round protocol II with private randomness that takes as input
(XN, YN) ~ v®N such that at the end of II, Alice and Bob output keys K,, Kz € K, given by
deterministic functions Ky = Ky(XY, Ry, 11"), Kz = Kz(YV, Rg,1I"), such that:

1. CC(II) < C.
2. min{Ho(Ky), Hoo(Kp)} > L.
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3. IP)V[KA = KB] Z 1—e

It is instructive to consider what would result if we were to change the second item in Definition
A.3 to the requirement that min{H (K,), H(Kg)} > L: for any L,e > 0 and any source p, the tuple
(1, L, €) would be 1-achievable from the source p. In other words, under this alternative definition,
Alice and Bob would be able to generate arbitrarily large amounts of common randomness with
only 1 bit of communication. To see this claim, consider the protocol where Alice uses private
randomness to generate a random bit B € {0,1} that is 1 with probability €, and 0 otherwise.
Alice then sends B to Bob. Then the keys, which are elements of K := {0, 1}”/ €l are given as
follows: if B = 0, then Alice and Bob both output the string of all Os as the key. If B = 1, then
Alice and Bob each use private randomness to choose a random element of I, and output their
respective elements as K, K, respectively. The probability of agreement is at least 1 — e (as Alice
and Bob agree whenever B = 0), and the entropy of each of Kj, Kg is at least €- [L/e] > L.

Next we verify the simple fact that Definitions 2.3 and A.3 are essentially equivalent:

Proposition A.4. The following two statements hold:

e Suppose that 11 is an r-round protocol that achieves the tuple (C, L, €) according to Definition
2.8, for some r,C,L,e. Then there is an r-round protocol II' that quasi-achieves the tuple
(C, L,3¢) in the sense of Definition A.3.

e Suppose that 11 is an r-round protocol that quasi-achieves the tuple (C,L,€) according to
Definition A.3, for some r,C, L,e. Then for any § > 0, there is an r-round protocol I that
achieves the tuple (C,|L —2log1/d], e+ 9) in the sen of Definition 2.3.

Proof. First suppose that II is an r-round protocol achieving the tuple (C,L,€) in the sense of
Definition 2.3. Definition 2.3 gives that if Kj, Kz denote the parties’ keys from the protocol II,
and if K denotes a uniformly distributed key on K, a set of size at least 2%, then A(K,,K) < ¢
and A(Kg, K) < e. Therefore, there are randomized functions g, : K — K and gg : K — K such
that ga(Ka) and gg(Kp) are distributed uniformly on K, and such that P[K, # ga(Ka)] < € and
P[Kp # gs(Kg)] < €. By the union bound, it follows that Plga(Ka) # gs(K3)] < 3e. Certainly
Hoo(ga(Ky)) = Hoo(gs(K3)) = L. Therefore, the protocol IT" in which Alice and Bob run IT but
then output ga(Ka), gs(K3s) as their keys, respectively, quasi-achieves the tuple (C, L, 3¢) in the
sense of Definition A.3.

Next suppose that II is an r-round protocol that quasi-achieves the tuple (C, L, €) in the sense
of Definition A.3. Letting Ky, Kg be Alice’s and Bob’s keys at the conclusion of II, we have that
min{Ho (Ky), Ho(K3s)} > L. We need the below lemma before continuing:

Lemma A.5. Suppose L > 0 and 0 < 6 < 1. Suppose a random variable K is distributed on a set
K so that Hyo(K) > L. Let K' be a set of size |2871981/9) = |52L|. Then there is a deterministic
function f: K — K’ such that H(f(K)) > Hoo(f(K)) > (log |K']) — 6.

Proof. Pick some ordering on K, and for each k € K according to this ordering, set f(k) to be the
element in K’ which has minimal probability mass assigned to it already under the distribution
of f(K). After this procedure, let k, € K’ have maximum probability under the distribution of
f(K), and suppose the last k € K for which we set f(k) = k’ is denoted k.. It must be the case
that P[K € {k € K : k # ki, f(k) = k.}] < 1/|K'| since before setting f(k) = k. we had that &,
had minimal probability mass under all ¥’ € K’. Since P[K = k.] < 27% < §/|K'|, it follows that
PIf(K) = K] < (1+0)/IK'|, and so Hoo(f(K)) = (log|K'|) —log(1 + &) > (log |K']) — 4. O
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Let K’ be a set of size [2071°81/9] as in Lemma A.5. Notice that |[K'| > 2lE-lgl/d] By
Lemma A.5, there is a deterministic function, fy : K — K’ such that H(fy(Ky)) > |K'| — . By
Pinsker’s inequality, it follows that if K’ denotes the random variable that is uniformly distributed
on K, then A(K’, fa(Ky)) < /3/2. In particular, there is a coupling of K, fo(Kj) such that
P[K' # fa(Ky)] < \/3/2. Now, the protocol II' proceeds as follows: Alice and Bob first simulate
IT, and then output fy(Kj,) and fy(Kp) as their keys, respectively. Since P[K, # Kp] < €, we
have P[fa(Ky) # fa(Kp)] < € and P[K’ # foa(Ky)] < 1/3/2, it follows by the union bound that
P[fa(Ky) = fu(Kz) = K'] > 1—e—+/5/2. Tt follows that TI' achieves the tuple (C, | L—log1/5],/5)
in the sense of Definition 2.3; the statement of the proposition then follows by replacing § with
62, O
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