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Abstract

Performance analysis has been driving the advancements of software and hardware systems for
decades. Proper analysis can reveal system and architectural bottlenecks, provide essential infor-
mation for choosing frameworks and platforms, and further lead to performance optimizations.
Systematic performance analysis is difficult since it involves various problem domains, algorithms,
software stacks, systems, and hardware. Recently, the surge of machine learning applications and
domain-specific architectures stimulates rapid evolution of all those dimensions, thus making perfor-
mance analysis increasingly challenging.

To tackle this problem, this dissertation conducts deep and systematic performance analysis for a
variety of workloads, software frameworks, and hardware systems, and demonstrates proper ways to
apply several performance analysis methodologies. First, we study the performance analysis method-
ology for general-purpose processors, a traditional and mature industry, based on CPU benchmarks
and demonstrate the importance of using representative benchmarks in drawing insights about hard-
ware systems. Next, with the lessons learned from traditional methods, we rigorously study deep
learning frameworks by applying proper analysis methods at corresponding scenarios. We extract
the performance implications of key design features from those frameworks, and the insights are
distilled into a set of simple guidelines to tune framework features. The proposed guidelines nearly
close the performance gap between the state of the art and the global optimum. Further, we pro-
pose a systematic methodology to facilitate performance analysis for rapidly evolving deep learning
models and platforms. The proposed methodology can reveal deeper insights that are difficult to
discover for traditional approaches. We demonstrate its utility with deep learning by comparing two
generations of specialized hardware (Google’s Tensor Processing Unit v2 and v3), three heteroge-
neous platforms (TPU, GPU, and CPU), and different versions of specialized software (TensorFlow
and CUDA). Finally, since machine learning techniques advance rapidly and architects need to be
aware of emerging applications, we take the first step towards analyzing Bayesian inference, an im-
portant branch of machine learning. Optimization mechanisms are proposed based on the analysis.

With the methodologies and analysis presented in this dissertation, we hope to encourage re-
searchers and engineers to apply our methodologies to new platforms, software, and applications for
systematic performance analysis. We envision this to help resolve existing performance bottlenecks
and design better software and hardware for the current and future applications.
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The unexamined life ॾ not worth living.

Socrates

1
Introduction and Background

Performance analysis quantifies performance, profiles workloads, and reveals system bottlenecks, for

usually two non-exclusive purposes, cross-comparing and improving existing platforms. Platform

cross-comparison provides essential information on choosing proper platforms, when the market-

place of computing hardware offers numerous choices for similar functionalities, such as general

microprocessors and specialized accelerators. Understanding architectural and system bottlenecks

through analysis is necessary to improve current system or design new ones.
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1.1 The Role of Performance Analysis

Performance analysis is usually the first step towards performance optimizations. Given a plethora

of workloads running on a platform, performance analysis needs to be conducted to extract impor-

tant computation kernels, analyze their computational characteristics, find system or architectural

bottlenecks, after which software or hardware optimizations for that platform can be developed.

Performance analysis has been driving general-purpose compiler and architecture advancements.

For example, through data dependence analysis of non-numerical workloads, researchers find that

most communication is to update shared memory locations, and proactive communication reduces

execution latency by decoupling communication from computation. Helix-RC 37 is therefore de-

signed to decouple communication from thread execution, by adding a lightweight architectural

enhancement co-designed with a parallelizing compiler. It speeds up SPEC CINT2000 benchmarks

by 6.85× on average. Performance analysis sometimes leads to software enhancements. Engineers in

Google analyze the temporal locality of memory page references, and find large fractions of cold

memory pages, i.e., pages not used for a given time interval. A software-defined far memory 126

based on zswap * is then proposed and it leads to over 67% memory cost reduction since deployed

in Google’s datacenters in 2016.

As the end of Dennard scaling and Moore’s law has slowed the performance improvement of

general-purpose microprocessors ? 91, the design of domain-specific hardware is becoming more and

more relevant. The Google’s Tensor Processing Unit (TPU) is a prominent example of domain-

specific hardware 111,54,200. Its development was motivated by the observation that, with conventional

CPUs, Google would have had to double their datacenter footprint to meet the internal demand for

machine learning workloads. Since matrix multiplication is one of the most important kernels of

such workloads, the core of TPU, matrix units (MXUs), is built for high-throughput matrix mul-

*Linux zswap: https://www.kernel.org/doc/Documentation/vm/zswap.txt
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tiplication with systolic arrays 124. Google has been using TPUs for their large-scale production sys-

tems, including Search, Translate, and Gmail. Compared to acceleration of killer applications like

machine learning, datacenter workloads are usually too diverse and need broad acceleration for low-

level routines including remote procedure calls, data serialization and memory allocation 113. With

such observations, Mallacc 114, an in-core hardware accelerator, is designed for high-performance

memory allocators, and it reduces malloc latency by up to 50%.

As the key part of performance analysis, benchmarks have been the driving force for compiler and

architecture design for decades. For example, it has been over thirty years since the first version of

SPEC CPU benchmark suite released in 1988 and it is still widely used for measuring CPU perfor-

mance. It is hard to make any progress without benchmarks or performance analysis. Benchmark

suites have been developed for various platforms. Examples include SPEC92, Geekbench 125, and

PARSEC 33 for CPUs; Rodinia42, SHOC 53, and Parboil 179 for GPUs; MachSuite 161 for accelerators;

Rosetta78 for FPGAs. Some benchmark suites are designed for certain applications, instead of for

platforms. Domain-specific benchmark suites are especially popular for deep learning. Examples

are CortexSuite 186, TonicSuite 84, Sirius 85, Fathom 15, DAWNBench49, and MLPerf 151. Categorizing

benchmark suites involves many dimensions, and some suites mentioned above include microbench-

marks, and some include selected workloads that represent real-world applications.

Performance analysis is challenging; it is a multi-disciplinary field that involves various problem

domains, algorithms, software stacks, systems, and hardware. Performance analysis using different

types of benchmarks provides different advantages, while showing different constraints. As an im-

portant type of workloads, this thesis dives deep into deep learning, performance analysis of which is

especially difficult and should be conduct with caution.
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1.2 Challenges of Analysis for Deep Learning

Performance analysis studies the interactions of workload characteristics, software implementations,

and architecture of hardware platforms, and the problem becomes more challenging when the three

dimensions evolve rapidly. That is the case for deep learning.

The state of the art models for deep learning has been updated every a few months. Taking vision

models as an example, ever since AlexNet 123 was published in 2012, more models started to appear,

including CaffeNet 106 (2014), VGG 176 (2015), ResNet 87 (2015), GoogleNet 181 (2015), Inception 182

(2016), DenseNet 100 (2016), and ResNext208 (2016). Model evolution is fast for other model types as

well, such as sequence-to-sequence translation 193 and recommendation models79,65,145.

The training and inference of such models is extremely intensive, and its performance is crucial

especially in production. As a result, a plethora of specialized platforms for deep learning have been

developed, including Google’s TPU 111,54, NVIDIA’s GPU with Tensor Cores, Facebook’s Zion plat-

form 130, Intel’s Nervana NNP-T 211, Cerabras’ Wafer-Scale Engine40, to name just a few. There is

an increasing trend in terms of the AI hardware platforms announced at Hot Chips conference

over the past four years. The number increases from four (2016), seven (2017), seven (2018) to nine

(2019). More and more AI hardware startups and companies initially not known for hardware start

to present their latest AI hardware. It is predicted that deep learning hardware market will reach at

least 60 billion dollars by 2025 187,141.

Given the variety of workloads and hardware platforms, software stacks need to be flexible and ef-

ficient to take advantage of the performant hardware. Software and hardware co-design is the way to

further scale up the performance, which leads to specialized software. Such software include frame-

works and their components for specialized platforms, such as TensorFlow, Caffe2, Pytorch, and li-

braries including MKL, MKL-DNN, CUDNN, and CUDA. Software stacks are updated frequently,

enhanced with specialized optimizations for certain hardware platforms and models.
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Facing with numerous choices of software and hardware for deep learning, the first and foremost

question from users is which one to choose. Performance is one of the most important factors. On

the other hand, software and hardware engineers would like to further optimize existing systems

for current and emerging deep learning workloads. Taking a step back, architects need to decide

how to design a better software-hardware system, given lessons learnt from existing designs. Proper

performance analysis can help to find answers to those questions.

Despite the expert knowledge required in this multi-disciplinary field of performance analysis,

deep learning exhibits extra challenges.

• Deep learning models are diverse, including various problems domains, models, and datasets.

• The pace of this field is fast and the state-of-the-art models evolve every few months.

• Deep learning software and hardware systems are diverse and rapidly evolving as well.

• There are varying performance metrics, such as accuracy, time to train, and latency of infer-

ence. Metrics need be chosen properly.

Performance analysis needs to be conducted carefully to avoid bias and extract deep insights.

Proper performance analysis methodology should have a comprehensive set of benchmarks that

representing state-of-the-art and emerging workloads and datasets. Researchers need solid under-

standing of cross-stack workload resource requirements and bottlenecks. Meanwhile, researchers

need to be aware of emerging workloads.

1.3 Bayesian Inference

The recent surge of machine learning has motivated computer architects to focus intently on accel-

erating related workloads, especially in deep learning. However, for unsupervised learning, Bayesian
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Figure 1.1: Increasing Bayesian inference publicaধons in top machine learning conferences from 2007 to 2016.

methods often work better than deep learning with unlabeled or limited data, and can leverage in-

formative priors, and has interpretable models. Bayesian inference is becoming increasingly popular

over the years since it is a great complement to deep learning. Some recent revolutionizing deep

learning research adopts Bayesian techniques, and notable examples include generative adversarial

networks (GAN), Bayesian neural networks (BNN), and variational autoencoder. Figure 1.1 shows

the number of publications focusing on Bayesian inference in top machine learning conferences,

including conference on Knowledge Discovery and Data Mining (KDD), International Confer-

ence on Machine Learning (ICML), and conference on Neural Information Processing Systems

(NeurIPS). The publications about Bayesian inference have been increasing for the ten years be-

tween 2007 to 2016. While many architects focus on optimizing deep learning, we also need to be

prepared for the upcoming workloads, and Bayesian inference is a promising example.

1.4 Thesis Overview

The goal of this thesis is to systematically understand popular and emerging applications so that

their performance can be optimized. The progress of this thesis is driven by two major factors, work-

loads and analysis methods.
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Table 1.1: Summary of workloads, sođware and hardware studied in this thesis.

Stack Chapter 2 Chapter 3 Chapter 4 Chapter 5
WORKLOADS Traditional Deep Learning Deep Learning Bayesian
SOFTWARE C/C++ TensorFlow, Caffe2 TensorFlow, CUDA Stan
HARDWARE CPU CPU TPU, GPU, CPU CPU

1.4.1 Workloads Overview

From workload perspective, this thesis starts with general-purpose workloads, then thoroughly ana-

lyzes popular deep learning models, and takes the first step towards understanding emerging work-

loads of Bayesian inference. The workloads, software (frameworks) and hardware platforms of this

thesis are summarized in Table 1.1.

We start from learning the past experience of traditional workloads on traditional platforms

(Chapter 2), by analyzing general microprocessors’ performance for CPU benchmark suites, SPEC92

and Geekbench 125. Their performance repositories have existed for decades and provide abundant

data to study. The data repositories represent the maximum information available from such bench-

mark suites after the industry has been mature for years. Being developed with the same purposes,

after a few years MLPerf is likely to serve the community in a similar way as SPEC.

We then dive into currently popular deep learning workloads and their specialized software and

hardware systems (Chapters 3 and 4). Deep learning has been widely adopted in products and chang-

ing our lives by improving our daily commute, communication, shopping, and traveling experience.

We explore a variety of analysis methods, software and hardware, and propose optimization tech-

niques to improve current deep learning systems.

Besides making current deep learning workloads into better products, architects need to be pre-

pared for the next upcoming workloads, since machine learning techniques have been evolving so

rapidly. And the industrialization experience of deep learning provides perfect lessons for emerging

workloads. In Chapter 5, we take a step further to conduct seminal analysis on Bayesian inference,
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Table 1.2: Summary of advantages and constraints of performance analysis methods.

Method Chapter Advantage Constraint
representative long time to develop and update,

Using (if designed properly), may not represent some users’ interests,
Real Workloads 2,3,4,5 decades of experience only represent current workloads
μbenchmarking 2,3 interpretable, stress limit not representative of real workloads
Parameterized interpretable, stress limit, not design to be representative
Benchmarking 4 explore design space of users’ interests

one of the emerging applications.

1.4.2 Performance Analysis Overview

Table 1.2 summarizes analysis methods. Benchmarking with real workloads and microbenchmarking

are two common methods. This thesis (Chapter 4) proposes a generic methodology, parameterized

benchmarking, to complement traditional approaches. The three methods are complementary and

should be used in different scenarios.

Performance analysis with realistic workloads has been the most widely-used for decades, and is

presented in all chapters of this thesis. Notable examples are SPEC92, PARSEC 33, MLPerf 151, and

BayesSuite201 proposed in this thesis. Our community has decades of experience benchmarking

with such suites, and the procedures have been largely standardized. However the usability of such

benchmark suites largely depends on whether the workloads are representative. Two scenarios can

make such suites not representative, being obsolete or not covering certain users’ interests. Thus

new realistic workloads need to be added to those suites regularly, which is time-consuming. It is es-

pecially challenging for rapidly-evolving machine learning workloads. For example, the development

of MLPerf requires regular meetings between tens of companies and universities, and it took over six

month to upgrade MLPerf from version 0.5 to 0.6.

Microbenchmarks are used to stress test system bottlenecks. Geekbench 125 is a widely-used mi-
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crobenchmark suite. Each microbenchmark is designed to test one or several system components,

such as floating-point capability, memory latency, or memory bandwidth. Microbenchmarks are

usually computation kernels, such as matrix multiplication, convolution, image decoding, or mem-

ory streaming, thus microbenchmarking results are usually easier to interpret, compared to using

real workloads. Microbenchmarks are also relatively more stable, so updates of which can be much

less frequently. The major limit is it is hard to extrapolate or simulate real workloads’ behaviors

from microbenchmarks, which is discussed in details in Chapter 2.

The parameterized analysis method proposed in Chapter 4 has the advantages of the above ap-

proaches, with the goal of providing large “end-to-end” workloads covering current and future

applications, and parameterizing the workloads to stress systems and explore a much larger design

space. The performance of such benchmarks is easy to interpret because of the parameterized high-

level workload attributes. Several data analysis and visualization techniques are coupled with those

benchmarks to interpret their performance. Since they are designed to explore much larger design

space of real workloads, including current and possible future workloads, they do not represent

specific workloads of interests to certain users. It is both a feature and a constrain of this method,

because one thing cannot be both general and specific at the same time.

1.5 Thesis Contributions

1.5.1 General-purpose workloads and platforms (Chapter 2)

The marketplace for general-purpose microprocessors offers hundreds of functionally similar mod-

els, differing by traits like frequency, core count, cache size, memory bandwidth, and power con-

sumption. Many benchmark suites have been developed to measure processor performance, and

their results for large collections of CPUs are often publicly available, such as SPEC CPU2006 and

Geekbench 3 benchmark suites. In this chapter, we study those CPU performance repositories.
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Specifically, we research on how useful those repositories are when consumers need performance

data for new processors or new workloads. We have developed a deep neural network model, which

can generate useful predictions for new processors and new workloads. Additionally, we observe

that although benchmark suites are designed to cover a broad spectrum of workload types, they are

self-similar, i.e. workloads in one suite are more similar to each other than to workloads in other

suites. Due to the self-similarity, different benchmark suites do not give consistent performance

rankings for processors and therefore their aggregate scores can be misleading. Users should be cau-

tious when basing purchasing decisions exclusively on Geekbench 3, or evaluating research using

SPEC CPU suite alone, if workloads of interest are very different from benchmark suites in use.

This work reveals fundamental limitations of traditional benchmark suites, and future benchmark

suites should avoid such pitfalls by regularly adding up-to-date workloads and removing obsolete

ones.

1.5.2 The Design of Deep Learning Frameworks (Chapter 3)

This thesis then shifts its focus to deep learning, which has revolutionized many application do-

mains and exhibits enormous opportunities for performance analysis and optimization. State-of-

the-art deep learning frameworks, such as TensorFlow 14, Pytorch 118 and MXNet44, has eased the

programmability burden on machine learning developers. They support a wide variety of design

features and enable a flexible machine learning programming interface, and therefore frameworks

are the first choice for most developers to program deep learning models. Identifying and using a

performance-optimal setting in feature-rich frameworks, however, involves a non-trivial amount

of performance characterization and domain-specific knowledge. This thesis takes a deep dive into

analyzing the performance impact of key design features and the role of parallelism. The observa-

tions and insights distill into a simple set of guidelines that one can use to achieve much higher train-

ing and inference speedup. The guidelines extracted from analyzing a set of microbenchmarks and
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real-world deep learning models are applied to a set of different and later models. The evaluation

results show that our proposed performance tuning guidelines outperform both the Intel and Ten-

sorFlow recommended settings and nearly closes the gap between the state of the art and the global

optimum. This work shows that performance analysis and optimizations can be conducted with

carefully selected real workloads and microbenchmarks, and the insights can be extrapolated to a

different set of workloads.

1.5.3 Parameterized Performance Analysis (Chapter 4)

To better facilitate performance analysis for rapidly evolving deep learning models and platforms,

this thesis takes a step further to propose a systematic performance analysis methodology, and

demonstrate its utility in deep learning. The methodology is comprised of a set of analysis tech-

niques and parameterized workloads. As a special case of such methodology, we develop a tool for

deep learning, ParaDnn, that generates end-to-end models for fully connected, convolutional, and

recurrent neural networks. This methodology can be applied to analyze various hardware and soft-

ware systems, and is a very good complement to traditional methods. This chapter demonstrates

its utility by analyzing two generations of specialized platforms (Google’s Cloud TPU v2/v3), three

heterogeneous platforms (TPU, GPU and CPU), and specialized software stacks (TensorFlow and

CUDA). This systematic methodology explores much larger design space of deep learning models,

stresses system limits, covers state-of-the-art models, reveals deep insights that are impossible with

traditional analysis approaches. One goal of this thesis is to encourage researchers to adopt such

methodology to analyze other platforms.

11



1.5.4 Emerging Workloads: Bayesian inference (Chapter 5)

This thesis then takes the first step towards characterizing Bayesian inference workloads, an impor-

tant branch of machine learning. We facilitate the study of Bayesian inference with the development

of BayesSuite, a collection of seminal Bayesian inference workloads. We characterize the power and

performance profiles of BayesSuite across a variety of current-generation processors and find signif-

icant diversity. Some workloads are bottlenecked by last-level-cache (LLC), and some workloads

contain large fractions of computation that do not improve the inferencce quality. Based on the

analysis, we then introduce a scheduling and optimization mechanism and a computation elision

technique. Our proposed techniques are able to increase Bayesian inference performance by 5.8×

on average. With this work, we would like to encourage the analysis and optimization of emerging

workloads in our community, and Bayesian techniques are promising to drive the AI revolution.
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2
General-Purpose Platforms and Workloads

To compare processor performance, the results of many benchmark suites for large collections of

CPUs are publicly available. However, repositories of benchmark results are not always helpful

when consumers need performance data for new processors or new workloads. To address these prob-

lems, this chapter presents a deep neural network (DNN) model, and uses it to learn the perfor-

mance of Intel CPUs running the SPEC CPU2006 and Geekbench 3 benchmark suites. This chap-

ter also quantifies the self-similarity of these suites for the first time in the literature.
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2.1 Introduction

Computer hardware evolves rapidly. In 2015 alone, Intel released over 200 CPU SKUs.* The SKUs

have different characteristics like frequency, cache size, memory bandwidth, and core count. Better

configurations usually cost more. The performance of a microprocessor is not solely a function of

its microarchitecture; it depends critically on the nature of the workloads running on it. Thus both

CPU microarchitecture and workloads need to be taken into account when quantifying actual CPU

performance. Consumers can then estimate whether investing in a costly configuration helps to

meet their particular goals.

To help study processor performance, a variety of benchmark suites have been developed. For

the more popular suites, such as Geekbench, SPEC CPU, and Passmark, sizable repositories of per-

formance data have been collected, allowing the public to compare the behaviors of known config-

urations on standard workloads. However, there are some issues in using these repositories. The

first is that consumers need to wait for comprehensive benchmark results of new processors to be con-

tributed to the public repositories. The second issue is that for new workloads, consumers have to

test a large number of possible configurations to find the most effective hardware. Daunted by this

challenge, some consumers rely blindly on aggregate CPU scores in benchmark repositories.

To resolve these issues, we use statistical methods and machine learning techniques to analyze

data from the SPEC CPU2006 and Geekbench 3 repositories.† SPEC CPU2006 is widely reported

in academic studies. Geekbench 3 is used by many consumers to make purchasing decisions. We

use deep neural networks (DNN) to predict the performance of Intel CPUs, and we compare the

DNN prediction with that by linear regression (LR). The DNN predictive model learns interactions

between processor specifications for different workloads, sharpening the usefulness of benchmark

*Stock Keeping Unit. In this chapter, a SKU is a CPU with a distinct processor number.
†The datasets in this chapter are available at https://github.com/Emma926/cpu_selection.git.
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data repositories.

This chapter makes the following contributions:

• We use DNN to predict the performance of SPEC and Geekbench workloads on new CPU

SKUs. (The mean error is 5% for SPEC and 11% for Geekbench.) We show that DNN is more

accurate than traditional LR.

• With the same accuracy, we show that the performance of new workloads on just 10 SKUs

can predict their performance on other SKUs.

• For the first time in the literature, we quantify the self-similarity of these widely used suites,

by using DNN to cross-predict the results between the suites (with 25.9% and 14.9% mean

error when predicting SPEC and Geekbench, respectively), and by comparing their CPU

rankings (which are inconsistent, with footrule distance as high as 0.59).
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2.2 Intel Processor Statistics

In this section, we present some statistical facts about Intel processors, SPEC performance for the

Intel SKUs, and the SKUs’ microarchitectures and types in our SPEC and Geekbench datasets. We

show the large performance variations and a rich variety of SKUs in our datasets.

We construct our Intel processor specification dataset from http://ark.intel.com, where Intel

publishes the specifications of all its processors. We collect specifications including microarchitec-

ture, launch year, number of cores, base frequency, cache size, power, and memory type. Figure 2.1

shows the release years of Intel microarchitectures. The size of a bubble corresponds to the number

of SKUs released in the corresponding year. The figure contains 17 microarchitectures that Intel has

released since 1993.

Intel has a “Tick-Tock” model for microarchitecture code names. A tick represents a shrinking of

the technology and a tock represents a new microarchitecture. In Figure 2.1, for example, Westmere

and Sandy Bridge have 32nm feature size, and Sandy Bridge and Ivy Bridge have the same microar-

chitecture. Every year, there is expected to be a tick or tock. Starting in 2014, however, Intel decided

to add a “refresh” cycle, to update the current microarchitecture. That is why for 2014 in Figure

2.1 there are only a few Broadwell SKUs but more Haswell SKUs. After 2016, Intel switched their

model to a three element cycle known as “Process-Architecture-Optimization”.

In this chapter, we use relative run time as a measure of performance. We take a Sandy Bridge pro-

cessor (E3-1230) as the reference machine. We choose E3-1230 because it is common across datasets.

The relative runtime of a workload is defined as

relative runtime =
runtime− runtimeref

runtimeref
(2.1)

where runtimeref is the runtime of the corresponding workload on the reference machine. For
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Figure 2.1: The number of SKUs released by Intel for 17 microarchitectures between 1993 and 2016. (Data from
hħp://ark.intel.com.)

brevity, this chapter will consistently use “performance” to indicate relative run time. Thus the

scaled runtime of E3-1230 is 0. In Figure 2.2, the E3-1230 performance is slightly below the average

of all Sandy Bridge SKUs, so the line is centered on a value greater than 0. Since all results are pre-

sented relative to the same reference processor, the results are unaffected by the particular choice of

the reference.

To show the diverse performance of different SKUs, we take the average SPEC performance on

SKUs, and we gather the SKUs based on their microarchitecture code names. In Figure 2.2, the dots
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Figure 2.2: Means and standard deviaধons of SPEC relaধve run ধmes.

show the mean relative run time of the SKUs with the same microarchitecture code name, and the

lengths of the bars show the standard deviations. Longer bars indicate the performance of the SKUs

is more diverse. The SKUs have the same microarchitecture but different frequency, cache size,

memory size, and so on. These lead to variations in each bar, and they contribute ॼ much to per-

formance variation ॼ the microarchitecturॽ themselvॽ. The bars overlap horizontally. That means

when selecting SKUs to optimize performance, there can be many choices with different microarchi-

tectures but similar performance.

The SKUs in the public repositories are random, depending on users’ submissions. SPEC and

Geekbench have their own setup and compilation instructions. The setup of each data point is

included in the repositories. We summarize the SKUs in the SPEC and Geekbench datasets in Fig-

ure 2.3. Our work focuses on performance prediction on the SKUs currently on the market, thus

we discard SKUs older than Sandy Bridge. We first do preprocessing to aggregate duplicate data.

Before explaining preprocessing, we first define a CPU configuration as a SKU running at a certain

frequency with a certain memory size. In this chapter, we say that a configuration (SKU, frequency,

memory size) determines a workload’s performance. Other factors such as compiler and OS affect

performance as well, but we do not consider them in this chapter. In the repositories, multiple re-
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sult submissions may have the same configuration. We average the data points that have the same

workload and configuration.

Figure 2.3 shows the microarchitectures and types of the SKUs in our SPEC and Geekbench

datasets. There are 352 SKUs in total for SPEC, and 119 SKUs for Geekbench. In both datasets, we

have more SKUs of Sandy Bridge, Ivy Bridge, and Haswell than Broadwell and Skylake. Figure 2.3

shows that we have a fairly rich collection of SKUs.

Users can customize the memory size with a chosen SKU. We refer to a SKU with a certain mem-

ory size as a configuration. In total, we have 639 configurations of 352 SKUs for the SPEC workloads.

To help visualize the performance of SPEC workloads on 639 configurations, we first show, in Fig-

ure 2.4, the means and standard deviations of the relative run times of the workloads. The blue

bars are SPECfp; the red bars, SPECint. SPECint workloads are very similar to each other, except

for 462.libquantum. SPECfp workloads have more diverse means and standard deviations. That

indicates FP workloads are more diverse in terms of performance on the 639 configurations. The

performance of 462.libquantum is more similar to SPECfp. If clustering the workloads, we would

like to see that they form two clusters, with SPECint and some SPECfp workloads in one cluster and

the other FP workloads, which have quite different means and standard deviations in Figure 2.4, in

the other cluster.

Assuming the performance of the 639 CPU configurations describes unique characteristics of a

workload, we can use a vector consisting of the performance of all configurations as the finger print

of each workload. Since it is a space of 639 dimensions, we do principal component analysis (PCA)

to visualize the finger prints of SPEC workloads in a two-dimensional space. We first construct a

matrix of size [28 × 639]where each row is the finger print of one SPEC workload of length= the

number of CPU configurations. We then do PCA to reduce the number of dimensions to two and

visualize the space. Figure 2.5 shows the PCA space. We only show two principal components (PCs)

because the first and second PCs account for 82% of the variance.
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The closer two workloads are, the more similar their performance scaling across the 639 configu-

rations. Blue dots are SPECfp and red are SPECint. SPECfp is more spread out than SPECint. That

means SPECfp workloads are more sensitive to SKU configuration differences, such as microarchi-

tecture, frequency, and memory size. It is also an indication that it is harder for current microarchi-

tectures to extract performance from SPECint than FP. SPECint workloads have less instruction

level parallelism and more data dependencies. This is also observed by Campanoni et al. 37.

The points at the bottom of Figure 2.5 form two clusters, and the point at the top (481.wrf) is

clearly an outlier. We want to find the centroids of the two clusters while leaving 481.wrf alone. Run-

ning a k-means algorithm with three clusters leaves 481.wrf in a cluster by itself. We plot the two

centroids of the other two clusters using stars. 462.libquantum (the red dot at the bottom left) is

clustered with SPECfp. The centroids will be used to explain our results in Section 2.5.2.

Although Figures 2.4 and 2.5 lead to consistent conclusions, they characterize the performance

space differently. Figure 2.4 focuses on the means and standard deviations of the performance data,

while PCA in Figure 2.5 emphasizes different performance on different SKU configurations. This

can be explained with an example using two workloads (A, B) and three SKU configurations. Work-

load A’s relative run times are 0.5, 0.7, -0.4, respectively. On the same SKU configurations, workload

B’s relative run times are 0.7, -0.4 and 0.5. The two workloads could look exactly the same in Fig-

ure 2.4, but PCA would show their difference.
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Figure 2.3: SKU breakdown in the SPEC (top) and Geekbench (boħom) datasets.
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Figure 2.5: Principal component analysis of SPEC workloads’ performance scaling on 639 configuraধons of 352 SKUs.
The green stars are centroids of two clusters idenধfied by k-means. The outlier near the top is 481.wrf.
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2.3 Methodology

The previous section shows a large variation in performance. Thus a predictive model can be helpful.

This section shows the method we use to build a predictive model. We present our features, data

preprocessing, model selection, and metrics (baselines) for evaluating the results.

A naive way to make a prediction is to use a previous generation to predict its successor. To do

this, one needs the exact configuration of interest from previous generation, because sometimes

other features are more important than microarchitecture generations, shown in the bars of Fig-

ure 2.2. For the same reason, using other SKUs in one generation to predict a new SKU in the same

generation is difficult. We have tried that, and our current predictive models achieve better accuracy.

We eventually decide to use machine learning to learn the relations between CPU specifications and

performance, to avoid the missing data problem of the naive methods.

2.3.1 Features

Table 2.1 summarizes the data in this chapter. The data include features fed to the predictive model,

and the value we predict, the run time. The features include CPU specifications from the Intel CPU

dataset and dynamic workload features from the SPEC and Geekbench datasets.

CPU SPECIFICATIONS: The microarchitecture code names include microarchitecture changes

and technology scaling. Within one microarchitecture generation, the SKUs are different in their

frequencies, last level cache sizes, TDP, and number of cores. We also add the release year as a feature.

The type of the SKU is also an important feature. Intel categorizes the SKUs as mobile, desktop,

server, and embedded. L2 and L1 caches per core do not change much across SKUs. Thus we only

include last level cache sizes.

For discrete data, we do integer encoding and one hot encoding. Integer encoding means map-

ping discrete values to integers. Each feature needs only one entry. Discrete names and types usually
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obey the order of the assigned integers. One hot encoding uses one feature entry for one discrete

value. It implies nothing more than that the discrete values are different. The encoding methods

are specified in Table 2.1. We choose to map the microarchitecture code names, memory types, and

instruction set extensions into consecutive integers, with their natural order. For the SKU types, it

is easier to do one hot encoding. We also distinguish the workloads using one hot encoding. Before

training and testing, numerical and integer data need to be standardized, but one hot encoding data

do not.

DYNAMIC WORKLOAD FEATURES: : Every entry in the SPEC and Geekbench datasets con-

tains a configuration (SKU, current frequency, memory size), the name of the workload, and perfor-

mance (relative run time, which is the value to predict). We then get the CPU specifications from the

Intel processor dataset by the SKU processor number. We do not use the scores provided in SPEC

and Geekbench as performance metrics. For SPEC, we use the run time in seconds. For Geekbench,

we assume that the total amount of work is constant for a given workload and we use the inverse of

throughput to estimate run time. Details on the data preprocessing are in Section 2.3.2.

2.3.2 Data Preprocessing

The SPEC2006 repository provides run time in seconds. Geekbench 3 provides throughput, e.g.,

as GB/second. We first average the performance of the workloads with the same (CPU SKU, Fre-

quency, Memory Size) configuration. Variations of system software such as OS or compiler are not

considered in this chapter. Geekbench 3 run time is taken to be the inverse of throughput, assum-

ing that one workload has a constant total amount of work. The average run time is then converted

into relative run time for the chosen reference machine based on Equation 2.1. The specific choice

of the reference machine does not affect the prediction. The relative performance is normalized to

have mean 0 and standard deviation 1. The preprocessing steps are typical of machine learning exper-

iments 143.
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2.3.3 Model Selection

In this section, we explain our choice of deep neural networks (DNN) and linear regression (LR) for

this chapter. We then illustrate our approach for tuning DNN topology and the hyperparameters of

DNN and LR.

DEEP NEURAL NETWORKS: Deep neural networks (DNN) have proven successful in many

domains, from regression and classification to game playing. Compared with traditional methods,

DNN excels when data size is large, scales well with more data, and it does not require expertise in

feature engineering. The advantages of DNN make it a very good fit for the performance prediction

scenario. Thus in this chapter, we use DNN as our predictive model.

The topology and hyperparameters are tuned through model selection. To do model selection,

we randomly split the dataset into a training set, a validation set, and a testing set. The testing set is

the last hold out set, to avoid using all data to do model selection. We start by sweeping the hyper-

parameters in all experiments, including the number of layers, the nodes per layer, the learning rate,

the number of training epochs, the activation function, and the optimizer. The models are trained

with the training set. The model with the lowest loss on the validation set is selected.

We find that the best set of hyperparameters is always the same. Therefore in all experiments we

use a DNN with 3 hidden layers and 100 nodes per layer. The learning rate is 0.001 over 300 training

epochs. The activation function is tanh and the optimizer is RMSprop. Thus, for example, the

number of weights for predicting SPEC is 50 million. Fortunately, training is offline and has a one-

time cost.

LINEAR REGRESSION: LR has been shown to work well in the CPU performance prediction lit-

erature 129, while DNN is known to be able to explore non-linear interactions between features, and

it has been shown to be more accurate than LR at performance prediction 102,103. Unlike DNNs, LR

has interpretable weight parameters. In realistic scenarios, people can choose LR or DNN based on
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the parameters, accuracy, and the value of interpretable weights. In order to make it a fair compar-

ison, we reimplement LR with MAE as the loss function. That is, the model is optimized to yield

the lowest MAE. Minimizing the MAE entails assuming the noise distribution to be Laplacian48. In

our experiments, both DNN and LR have L1 regularization with a weight of 0.01. They take exactly

the same training sets, testing sets, and features.

OTHER MODELS: Popular predictive models other than DNN include linear regression (LR),

support vector machines (SVM), k nearest neighbors (kNN), principal component analysis (PCA),

and genetic algorithms (GA). In Section 2.7, we list studies using some of those models. However

SVM is not suitable for large scale training because of its computational complexity 199. kNN, PCA

and GA are better when there are fewer data points (< 100) and simpler feature relations. Besides,

traditional methods need carefully selected features, and accuracy does not benefit from more train-

ing data. Therefore we choose to use DNN and compare it with one traditional method, LR.

2.3.4 Metrics

MEAN ABSOLUTE ERROR: We use mean absolute error (MAE) as the measure of accuracy,

rather than mean squared error (MSE). The reasons are as follows.

1. There may be outliers and errors in the submitted data. With MSE, the optimizer penalizes

the outliers much more than normal data. However, we do not want to overfit the model to

the outliers 143.

2. If a prediction is x and the MAE of the model is 0.01, the real value of x is very likely to be

x± 0.01. MSE is not as easy to interpret.

Because the MAE is in a standardized space, we use two baselines to help understand it. We as-

sume two independent and identically distributed random variables, a and b, from Gaussian distri-
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bution N(0, 1). The expected distance between a and b is

2√π , (2.2)

which is approximately 1.13 185. Therefore a prediction with MAE of 0.25 is a very good prediction.

Another way to interpret the MAE is to compare it with the standard deviation of the testing set. A

naive way to do prediction is to always predict the mean of the dataset. This way, by definition the

MAE is the standard deviation

MAE =

∑n
i=0 |xi −m|

n = Standard Deviation (2.3)

where n is the number of data points,m is the mean of the testing set, and xi is the real value of pre-

dicted performance, after normalization. Note that while the whole dataset is normalized to have

mean 0 and standard deviation 1, the testing sets may be in different scales. In the captions of Fig-

ures 2.6 and 2.7, we compare the MAEs with the standard deviations of the testing sets, and show

that the MAEs are much smaller. However what we just discussed are naive baselines. The next met-

ric can show that our prediction is good enough in realistic scenarios.

TOP-KACCURACY: To bring the MAE metric into realistic context, we use the predictive model

to help select SKUs. We predict performance and use that prediction to rank the SKUs.

We choose top-k accuracy, which measures whether the known best SKU is among the top k pre-

dicted SKUs. It is a popular metric for image classification tasks 87,123. Other metrics for comparing

rankings include Pearson correlation, Spearman footrule distance, and Kendall rank correlation.

They measure the difference between the tested ranking and the expected ranking, by considering

every item in each ranking. Top-k accuracy is a better metric for this chapter, because users care more

about whether the best SKU is in the top k choices, than about how similar one SKU ranking is to
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another. In this context, top-k accuracy is more interpretable than the ranking correlations.

We construct three baselines to compare with our predictive model. Without the predictive

model, it is customary to compare microarchitecture code names (newer is better), frequencies

(higher is better), and cache sizes (larger is better). Thus we construct the baselines taking those

factors into consideration. Though the baselines are simple, this is how most customers make pur-

chasing decisions.

1. Frequency: Rank the SKUs based on frequencies. If frequencies are the same, rank them

with cache sizes.

2. Cache: Rank the SKUs based on cache sizes. If cache sizes are the same, rank them with fre-

quencies.

3. Frequency + Cache: Rank the SKUs based on a summation of frequency and cache size with

weights. The weights are discussed in Section 2.5.1. If the values are the same, rank them with

microarchitecture code names.

To measure the top-k accuracy, we shuffle our training or testing set, find the best SKU in the

testing set using real performance from the datasets, and measure how often the best SKU is one of

the top k SKUs as ranked by our predictive model and the baselines.
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Table 2.1: Data in this chapter. The data include CPU specificaধons (from the Intel processor dataset) and dynamic
workload features (from SPEC and Geekbench datasets), and what we predict (run ধme).

Data Description Data Type
Workload The names of the workloads One hot encode

μarchitecture Code Name Intel code names Integer encode
Type Server, desktop, mobile, or embedded One hot encode

L3 Cache Size Last level cache size Numerical
Instruction Set Extensions SSE or AVX Integer encode

Memory Type DDR,DDR2,DDR3,DDR4 Integer encode
Memory Channels Number of memory channels Numerical

Max Memory Bandwidth Max memory bandwidth Numerical
ECC Memory Support Whether ECC memory is supported Binary

Base Frequency Nominal frequency Numerical
Turbo Frequency Turbo frequency Numerical

Turbo Boost Technology Whether Turbo Boost is supported Binary
Cores Number of cores Numerical

Threads Number of threads Numerical
Hyper-Threading Whether hyper-threading is supported Binary

TDP Thermal design power Numerical
Year Year of release Numerical

Frequency The dynamic frequency Numerical
Memory Size The size of off-chip memory Numerical
Run Time The run times of the workloads Numerical
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2.4 Case Studies Overview

In this section, we sketch the case studies, including prediction for new SKUs and for new work-

loads, and cross-prediction between suites. We implement our models with Keras (https://keras.

io).

2.4.1 Case 1: Prediction for New SKUs

In this case, we show that we can predict the performance of SPEC and Geekbench workloads on

new SKUs. Using our open-source model, trained with SPEC and Geekbench data for existing

SKUs from online repositories, users can predict Geekbench and SPEC performance on new SKUs

of interest and choose the ones likely to perform the best.

In order to test the model on new SKUs, we adopt repeated random sub-sampling validation, a

widely-used cross-validation method62. We hold out several SKUs from the dataset, train the model

with the remaining data, and test the model with the hold out set.

We randomly choose 10 percent of the SKUs from one microarchitecture at a time as our testing

set. We use the rest of the data as our training set. We repeat this process 20 times for every microar-

chitecture. We choose 20 repetitions after trying 50 and finding that the results were statistically con-

sistent. Comparing the MAEs of 20 DNN repetitions versus 50, the maximum absolute difference is

0.005 and the standard deviation difference is 0.009. Both are minimal.

The premise of this case study is that the predictive models are able to learn the performance

function of a workload using the CPU specifications in Table 2.1. Specifically, the training set may

contain SKUs with the same microarchitecture as the new SKU, and SKUs with similar features

such as L3 cache, frequency, and memory size, but different microarchitecture. The predictive model

then predicts the new SKU’s performance as though interpolating the training set.

Note that the prediction is nontrivial, even if the same microarchitecture or the full feature set of
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a different microarchitecture is in the training set. As shown in Figure 2.2, both microarchitecture

and other SKU features (such as frequency) introduce large variations in performance. Knowing

one of them does not make the prediction easy.

2.4.2 Case 2: Prediction for New Workloads

In this study, we show that after measuring performance of a new workload on just a handful of

SKUs, we can train a model to predict the workload’s performance on other SKUs. Armed with

such predictions, consumers can choose the best processor for the workload based on both perfor-

mance and price.

To demonstrate the approach, we split our dataset, taking out one workload at a time and treat-

ing it as the new workload. Then we train the model with all the other workloads’ data plus a certain

amount of data from the chosen workload. We perform the experiment separately for SPEC and

Geekbench. We refer to this case as self-prediction of benchmark suites.

The premise of this and the next case study is that, given the data of a new workload on several

SKUs, the model can find workloads with similar performance on those SKUs, and use the perfor-

mance of those workloads to predict the new workload’s performance on other SKUs. Therefore the

prediction accuracy should be related to the similarity of the new workload to the workloads in the

training set.

For every workload A, we remove the data for workload A from the overall dataset. We call the

remaining data data_rest. We then sample a fixed set of SKUs for workload A as a testing set, and we

refer to the rest of the data for workload A as train_pool. We randomly pick n SKUs from train_pool

(where n is 1, 5, 10, or 50) and combine their data with data_rest to form a training set. We repeat the

process for 20 iterations.
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2.4.3 Case 3: Cross-Prediction Between Suites

The experiments in case 2 are conducted within each benchmark suite. Case 3 is an extension of

case 2 that we call cross-prediction. We predict one workload in Geekbench using all data for SPEC

plus that collected using several SKUs for the chosen workload. Then we repeat with Geekbench

and SPEC switched.

For every workload A in Geekbench, we split the whole dataset into the data of workload A and

the rest. We then sample a fixed set of SKUs from workload A as a testing set, and we refer to the re-

maining data of workload A as train_pool. We randomly pick n SKUs from train_pool and combine

their data with the SPEC data as a training set. We sweep n over 1, 5, 10, and 50, and we repeat the

process 20 times.
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Figure 2.6: Results of predicধng the performance of SPEC (top) and Geekbench (boħom) on new SKUs.

2.5 Prediction Accuracy

In this section, we show prediction accuracy measured by mean absolute error (MAE) in the case

studies. We show that DNN is more accurate than LR, and case 2 (self-prediction) is more accurate

than case 3 (cross-prediction).

2.5.1 Case 1: Prediction for New SKUs

Figure 2.6 compares the MAEs of LR and DNN for SPEC and Geekbench, respectively. The heights

of the bars represent the average MAEs of the 20 random test sets. The error bars show one standard

deviation of the MAEs. A smaller error bar indicates that different selections of testing set give large

differences in MAEs, therefore the model is more robust to predict different SKUs.
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For both SPEC and Geekbench, DNN always has lower MAEs and is less sensitive to the selec-

tion of the test set than LR. That means the relationships between features and performance are

not simply linear. In Figure 2.6 (bottom), LR has a very large MAE and standard deviation when

predicting Geekbench on Broadwell SKUs. That is because in Figure 2.3 (bottom), there are only

five Broadwell SKUs, and one is desktop while the others are servers. Using servers to predict desk-

top performance leads to large MAEs for LR. Apparently DNN addresses this better. To compare

the average MAEs (the last set of bars in Figure 2.6), LR is 19.9% and DNN is 5.5% for SPEC, and

LR is 20% and DNN is 11.2% for Geekbench. DNN is a better choice when the data set is large and

interactions between features are complicated.

The average MAE is 5.5% for SPEC and 11.2% for Geekbench using DNN. The MAE for Geek-

bench is higher than SPEC because Geekbench users are not like SPEC users, who are mostly com-

puter architects and system engineers, benchmarking on dedicated machines. One can easily install

Geekbench and produce scores on personal devices. Results may be noisy if other applications are

running at the same time, causing contention in computing and memory resources. We observe

larger variance in Geekbench data. We compute the average standard deviation of the performance

for the same workload with the same (SKU, frequency, memory) configuration. It is 4.4% for Geek-

bench, and 1.1% for SPEC. The larger noise from the data makes it harder to predict Geekbench.

The accuracy of simulation-based prediction is about 4% 129, which is slightly lower than our 5.5%

MAE of SPEC. Compared to simulation-based approach, the extra noise in our approach comes

from the performance variation introduced by compilers and operating systems in the datasets, and

no architectural features. We use no architectural features which makes the prediction harder, but it

also makes the method easier to apply to any other public datasets, without the need for simulation.
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2.5.2 Case 2: Prediction for New Workloads

In this section, we show the prediction results of case 2. We show that the DNN prediction accu-

racy is largely determined by the similarity of the predicted workload to the rest of the benchmark

suite. We quantify the outlierness of a workload and show that it is positively correlated with the

prediction MAE, with a Pearson correlation of 0.69.

PREDICTION RESULTS: The results of SPEC are shown in Figure 2.7 (left). The workloads are

sorted based on the MAEs after adding 50 SKUs (brown line). (The line for 5 added SKUs is omitted

but the average bar is shown.) The standard deviations of all the testing sets are larger than 20%,

and our MAEs in all cases are lower than the standard deviation. For 5, 10, and 50 added SKUs, the

MAEs are 5.7%, 5.3%, and 4.7%, respectively. MAE improvements when moving from 10 SKUs to

50 are similar to those when moving from 5 SKUs to 10. Since adding 40 SKUs is more difficult than

adding 5, we conclude that using 10 SKUs for the new workload is a reasonable choice.

Similarly, the Geekbench prediction results are shown in Figure 2.7 (right). The workloads are

sorted and the rightmost workloads are outliers with very high MAEs. The standard deviations of

Geekbench testing sets are all above 11%. The outliers’ standard deviations are at least twice their

Figure 2.7: The results of case 2. The workloads are sorted by the MAE ađer adding 50 SKUs.
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MAEs. That means our model shrinks the confidence interval by at least 50%.

Case 2 is harder than case 1. In case 1, the average MAE is 11%. In case 2, the average MAE is 14.2%,

with two obvious outlier workloads (Blackscholes and AES). We conclude that case 2 works reason-

ably well, apart from the two outliers. Also, for the same reason as with SPEC, we choose 10 as the

proper number of SKUs to use.

INSIGHTS ON BENCHMARK SIMILARITY: By studying MAEs across SPEC workloads, we

find that the prediction MAE is correlated with the similarity of the predicted workload to the rest

of the benchmark suite. This observation supports the statement in Section 2.4.2 that the model

finds similar workloads based on the data points of the new workload, and it uses the similar work-

loads to predict the performance of the new workload on other SKUs.

In Figure 2.7 (left), after adding 50 SKUs it is still relatively hard to predict the workloads on the

right. We call these workloads outliers. The workload with highest MAE is 481.wrf and it is also the

outlier lying above all other workloads in Figure 2.5, which shows the workloads’ relative perfor-

mance scaling in the varied SKU configurations.

Some outliers are well-studied in prior works. Phansalkar et al. show that 436.cactusADM is

an outlier in terms of memory access characteristics in Figure 9 of 154. However, workload features

collected in prior works are unable to explain why 481.wrf is such an outlier in SKU scaling space, as

shown in Figures 2.7 and 2.5. Future work will try to answer that question.

To study the outlierness of the workloads in Figure 2.7 (left), we ran a k-means algorithm to split

the workloads into two clusters, cluster1 and cluster2. Their centroids C1 and C2 are plotted as stars in

Figure 2.5. We compute the distance of a workload to its cluster’s centroid as

distance = I(x ∈ cluster1)||x− C1||2

+I(x ∈ cluster2)||x− C2||2
(2.4)
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where x stands for the location of the workload in Figure 2.5 and I yields 1 if its argument is true and

0 otherwise. The distance quantifies the outlierness of a workload.

Figure 2.8 plots a workload’s MAE after 50 added SKUs (y-axis) against its distance (x-axis). Dis-

tance and MAE have a Pearson correlation of 0.6898. We can use distance to identify workloads

with high errors. Workloads with distance higher than 5 have MAEs higher than 10%. This correla-

tion explains why the outliers have higher MAEs than others even after adding 50 SKUs.

CONCLUSION: This case shows that we are able to predict a new workload’s performance by run-

ning it on 10 SKUs. The accuracy of the prediction depends on the similarity of the workload to

those in the training set. Even if it is very different, our model is still able to shrink the confidence

interval.

Figure 2.8: Correlaধon of SPEC workloads’ outlierness (distance) with MAE ađer adding 50 SKUs. The distance of a
workload is its distance from the the centroid in its cluster. Centroids are in Figure 2.5.

37



2.5.3 Case 3: Cross-Prediction Between Suites

Figure 2.9 shows the results of cross-prediction: using Geekbench to predict SPEC (top) and vice

versa (bottom). Because the MAEs of the workloads and the outliers are similar to case 2 (self-prediction),

we only show the average MAE bars in this case.

To compare self-prediction and cross-prediction, we first compare Figure 2.9 (top) with the bars

in Figure 2.7 (left), both of which predict SPEC workloads. Cross-prediction gives higher MAEs,

for any number of added SKUs. After adding 50 SKUs, the average MAE of cross-prediction is

16.9%; the average MAE of self-prediction is 4.6%. Comparing the predictions of Geekbench in

Figure 2.9 (bottom) and the bars in Figure 2.7 (right), after adding 50 SKUs the average MAE for

cross-prediction is 12.6% and that for self-prediction is 10%.

Cross-prediction gives consistently higher errors because the workloads in SPEC and Geekbench

are very different, more different than the workloads in either benchmark suite itself. In another

words, the workloads in a benchmark suite are more similar to each other than to workloads outside

of the benchmark suite.

Benchmark suites like SPEC CPU2006 are expected to be diverse and representative of real-world

workloads. However, a benchmark suite is developed for a purpose, and different suites usually have

different purposes. The purpose itself is the reason why the workloads in the suite are similar. The

SPEC CPU2006 benchmark suite is intended for computer designers and architects to use for pre-

silicon design analysis. SPEC workloads are drawn from and representative of real workloads.

In contrast, Geekbench is intended to stress a certain part of the hardware. For example, mem-

ory microbenchmarks do a lot of memory streaming operations to study the bandwidth limit of

the hardware system. From this point of view, it is reasonable that SPEC and Geekbench are very

different and the workloads in each suite are more similar.

CONCLUSION: Cross-prediction is harder than self-prediction. To predict performance for new
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workloads, one needs a training set with a very diverse collection of workloads. Benchmark suites

tend to be self-similar, because each serves a specific purpose. Even so, cross-prediction is useful, as

shown in the next section.

Geekbench -> SPEC
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35

Case 3: Mean Absolute Error

DNN + 1 SKU

DNN + 5 SKUs

DNN + 10 SKUs

DNN + 50 SKUs

SPEC -> Geekbench

0.00
0.05
0.10
0.15
0.20
0.25
0.30

Figure 2.9: Case 3 is about cross-predicধon. SPEC workloads are predicted with the Geekbench dataset (top).
Geekbench workloads are predicted with the SPEC dataset (boħom). Cross-predicধon has higher errors than self-
predicধon (case 2).
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2.6 SKU Ranking Comparison

In this section, we use the performance prediction results of the DNN model to rank SKUs. We

then compare the SKU rankings with the baseline metrics described in Section 2.3.4. The baselines

represent the customary ways of making purchasing decisions. Our methodology makes SKU selec-

tion more accurate without requiring expertise on workload characterization or computer architec-

ture specifications.

2.6.1 Case 1: Prediction for New SKUs

In this section, we show that our DNN model outperforms the three baselines in Section 2.3.4 when

using SPEC and Geekbench to select new SKUs.

The results of SPEC and Geekbench are shown in Figure 2.10. For baseline C, a combination of

frequency and cache, we swept 100 combinations of weights. We combined frequency(GHz) × w

with cache(MB)× (1−w), and swept w from 0.01 to 1, with a step size of 0.01. In Figure 2.10, we use

0.9 × frequency + 0.1 × cache so that the frequency and cache values are in about the same range.

The top-3 accuracy of baseline C combining frequency and cache is no better than A (frequency) or

B (cache).

Frequency is the best metric among the three baselines. The following subsections show similar

results, therefore we show baseline A and drop the others in the rest of the paper.

Our predictive model outperforms all of the workload-indifferent baselines. For Geekbench, the

frequency metric achieves accuracy comparable to that of our DNN model. The Geekbench suite

as a whole is quite frequency-sensitive. The SPEC suite, on the other hand, is sensitive to neither

frequency nor cache, which suggests that choosing SKUs for complicated workloads requires more

than simply comparing frequency or cache.

CONCLUSION: When selecting a SKU that optimizes SPEC or Geekbench performance, our pre-
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Figure 2.10: SKU ranking results of case 1. Our DNN model has the highest top-3 accuracy.

dictive model works better than simply comparing frequencies, cache sizes, or a combination of

the two. Selecting a SKU by frequency is better than by cache size, and is more successful for mi-

crobenchmarks like Geekbench than for complicated workloads like SPEC.

2.6.2 Cases 2 and 3: Self- and Cross-Prediction

In this section, we compare the top-k accuracies of cases 2 and 3 and baseline A (frequency). Re-

sults using baselines B and C are consistent with those presented, so we omit them. We show case 2

and case 3 in the same plots to compare their results. Both cases use 10 additional SKUs for the new

workload. The results appear in Figure 2.11.

It is very difficult to find the best SKU for SPEC workloads for cases other than SPEC self-prediction

(case 2). The top-3 accuracy of case 3 is very small, and that of frequency is 0. We start to observe

more accuracy from them when we relax the choices to top-7 SKUs. It indicates building the predic-

tive model is the only reasonable way to find good SKUs for SPEC. The situation can get worse for

the workloads in people’s daily lives such as web browser, Microsoft Office suite, Adobe suite, and

other customized workloads from individual companies.

Self-prediction has higher accuracies than cross-prediction for most of the workloads, suggesting

self-prediction is easier. The ranking accuracies further support what has been observed from the
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Figure 2.11: Based on SPEC (top) and Geekbench (boħom), compare the SKU rankings by self-predicধon (case 2),
cross-predicধon (case 3) and the best baseline (Frequency).

prediction accuracy studies in Figures 2.7 and 2.9, and the self-similarity statement in Section 2.5.3.

Exceptions are AES, Dijkstra, and Stream Scale from Geekbench, which have higher accuracies when

trained with SPEC. Among them AES is the outlier with the highest MAE from the self-prediction

accuracy results in Figure 2.7 (right). The results indicate that those three workloads are more similar

to SPEC in terms of selecting the best SKUs.

Self- and cross-prediction are more accurate than frequency. Note that in cases 2 and 3, the test set

is fixed, and the only variation in the 50 iterations is the random additional 10 SKUs from the new
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Figure 2.12: Comparison of SKU rankings based on SPEC and Geekbench averages.

workload, as described in Section 2.4. Therefore for frequency bars in Figure 2.11, there is only one

ranking of SKUs to test, and the top-k accuracy is either 0 or 1, depending on whether the best SKU

is ranked top-k or not. By averaging the accuracies for the whole suite, we find that frequency per-

forms the worst. Though the previous subsection shows the accuracy of frequency to be comparable

to DNN prediction for Geekbench (Figure 2.10), individual workloads may or may not be sensitive

to frequency. Frequency is not a good way to select SKUs.

CONCLUSION: SPEC self-prediction is the only reasonable way to find the best SKU for SPEC

workloads. Self-prediction is easier than cross-prediction in most cases. Frequency has the lowest

accuracy, so frequency alone should not be the deciding factor when selecting SKUs for new work-

loads.
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2.6.3 Benchmark Suite Comparison

In this section, we compare the benchmark suites in terms of SKU ranking. While there is no pre-

diction involved, it is natural to compare the two benchmark suites after comparing the individual

workloads in them.

Geekbench is very popular on computer enthusiast websites, with many articles claiming that

“Geekbench suggests A outperforms B”. Such articles affect many consumers’ choices when pur-

chasing computing products. Most people use laptops to run workloads such as web browsers,

Microsoft’s Office suite, Adobe software, and so on. We describe these as realistic workloads. Con-

sumers choose CPUs based on Geekbench scores because they assume that Geekbench predicts the

performance of realistic workloads. Here we view SPEC workloads as falling between realistic work-

loads and Geekbench in terms of complexity and real-world relevance.

To show how the two suites produce different rankings, we rank the SKUs that SPEC and Geek-

bench datasets have in common by averaging each benchmark suite’s performance on each such

SKU. Figure 2.12 shows the ranking comparison. The x-axis is the rank based on SPEC and the y-axis

is the same SKU’s rank based on Geekbench. The footrule distance between the two rankings is 0.59.

(The range is from 0 to 1.) If the ranks were consistent on both suites, the points would lie along the

gray line (x = y). We observe two patterns in Figure 2.12. One is the cluster of points above the gray

line; Geekbench ranks those SKUs lower than SPEC (gives them higher ranking indexes). Another

pattern is the cluster of points below the gray line and close to the x-axis. SPEC ranks those SKUs

from 0 to 120, while Geekbench ranks them from 0 to around 50. In another words, the SKUs have

very different SPEC performance, but are poorly differentiated by Geekbench. For example, a CPU

SKU highly ranked with Geekbench, e.g., with 1-20 ranking indexes, may be ranked between 1-120

with SPEC. Users picking such SKUs may not have desired performance.

The Geekbench SKU ranking is not consistent with SPEC rankings. That means that if an enthu-
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siast article says “Geekbench shows that A outperforms B”, SPEC may suggest that B outperforms A.

The fundamental cause is those benchmark suites contain very different sets of workloads. Similarly,

Geekbench and SPEC workloads can be different from the realistic workloads of end users (such as

web browsers, Windows Office suite, and Adobe suite), and datacenters 112 (such as ads, storage, and

search). As a result, both suites may not be good indicators for end users or datacenter performance

engineers.

This suggests that people use Geekbench incorrectly. The aggregate score of a benchmark suite

is misleading. Geekbench is designed to stress floating point, integer, and memory operations. It

makes more sense to compare the performance of individual microbenchmarks that are relevant to

realistic workloads. If one runs a lot of matrix operations and image processing workloads, such as

MATLAB and Adobe Photoshop, the floating point benchmarks in Geekbench are very helpful.

CONCLUSION: SKU rankings by Geekbench are inconsistent with rankings by SPEC, and prob-

ably also with rankings for realistic workloads. Aggregate benchmark suite scores are misleading.

Benchmarking relevant individual workloads makes more sense. For a non-expert consumer, the

best way is to take all datasets available, plus the new workload’s performance on 10 SKUs, and train

a predictive model as in cases 2 and 3.
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2.7 Related Work

2.7.1 Performance Prediction

For performance prediction, our work uses deep neural networks (DNNs), regarded as the state-of-

the-art machine learning algorithm. It has been proven to be able to simulate any function 52.

Unlike simulation-based performance prediction 129,102,103,169, our approach does not use microar-

chitecture features such as instruction issue width, read write buffer size, or number of pipeline

stages. We use only the CPU specifications that manufacturers provide. Microarchitecture features

would make performance prediction easier and more accurate, but our approach is more helpful

for consumers choosing CPUs. Even when manufacturers describe microarchitecture features, con-

sumers need expert knowledge to make use of such information.

Performance prediction is a well-studied field. There are mechanistic models 115,67,46,191,190,82,68, em-

pirical models64,132,177, and machine learning models 217,21. Zheng et al. used performance counters

and a ”stochastic dynamic coupling” heuristic for aligning host and target execution samples to esti-

mate performance using only binary code 218. In contrast, we focus on CPU SKU selection for con-

sumers, rather than performance prediction for hardware/architecture designers. Our method does

not use performance counters or architecture features other than those accessible to all consumers.

Piccart et al. use data transposition to rank commercial machines 157. Their work exploits machine

similarity rather than workload similarity. Our work has different objectives and uses different met-

rics. It exploits workload similarity and benchmark suite self-similarity to help users pick the best

CPU SKU for their needs.
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2.7.2 Workload Characterization

Phansalkar et al. develop a series of SPEC workload characterizations 154,153,155,156. However they do

not focus on workload performance scaling as we do, so their classification results are not consistent

with ours. Our approach provides an orthogonal way to characterize workloads.

Some researchers use static workload features to predict performance. Shelepov et al. use spatial

locality, cache size, and frequency to predict speedup on a variety of processors 170,171. Hoste et al. col-

lect microarchitecture-independent features to classify workload performance97,98. Delimitrou et al.

study workload characteristics for cloud scheduling 57,58. In our work, we predict a new workload’s

performance on hundreds of CPU SKUs. The number of workloads is much smaller than the num-

ber of hardware platforms. Because the workload features are static, we argue that it is hard to use

static features in this chapter.
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2.8 Summary

To help customers select proper CPU SKUs and overcome the limitations of public benchmark

datasets, we have presented statistical and predictive analysis of workload performance, with data

collected from the SPEC CPU and Geekbench 3 suites and Intel processor specifications.

We demonstrated performance prediction for new SKUs and new workloads with deep neural

networks (DNNs). For new SKUs, the accuracy is 5% (SPEC) and 11% (Geekbench) mean absolute

error (MAE). With the same accuracy, we find that we can predict a new workload’s performance by

running it on 10 SKUS. We compared our predictive methods against workload-indifferent metrics

for selecting processors. Our predictive model is the only approach that achieves reasonable accuracy

in all three case studies. Notably, workload-indifferent methods of SKU selection do not work for

new workloads.

For the first time in the literature, we showed benchmark suite self-similarity quantitatively by

cross-prediction and comparison of SPEC and Geekbench SKU rankings. The accuracy of cross-

prediction is lower than that for prediction within the suites because they are so different: 25.9%

mean error to predict SPEC and 14.2% to predict Geekbench.

Rankings based on average Geekbench are inconsistent with those based on average SPEC. Geek-

bench rankings do not imply SPEC rankings. It is also hard to draw any conclusions about realistic

workloads from a benchmark suite. We suggest studying the Geekbench or SPEC workloads of inter-

est, rather than relying on aggregate scores.
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3
Parallelism in Deep Learning Frameworks

This chapter takes a deep dive into analyzing the performance impact of key design features of ma-

chine learning frameworks and the role of parallelism. The observations and insights distill into a

simple set of guidelines that one can use to achieve much higher training and inference speedup.

The evaluation results show that our proposed performance tuning guidelines outperform both the

Intel and TensorFlow recommended settings by 1.29× and 1.34×, respectively, across a diverse set of

real-world deep learning models.
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3.1 Introduction

The popularity of deep learning (DL) has spawned a plethora of domain-specific frameworks for

machine learning (ML) including Caffe/Caffe2 106, PyTorch 118, TensorFlow 14, and MXNet44. These

frameworks all provide high-level APIs for the building blocks of DL models, largely reducing the

prototyping cycle due to substantial use of libraries. This greatly improves the productivity of devel-

opers building end-to-end DL models. In addition to programmability benefits, these frameworks

also provide many DL-specific optimizations to improve performance and portability across soft-

ware stacks and new hardware systems. The net result is an explosion in the development of ever

more complex DL models and a concomitant increase in the computation costs of training. Recent

analysis shows a 3.5 month doubling time of AI training computation for popular DL models, ex-

ceeding the traditional performance growth of Moore’s Law 17.

Computing performance is especially important for deep learning. When models go into produc-

tion at scale, individual performance improvements can affect datacenter resources and whether a

model can be deployed to performance- and energy-constrained mobile devices86,178,205. Even dur-

ing the prototyping phase, when human overhead is a larger bottleneck than machine overhead,

model training time is still on a critical path for DL developer productivity. Since all popular DL

frameworks provide high-level abstractions, one important question is how much performance over-

head this improved programmability is adding. A further question is whether we can reduce this

“programmability tax” by tuning the complex set of design choices available in current frameworks.

Answering both questions requires a comprehensive understanding of framework performance.

Previous work compared popular DL frameworks24, without revealing the root causes of the

performance difference. We believe the performance comparison of specific frameworks is not the

key issue. When we break widely-used frameworks into components, i.e., design features, we find

that frameworks have significantly overlapping features, which affect performance in the same way.
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Figure 3.1: Time breakdown for Incepধon v3 training.

These design features include the rich set of parallelism opportunities within and between model

layers and across input data (e.g., batches). Other key choices available to users include back-end

math kernels, threading libraries, and scheduling policies.

Figure 3.1 shows an example of Inception v3 training on a dual-socket CPU platform, whose fi-

nal performance is improved by 3.6×with properly tuned framework configurations. Fine-tuning

of framework knobs requires expert knowledge of their performance impact. In this example, tun-

ing the inter-operator parallelism speeds up the framework native operators by 1.54×. Exploiting

intra-operator parallelism speeds up them by another 25×, translating to 2.4× performance im-

provement for the entire model. Compared to the recommended TensorFlow setting75, our chosen

setting speeds up the native operators by 6.5×, and the overall workload by 1.15×. In our evaluation

results, we speedup some models by over 2×. Selecting the optimal setting is not straightforward,

especially for at-scale CPU platforms that serve a large, diverse DL use cases in production datacenter

fleets 86. It thus motivates in-depth studies for better performance.

This chapter provides three major contributions.

• We provide a detailed analysis of fundamental performance implications of key framework
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Figure 3.2: An overview of the framework design features studied in this chapter.

design features on CPU platforms, including scheduling mechanisms, operator designs, li-

brary back ends, and parallelism mechanisms. We find that the programmability tax ranges

from 63% to 1.3%.

• Using insights from this analysis, we propose simple guidelines for tuning framework param-

eters to maximize parallelism and reduce framework overheads.

• We demonstrate the usability of our approach by integrating our methodology with Ten-

sorFlow, which we will open source. Our settings achieve the same average globally optimal

performance, and outperform the suggested settings from Intel 20 and TensorFlow75 perfor-

mance guides by 1.29× and 1.34×, respectively, across a set of real-world DL models, includ-

ing several from the MLPerf suite 151.
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3.2 Framework Design Overview

Deep learning frameworks enable high-level expression of model layers and operations, portability

across platforms, and integration with convenient debugging and profiling tools, which have low-

ered the programming effort for DL researchers and decreased prototyping time for new models.

Abstraction provided by these frameworks hides some design choices, such as run-time scheduling

and actual implementation of operators, which may not be noticeable by users but are important

for performance. An efficient framework design should be able to exploit the parallelism exposed by

deep learning workloads. In this section, we describe how deep learning framework design choices

(Section 3.2.1) exploit parallelism opportunities exposed in deep learning workloads (Section 3.2.2),

and overview our framework parameter tuning methodology (Section 3.2.3). We also discuss related

work.

Our performance analysis focuses on CPUs, which are the most widely-used platforms serving

ML workloads in datacenters 86,79. Performance improvement directly translates into capacity effi-

ciency improvement. As we will see, DL frameworks offer a large set of tradeoffs to exploit paral-

lelism that lead to significant optimization opportunities on CPUs.

3.2.1 Design Features

Figure 3.2 presents the stack of DL frameworks and design features that we study. This work focuses

on frameworks with opaque (manually implemented) operators, a design adopted by popular DL

frameworks. Frameworks that do not use such operators do not share the same structure and fea-

tures as in Figure 3.2, including Tensor Comprehensions 192, TVM45, and Julia 30. Such frameworks

claim to have better modularity and to extend more easily to new operators and new platforms26,

but their designs differ in important ways that put them out of the scope of this chapter.

SCHEDULER: Here “scheduler” refers to the operator scheduler, not the process scheduler of the
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OS. It takes a computational graph representing the DL workload and schedules its operators based

on dependencies and hardware resources. Two common approaches are synchronous and asyn-

chronous scheduling. Synchronous scheduling schedules one operator at a time. Asynchronous

scheduling schedules all operators in ready state, such that the operators can execute in parallel if

hardware resources are available. In the example of Figure 3.2, asynchronous scheduling is faster

than synchronous scheduling, assuming unlimited hardware units. However as we will show in Sec-

tion 3.4, given limited hardware resources, the optimal mechanism usually falls between the two

extremes.

OPERATOR: Frameworks include both native operators and operators based on library kernels.

The way operators make use of kernels can have a surprisingly large impact on performance. For

example, Figure 3.2 shows two potential implementations of a MatMul operator based on library

kernel MATMUL, to implement the MatMul operator at the framework level. The right one passes

arguments as is to MATMUL. The left one splits matrix x into smaller blocks and passes each block

to a thread in a thread pool. We will show in Section 3.5.2 that the latter performs better because it

parallelizes data preparation before entering the MATMUL kernel.

LIBRARY: Libraries are the most basic components. providing fundamental building blocks such

as mathematical kernels and thread pools. Mathematical libraries provide efficient parallel imple-

mentations of common kernels. We study three widely-used libraries: MKL, MKL-DNN and Eigen.

A thread pool manages a number of threads that execute tasks upon request. Math libraries use

thread pools, such as that provided by OpenMP, for parallelization. Besides the thread pools used

by math libraries, DL frameworks use additional thread pools to parallelize computations outside of

the math kernels. We study thread pool implementations in the C standard library, Eigen, and Folly.

BEYOND ONE SOCKET: Parallelism mechanisms need to be applied based on workloads. Com-

mon mechanisms include data and model parallelism.
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3.2.2 Parallelism Opportunities

A DL workload can be expressed with a computational graph, where a node represents an operator,

and an edge indicates the dataflow dependencies between operators 14. DL workloads expose the

parallelism within an operator (intra-operator), between operators (inter-operator), and among

requests. Efficient framework designs should exploit such opportunities.

Parallelism within an Operator

Operators manipulate tensors, i.e. n-dimensional arrays. The parallelism within an operator (intra-

operator parallelism) can be exploited with the following techniques.

SIMD: The use of single instruction multiple data (SIMD) architectures, e.g., Intel’s AVX instruc-

tions 137, is implemented in mathematics libraries. The MKL, MKL-DNN, and Eigen libraries can

use AVX2 and AVX512 instructions.

MULTI-THREADING: Multi-threading is implemented at the operator and library levels. For

example, MKL uses OpenMP for multi-threading. At the operator level, a framework may have a

separate thread pool for further parallelism.

DATA PARALLELISM: Data parallelism splits one batch of data into multiple smaller batches.

Thus it can improve performance of large-batch workloads.

Parallelism between Operators

SCHEDULING: The parallelism across operators (inter-operator parallelism) can be exploit by

asynchronous scheduling, to place independent operators on different hardware units.

MODEL PARALLELISM: Model parallelism is realized by scheduling different operators (or the

same operator after splitting along the model size dimension) on different hardware sockets or nodes,

such as distributing large embedding tables across hardware nodes65.
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MODEL PIPELINING: Model pipelining is a special case of model parallelism 34. One hardware

node receives data from a previous node and operates on it while the previous node is computing

the next training step. It allows hardware nodes to work on different training iterations at the same

time. In contrast to data parallelism, model parallelism lowers the memory requirement for large

models. This chapter does not study model pipelining.

Parallelism among Requests

Parallelism among requests can be exploited by batching, to transform request-level parallelism to

intra-op parallelism. For example, multiple image classification requests can be combined and exe-

cuted in a single session, such that the number of requests is mapped to the batch size dimension.

3.2.3 Framework Parameter Tuning

Based on our analysis of design features and parallelism opportunities, we reduce the number of de-

sign features needing to be selected from five (scheduling mechanism, operator design, math library,

thread pool library, parallelism mechanism) to one, the number of asynchronous scheduling thread

pools. Other features, such as operator parallelism, follow from that choice. We propose simple

guidelines for tuning framework features based on a model’s inter-operator parallelism, as reflected

in its computational graph. To demonstrate their usability, we integrate the guidelines with Tensor-

Flow, and achieve 1.29× and 1.34× speedup over Intel 20 and TensorFlow75 recommended settings,

respectively. We also achieve the same average performance as with globally optimal settings and 95%

of globally optimal performance in the worse case. We have developed a TensorFlow plugin that sets

framework parameters automatically. We will open source the plugin. Details are in Section 3.8.

Previous work proposed to tune TensorFlow parameters automatically 83, which treats the tuning

process as a black box and therefore does not explain how parameters affect performance. Our work
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differs in three ways.

• First, our tuning method is supported by strong analysis. A deep understanding of frame-

work designs and the root causes of performance difference makes our tuning method intu-

itive and lightweight.

• Second, performance with our worst-case settings differs by less than 5% from the global opti-

mum obtained by exhaustive search, while previous work 83 reports large performance degra-

dation.

• Finally, the robustness of our guidelines is validated on a different set of real-world DL work-

loads using a state-of-the-art two-socket system. Our evaluation highlights the importance

of framework parameter tuning for state-of-the-art translation and recommendation models

that exhibit immense inter-operator parallelism.
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3.3 Experimental Setup

We will open-source our scripts and workloads.

CPU PLATFORMS: We use three Intel Skylake CPU platforms, small, large, and large.2. large.2

contains two sockets of large with a peak bi-directional bandwidth of 120 GB/s. large and large.2

represent widely-used datacenter servers. small has fewer cores; we use it to eliminate threading over-

head for certain studies. We use large and small for most of the analysis where the performance tun-

ing guidelines are summarized, and large.2 for the evaluation of the guidelines. small has 32 fused

multiply-add (FMA) units per core, while large has 64 per core. Although all of the platforms sup-

port hyperthreading, each core has only one set of FMA units, which limits the benefits of hyper-

threading if both hyperthreads need FMA units. The specifications are summarized in Table 3.1.

large and large.2 are Amazon Web Services m5.metal instances. Unless otherwise specified, we use

the large platform.

SKU Cores TFLOPS Freq LLC

small i7-6700k 4 0.423* 4GHz 8MB

large Platinum 8175M 24 1.64* 2.5 GHz 33MB

* Estimated with GeekBench v4 125.

Table 3.1: Hardware plaĤorms under study. An addiধonal plaĤorm is large.2 that contains two sockets of large with
a 120GB/s bi-direcধonal UPI bandwidth at peak.

FRAMEWORKS: Because TensorFlow supports all features, we use TensorFlow v1.13 with the

MKL-DNN back end, unless otherwise specified. Conducting the same experiments with PyTorch

(Caffe2 module) shows similar trends, so in this chapter we focus on TensorFlow. We set thread

affinity to prioritize binding one software thread with one physical core 20.

WORKLOADS: We use a set of production-size deep learning models, including three from MLPerf 151
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(ResNet-50 87, Transformer 193, neural collaborative filtering (NCF) 89), as well as DenseNet 100, SqueezeNet 101,

Inception 182, GoogLeNet 181, CaffeNet 106, ResNext 208, and Google’s Wide & Deep Learning model47.

To deeply understand the design features, we use micro-benchmarks such as matrix multiplication.

We use a subset of the aforementioned models to focus our evaluation on the respective design fea-

tures (Sections 3.4 and 3.5). We hold out all the non-vision models for Section 3.8 to evaluate the

proposed method.

METHODOLOGY: Our profiling methodology enables thorough analysis. We produce time

breakdowns (stack bars) for individual CPU cores using Linux’s perf record and profiling one core

at a time. Using floating-point performance counters, we measure performance as floating-point

operations per second (FLOPS). We trace execution with performance counters by sampling instruc-

tions per cycle (IPC) every few milliseconds and ordering the samples by time stamps. The perf

stat command with the topdown option produces the top-down breakdown. LLC misses, memory,

and UPI traffic come from the corresponding performance counters.

TERMINOLOGY: Here are some terms used often later on.

• MKL Threads: the threads for MKL and MKL-DNN.

• Intra-Operator Threads: the threads for an operator at framework level. Abbreviated intra-

op threads.

• Inter-Operator Pools: the independent thread pools in a framework, the size of each set by

intra-op threads. Abbreviated inter-op pools, or pools.
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(a) Synchronous (b) Asynchronous (c) Thread Pools

Figure 3.3: Examples of (a) synchronous scheduling, (b) asynchronous scheduling, and (c) using one and four thread
pools, with the same total hardware resources.

3.4 Scheduling Mechanism

A deep learning model is expressed using a computational graph that represents the data flow be-

tween operators. At run time, operator scheduling exposes optimization opportunities, such as

scheduling independent operators simultaneously. In this section we study the trade-offs of using

such inter-operator parallelism. * We show that not all models benefit from asynchronous schedul-

ing, and that the best setting depends on a model’s inter-operator parallelism, quantified by the

width of its computational graph.

Figure 3.3 shows examples of synchronous and asynchronous scheduling of an Inception mod-

ule 182, and the use of one and four thread pools. Scheduling of an operator is to submit the job to a

thread pool. Sometimes asynchronous scheduling, i.e., running multiple operators simultaneously,

can improve performance. For the simple example shown, scheduling one operator at a time takes

nine steps to finish (Figure 3.3a); scheduling four operators at a time reduces the steps to five (Fig-

ure 3.3b). One simple implementation is to create several thread pools of the same size to share the

*The experiments are conducted with the real-world workloads implemented in Caffe2, because the In-
ception architecture is important for this study, and the Caffe2 model zoo makes it more convenient to use
inception.
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Figure 3.4: (Bar Chart) The speedup of using asynchronous scheduling over synchronous. (Table) The maximum com-
putaধonal graph width and best numbers of thread pools. Workloads with more branches benefit from more pools.

computing hardware (Figure 3.3c), and to schedule independent operators asynchronously to the

thread pools. This design is adopted by popular DL frameworks. In TensorFlow, the number of

asynchronous thread pools is called the number of inter-operator threads. Caffe2 calls it the asyn-

chronous thread pool size. In this chapter, we refer to it as the inter-op pools, as opposed to intra-op

threads. We will show that synchronous scheduling is beneficial in both single-socket and multi-

socket systems. The best performance is achieved by balancing intra- and inter-operator parallelism.

3.4.1 Datacenter Platform Performance

We show that the best number of thread pools is no more than the maximum number of parallel

operators for a model. We use the large platform in Table 3.1.

Figure 3.4’s bar chart shows the speedup of asynchronous scheduling on different production-

size inference and training workloads. The baseline is synchronous scheduling, using one thread

pool of size 24. Inference uses three thread pools, each with 8 threads; training uses two pools, each

with 12 threads. Workloads benefit from asynchronous scheduling differently. Inception v1 and v2,
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GoogLeNet, ResNet, and FC-512 speed up more than others.

The performance difference is because of models’ intrinsic inter-op parallelism, which is quanti-

fied by the width, or the number of branches, of their computational graphs. It measures the num-

ber of operators that can be scheduled in parallel. The table at the bottom of Figure 3.4 summarizes

the maximum graph width and the best numbers of pools for varying batch sizes. We distinguish

between inference and training workloads because the computational graphs of training workloads

contain gradient and sum weight operators, which doubles the number of parallel operators. An

intrinsic model limitation is that the best numbers of pools (for varying batch sizes) do not exceed

the maximum graph width.

The best number of pools varies based on batch sizes. Figure 3.5 shows the performance of Incep-

tion v2 inference and ResNext training, with batch sizes of 1, 16 and 256. The use of inter-op pools

benefits large-batch inference and small-batch training. This is because the extra parallelism from

training operators is only beneficial for small batches. When batch size gets larger, gradient opera-

tors are much compute-intensive than sum weight operators. Thus allocating computing resources

evenly for the two kinds of operators hurts performance. On the other hand, parallel operators in

inference workloads stay balanced with large batch sizes, and large batch sizes make the operators

more compute-intensive, thus asynchronous scheduling improves performance.

3.4.2 Inception v2 Case Study

To highlight parallelism opportunities at the intra- and inter-op levels, we use Inception v2 as an ex-

ample. Its model architecture contains operator branches that can execute in parallel. In the baseline

implementations that either schedule each branch naively to one CPU core or schedule one operator

to all CPU cores, workload imbalance and synchronization overhead significantly reduce perfor-

mance. We show that synchronization overhead can be mitigated by choosing the number/size of

thread pools to better balance intra- and inter-operator parallelism. We use the small platform in
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Figure 3.5: Asynchronous scheduling benefits large-batch inference and small-batch training.

Table 3.1, as it enables an exhaustive study of possible cases.

INCEPTION V2 ARCHITECTURE: To simplify the explanation of later results, we first summa-

rize the Inception v2 architecture 182 in Figure 3.6. Figure 3.6a shows the top level architecture, color

coded as areas 1 and 2. Area 1 exhibits both intra- and inter-op parallelism, while area 2 only has intra-

op parallelism. Area 1 contains two inception modules. Module 4 has four branches (Figure 3.6b)

and module 3 has three (Figure 3.6c). Area 1 contains eight instances of module 4 and two of module

3. Operators in area 2 are sequential, including convolution, MatMul, and mathematical operators.

The convolution operators are converted to MatMul using im2col(), so intensive computation is

mostly MatMul.

PERFORMANCE SCALING WITH POOLS AND THREADS: Figure 3.7 shows the relative

performance of Inception v2 with a batch size of 16, sweeping inter-op pools and MKL threads per

pool. The total number of threads on the system is the product of the two. Hyperthreads are used

when more than four threads are created. Exceeding eight threads is labeled over-threading because

there are more software threads than hardware threads. (Scaling is similar with batch sizes from 1 to

128.)

Hyperthreading does not improve performance significantly, such as [4,1] vs [4,2], and [1,4] vs

[2,4] ([Threads, Pools]). The compute-intensive operators, Convs and MatMuls, are bottlenecked
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Figure 3.6: (a) Incepধon v2 architecture contains modules with (b) four and (c) three independent branches. Area 1
exhibits inter- and intra-op parallelism and area 2 only intra-op.

by the fused multiply-accumulate (FMA) units, which are shared between hyperthreads on the same

core.

As expected, over-threading, i.e., using more software threads than hardware threads, hurts the

performance, because threading overhead increases with more software threads, and computing

resources are saturated. As a result, simply setting all framework knobs to the maximum does not

yield the best performance.

For Inception v2, performance is best with two pools and two threads per pool. Using four to-

tal threads in other ways, such as four pools with one thread each, or one pool with four threads,

cannot achieve such performance. It is because this case balances the intra- and inter-op parallelism

provided by Inception v2 and reduces its synchronization overhead. Our profiling methodology

reveals and visualizes the underlying causes in Figures 3.8 and 3.9.

RUN-TIME BREAKDOWN AND EXECUTION TRACES: To explain the best performed case
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[2,2], we select four cases, a baseline that uses only one thread, and three cases that each use four

threads in total. One software thread is bound to one CPU core. Figure 3.8 shows the aggregate time

breakdown, and Figure 3.9 shows the corresponding execution traces. In Figure 3.9, one iteration

of Inception v2 inference is marked with red bars, and operators in execution are labeled with the

corresponding color in Figure 3.6, where area 1 exhibits intra- and inter-op parallelism, and area 2 has

only intra-op parallelism. The fraction of time each core spent executing (rather than synchronizing)

is indicated to the right of each trace. It matches the breakdowns in Figure 3.8.

The first case, using four pools of size one, incurs high synchronization overhead in Figure 3.8

and Figure 3.9a, primarily because the operators in area 2, with only intra-op parallelism, are as-

signed only one core (thread), and other cores are waiting to synchronize. The trace in area 1 is

slightly better, with every core executing one branch of each inception module.

The second case, using one pool with four threads, does not perform well either, because the
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Caffe2 operators are single-threaded, and other cores are stalled by core 0, as shown by the long syn-

chronization time in the rightmost three bars of Figure 3.8 and the traces of cores 1–3 in Figure 3.9b.

The third case, using two pools, each with two threads, is a better balance. It reduces synchro-

nization time in both area 1 and area 2 compared to the first case. Area 1 is improved because the

number and size of convolutions in each inception branch is not even, as shown by Figure 3.6b, and

allocating one core for each branch (the first case) makes the core running the smallest branch wait

for a long time. Area 2 is improved because its operators are sequential and compute-intensive, and

having more cores improves performance.

OPTIMIZATION OPPORTUNITY: Operators in a complex model come in different sizes and

have different dependencies. Fixing each thread pool size usually incurs synchronization overhead

because of work imbalance. Thus there is an opportunity to implement a global thread pool, allow-

ing the scheduler to determine dynamically how many threads to schedule for each operator. For

example, in the traces of Figure 3.6, providing area 1 with two pools of two threads each and area 2

with one pool of four threads can lead to higher performance.
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3.5 Operator Design

Operators are building blocks of DL frameworks, providing basic semantics through high-level

language (like Python) APIs to ease the development process for framework users. As shown in

Figure 3.1, a workload built with a DL framework involves library kernels and framework native

computation. In this section, we show that efficient operator design can speed up framework native

computation, and yields up to 4.2× performance improvement for real-world models.

IMPLEMENTATIONS OF FRAMEWORK NATIVE OPERATORS: We first describe frame-

work native operators, the operators that do not use library kernels. Native operators handle con-

trol flow as well as tensor reshaping, broadcasting, and preprocessing. Some, like those for con-

trol flow or input image preprocessing, are necessary. Others can fairly be described as a frame-

work programmability tax. The overhead stems from preparing inputs for library kernels, or com-

puting how to parallelize a given workload in the main thread. One example of the latter kind is

Eigen::ParallelFor, used by TensorFlow.

IMPLEMENTATIONS OF COMPUTE-INTENSIVE OPERATORS: A framework operator

must sometimes do more than simply pass arguments to library kernels. Data preparation is often
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required, for example. Taking matrix multiplication (MatMul) as an example, we list two implemen-

tations below. Note that those implementations do not cover all possible cases, but we do find hints

of those implementations adopted in popular frameworks, and we will talk about it in the experi-

mental results. In the context of deep learning, x is an input matrix of size [batch size× number of

activations] and w is a weight matrix of size [activations in current layer× activations in next layer].

We assume MatMul is the interface of a framework operator, and MATMUL is the corresponding

library kernel, e.g., in MKL.

Sec 3.5.1) MatMul1(x, w):

data_prep(x, w)

return MATMUL(x, w)

Sec 3.5.2) MatMul2(x, w):

// Reshape x, w into bx and bw

for bx, bw in x, w:

threadpool.run(MatMul1,

bx, bw)

return threadpool.join_results()

Sec 3.5.3) MatMul3(x, w):

data_prep(x, w)

return MATMUL(wT, xT)

MatMul1 conducts data preparation and passes the matrices to the library kernel. MatMul2 uses

an additional thread pool that we call the intra-operator thread pool, to distinguish it from the

MKL thread pool. The operator splits the matrices into smaller ones, and passes those small matri-

ces to the intra-op thread pool. The intra-op thread pool then executes multiple copies of MatMul1
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Figure 3.11: Run-ধme breakdown for all CPU cores. Data preparaধon overhead causes the poor scalability in Fig-
ure 3.10.

in parallel. This way data_prep() of the whole matrix can be parallelized. MatMul3 transposes the

matrices, which can improve the performance when the two dimensions of a matrix is largely differ-

ent, e.g., batch size>> activations or vise versa, assuming the library kernel focuses on parallelizing

one dimension over another. Note the transposing overhead can be minimized with optimizations,

thus we do not include the transposing computation in MatMul3. Before and after the library call,

the data formatting and results gathering work is part of the programmability tax. We will study the

three implementations in the following subsections.

3.5.1 MKL Threads

By analyzing the overhead and scalability of the first operator implementation, MatMul1, we show

that both the TensorFlow (TF) operator and the MKL kernel suffer from data preparation overhead,

which prevents them from scaling linearly with the number of CPU cores. The results here can also

apply when convolution operators are converted to MatMuls using im2col(). We use the large
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platform in Table 3.1.

PERFORMANCE SCALING: Both TF and MKL have scaling issues, and TF is slightly worse.

Figure 3.10 shows the speedup of using 24 MKL threads over using one, for both TF operators and

MKL kernels. The matrices are squared and represented by one dimension. The total number of

floating-point operations is the cube of that number. Figure 3.10 shows that the speedup of TF is

always lower than that of MKL, especially for small matrices. TF speedup is comparable to MKL

when matrices are larger than 4k. The maximum speedup achievable is about 16×, which is lower

than the number of cores, 24.

CAUSES OF THE POOR SCALABILITY: Our profiling methodology reveals that data prepara-

tion overhead causes suboptimal performance scaling. We pick two variants of MatMul, MatMul-

512 and MatMul-4k, that operate on medium- and large-size matrices, respectively. MatMul-512 rep-

resents the fully-connected (FC) layers from YouTube 51 and Facebook recommendation 145,79 models,

while MatMul-4k represents the FC layers in Transformer 193. Figure 3.11 shows the run-time break-

down of all CPU cores running the MatMuls, using 1 and 24 MKL threads. With multiple threads,

the thread tasked with lengthy TF data preparation is the main thread, labeled CPU Core 0. The

latency of each MatMul workload is normalized to that of using one MKL thread.

The TF parts of Figure 3.11 show that TF’s scaling issue is caused by framework overhead, due

mainly to TF data preparation for MKL kernels. Using one MKL thread, MatMul-512 spends over

10% of its time in TF data preparation; using 24 MKL threads, the overhead exceeds 72%. Overhead

is much lower for MatMul-4k: less than 3% in both cases. Without TF overhead, speedup can clearly

be much greater. The MKL parts of Figure 3.11 show that MKL data preparation causes the scal-

ing issue for MKL kernels. MKL kernel execution time is roughly 1/24 of the original run-time for

MatMul-512. Speedup drops with time spent in MKL data preparation.

THE ROLE OF FRAMEWORK DESIGN: The Amdahl’s law bottleneck of DL frameworks is

non-negligible. The overhead a MatMul with size n × n × n scales linearly with n (O(n)), while the
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Figure 3.12: Run-ধme breakdown of TensorFlow workloads with 1 (leđ bar) and 24 (right bar) intra-op threads. Both
cases use 24 MKL threads on a 24-core CPU.

number of floating-point operations scales cubically (O(n3)). Thus the speedup of large MatMuls

(e.g., 4k) is closer to ideal speedup. Realistically, however, the most commonly-used FC layers are

not always large enough. Actually smaller ones are common in commercial workloads including

YouTube’s 51 recommendation model (of size 256 to 1k) and Facebook’s 145,79 (of size 64 to 512). Espe-

cially when hardware platforms are upgraded to higher floating-point computation capability, we

need even larger matrices to amortize the overhead. Thus it is key to focus optimization efforts on

mitigating framework overhead.

3.5.2 Intra-Operator Threads

After decades of optimizing the GEMM kernel, the performance bottleneck has shifted to the over-

head of using such kernels, e.g., the data preparation overhead in Figure 3.11. A natural approach

to reducing the overhead in framework design is to parallelize the framework native computation,

with an intra-operator thread pool implemented at the framework level, as MatMul2 does. We show

that when library kernels are using FMA units, intra-op threads improve performance by utilizing

other computational units on the same physical core, thereby benefiting from Intel’s hyperthreading
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Figure 3.13: Run-ধme breakdown of all CPU cores. Intra-op threads parallelize the overhead in cores 24-47.

technology. We use the large platform from Table 3.1.

PERFORMANCE IMPROVEMENT: We first show how much performance improvement intra-

op threads can yield and where it comes from. Figure 3.12 summarizes speedup and time breakdown

when using 1 (left bar) and 24 (right bar) intra-op threads. Both cases use 24 MKL threads. MatMul-

512 and MatMul-4k are the same operators as in previous sections. Using 24 intra-op threads re-

duces the execution time of TF native operators, while that of other parts stays similar. The speedup

ranges from 1.05× (DenseNet) to 4.21× (SqueezeNet).

Workloads bottlenecked by TF native operators benefit more from intra-op threads. Such work-

loads, including MatMul-512 and SqueezeNet, have small to medium MatMul or convolution oper-

ations, because TF native operators are likely to consume larger fractions of computation time. For

example, SqueezeNet has a small percentage of MKL computation since it is designed to have fewer

parameters than AlexNet by using many small (1x1) convolution kernels 101.

PROGRAMMABILITY TAX: Figure 3.12 also quantifies the framework programmability tax.

We estimate the tax using the non-MKL fractions, since they are not compute-intensive and can be
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largely optimized if written with high-performance language/code as MKL kernels. After optimiz-

ing with intra-op threads, the programmability tax ranges from 1.3% (DenseNet) to 63% (MatMul-

512). SqueezeNet (47%) is higher than ResNet-50 (26%). MatMul-4k (11%) is slightly smaller. This is

the price we are paying for using frameworks.

FULL-SYSTEM PROFILING: Our profiling methodology visualizes the execution of every core on

the CPU platform to expose the reasons for performance improvement. Figure 3.13 shows the time

breakdown for all 48 hyperthreads on the large platform. We focus on the two MatMuls, since they

are the simplest workloads. Because cores 24-47 are not active when using one intra-op thread, the

third bar is omitted for that case. Core 0 of each case is the same as in Figure 3.12.

Figure 3.13 shows that with 24 intra-op threads, TF data preparation is distributed to cores 24

through 47. (The bottom of the third bar for MatMul-512 with 24 intra-op threads shows a tiny TF

data preparation cost.) That shortens TF data preparation time in core 0, so that the TF barrier time

of cores 1 to 23 is shortened. With only one intra-op thread, cores 1 to 23 spend about 60% (MatMul-

512) and 40% (MatMul-4k) of time waiting in barrier, which is not optimal for using computing

resources.

HYPERTHREADING: Using intra-op threads takes advantage of Intel’s hyperthreading technol-

ogy by colocating an intra-op thread and an MKL thread on the same physical core. Since they need

different hardware resources, they can execute in parallel without contention. The critical path is

the MKL thread. The intra-op thread adds no execution time to the overall workload. For exam-

ple, in Figure 3.13, logical cores 0 and 24 are on the same physical core. Core 0 executes mostly MKL

floating-point operations with FMA units, which core 24 does not need. Even without hyperthread-

ing, the implementation of intra-op threads improves performance through parallelization. In that

case, the physical core’s critical path combines the intra-op thread with the MKL thread.
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Figure 3.14: (a) The FLOPS of TensorFlow compiled with MKL. FLOPS increases faster with large input size. (b) Intel
version of TensorFlow with MKL. Operators with large batch size gets higher speedup.

3.5.3 Transposing Matrices

This section shows that if the performance of an operator implementation is more sensitive to one

matrix dimension over another, sometimes transposing the matrices leads to better performance. To

simplify the problem, we assume two dimensions of a MatMul operator, input size and batch size.

We studied MatMuls with input size= batch size in the previous section. This section uses the small

platform in Table 3.1 to avoid the scalability overhead and focusing on the matrix dimensions.

We study the performance of TF-MKL and TF-Intel. TF-MKL is TensorFlow compiled with

MKL. TF-Intel is applied a set of Intel-specific optimizations, such as replacing TensorFlow opera-

tions with Intel optimized ones, eliminating unnecessary data layout conversions, and operation fu-

sion6. It also mentions matrix transposing may improve performance, but details are not disclosed

in the vendor proprietary library. The experimental results here show that for MatMuls with certain

sizes, TF-Intel likely adopts the third MatMul implementation discussed at the beginning of Sec-

tion 3.5.
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Figure 3.14 studies the performance sensitivity of TF-MKL and TF-Intel on input sizes and batch

sizes. Figure 3.14a shows the FLOPS of TF-MKL MatMuls with different batch and input sizes. The

FLOPS increases with larger batch and input sizes, and the highest FLOPS is the MatMul at the

upper right corner. It is observable that the FLOPS increases faster with an increasing input size,

because color shifting is more obvious from left to right, compared to from bottom to the top. The

fact that TF-MKL performance is more sensitive to input sizes exposes optimization opportunities

for workloads with large batch size and small input size.

To compare TF-MKL with TF-Intel, each grid of Figure 3.14b shows the speedup of TF-Intel

over TF-MKL on the same MatMul operator. The speedup is larger than 1 for MatMul input sizes

less than 1k. The speedup increases with larger batch size for workloads with small input sizes, which

is likely due to TF-Intel’s transposing the matrices of such workloads.

The highest speedup (1.5×) is achieved by an MatMul with very small input size (128) and very

large batch size (≥4k). The input size (activations) of Facebook and YouTube’s recommendation

models ranges from 64 to 1k, with an exception layer of 5k 51,145,79. Using TF-Intel, the training per-

formance of smaller layers can be significantly improved.
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3.6 Library Choice

Thanks to the mathematics and thread pool libraries, deep learning framework developers do not

have to implement every basic functions from scratch. However there are many choices for the same

functionality, and the choice of libraries can have a large impact on performance. Thus to study

frameworks, we need to understand the performance differences among existing libraries the reasons

why they differ. In this section we study libraries for machine learning and thread pools. We show

that optimization can improve a GEMM kernel’s performance by up to 25%, owing to more efficient

data prefetching. We also compare three popular thread pool libraries. We find that robust thread

pools such as Eigen and Folly are better able to keep production-critical workloads running with

little variation, thus investing in sophisticated implementations is worthwhile for service providers.
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3.6.1 Machine Learning Library

SETUP: We compare MKL, MKL-DNN, and Eigen with GEMM (general matrix multiplication)

microbenchmarks on the small platform (Table 3.1) to expose architectural bottlenecks, while mini-

mizing the scaling overhead on large systems. The microbenchmarks perform general matrix multi-

plication (GEMM) with matrices of different sizes. GEMM is the most often used machine learning

kernel. It supports all vision models, all deep recommendation models, and many sequence to se-

quence models. It consumes 42% of machine learning cycles in Facebook datacenters 150.

TOP-LEVEL ANALYSIS: We conduct top-down analysis213 for single-threaded GEMM kernels

with a variety of matrix sizes. Figure 3.15a shows the cycle breakdown (stacked bars) and IPC (dots).

The three bars shown for each matrix size are for Eigen, MKL-DNN, and MKL, from top to bot-

tom. Cycles are broken down into retiring and stalling due to bad-speculation, front-end, and

back-end bottlenecks. By definition, instructions per cycle (IPC) is proportional to retiring cycles.

Floating-point operations per second, which is not shown here, is consistent with IPC and the retir-

ing ratio because the three libraries have comparable numbers of dynamic instructions. For GEMM,

MKL performs the best, followed by MKL-DNN. The performance difference is larger for large

matrices (about 0.7 IPC), and it is minimal for matrices with sizes less than 2k. (That is why we use

the small platform. Large platforms are not easily stressed, even with matrices of size 32k.) With

matrices larger than 4k, about 25% of cycles are back-end bound for Eigen and MKL-DNN.

CAUSES: The back-end bottleneck is caused by last-level-cache (LLC) misses, shown as LLC misses

per thousand instructions (MPKI) in Figure 3.15b. Eigen and MKL-DNN have much higher LLC

MPKI than MKL. Owing to the latency of moving data from main memory, the higher LLC miss

rate reduces workload performance. The LLC miss rate difference is caused by the aggressiveness

and effectiveness of data prefetching, shown by the memory traffic in Figure 3.15c, where the right

ends of the bars show memory traffic incurred by LLC misses. MKL’s memory traffic is close to that
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Figure 3.16: FLOPS of MKL matrix mulধplicaধon by varying three dimensions of a matrix mulধplicaধon,m, k and n.
Whenm is mapped to the batch size dimension, (a) m=64, represents typical inference workloads. (b) m=1024, repre-
sents typical training workloads. T: Transformer; Y: YouTube recommendaধon model; F: Facebook recommendaধon
model.

of MKL-DNN, and its much lower LLC miss rate shows that MKL’s software prefetching is more ef-

fective. Eigen’s memory bandwidth is the lowest, and its LLC miss rate is the highest, indicating that

Eigen does not prefetch as aggressively as the others. Still, it is impressive that a portable lightweight

library like Eigen can perform about as well as MKL for medium and small matrices.

OTHER KERNELS: We compare the GEMM kernels to demonstrate how and why kernel per-

formance can vary. For other kernels, MKL-DNN likely outperform other libraries, because it is a

library targeting deep learning with DL-specific optimizations. For example, MKL-DNN uses the

GEMM kernel from MKL for its better performance. The optimizations include operation fusion,

batch normalization folding, and filter caching for convolutions 31. Besides, MKL-DNN includes

MKL as a submodule to use its GEMM kernels, which outperform other libraries as shown in Fig-

ure ??. As a result, MKL-DNN reportedly outperforms other frameworks 31, so more frameworks

have started to support MKL-DNN.

MKL PERFORMANCE SENSITIVITY: A matrix multiplication kernel takes two matrices of sizes
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m × k and k × n as inputs, and outputs a matrix of sizem × n. Figure 3.15 studies the performance

of square matrices withm = k = n. Here we show the FLOPS of MKL running non-square

matrices in Figure 3.16, by varying the three dimension sizes. Intuitively, we assumem is the batch

size dimension in deep learning. Figure 3.16a shows batch size = 64, representing typical inference

workloads 150,79; Figure 3.16b shows batch size = 1024, representing typical training workloads 193,145.

The total floating point operations of a matrix multiplication ism× k× n, and the computation

is embarrasingly parallel. Intuitively speaking, increasing size of any dimension should increase the

FLOPS. However Figure 3.16 shows that the performance of MKL does not increase monotonically

with matrix sizes. It is likely caused by different prefetching or matrix blocking mechanisms dynami-

cally chosen based on matrix size. Especially the scaling in Figure 3.16b looks like the heatmap is split

into four blocks from the very middle point, indicating possible four choices of optimization. We

also annotate the matrix sizes of Transformer 193, YouTube’s 51 and Facebook’s 145,79 recommendation

models. Those realistic matrix sizes are not in the best, nor in the worst performed spots of MKL.

3.6.2 Thread Pool Library

We compare three thread pools, one simple implementation using std::thread,† and the thread pools

in Eigen63 and Folly 13. The Eigen thread pool is used in TensorFlow63. Folly is a C++ library open-

sourced by Facebook 13. Our microbenchmark creates a thread pool and starts 10k tasks that incre-

ment the value of a globally shared variable. We benchmark in two scenarios: (1) setting the number

of threads to be the same as the number of physical cores, and (2) using many more threads than the

number of cores. We use the small platform from Table 3.1.

Figure 3.17 compares the overall latency of running 10k micro tasks. In both cases, Folly outper-

forms Eigen and Eigen outperforms std::thread. When thread pool size is four, Folly outperforms

Eigen by 16%, and Eigen outperforms std::thread by 24%. When thread pool size is 64, greatly ex-

†Std::thread is compiled to pthread on POSIX platforms.
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Figure 3.17: Thread pool overhead, measured as ধme to run 10k micro tasks. Folly outperforms std::thread and
Eigen.

ceeding the number of CPU cores, Folly and Eigen perform consistently well as with four threads,

and oversubscribing the system does not drastically increase the overhead. But the overhead of

std::thread increases by over 3×, with every CPU core spending about 60% of its time in synchro-

nization.
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Figure 3.18: A two-socket plaĤorm speeds up ResNet-50 by 1.43×. The boħleneck is the UPI bandwidth, increasing
TF data preparaধon ধme as part of the TF naধve operator ধme.

3.7 Beyond One Socket

In previous sections we have explored the framework designs on one-socket CPUs. In this section,

we study how those design features can be applied to scale out the workloads beyond one socket.

Unsurprisingly, the bottleneck of a two-socket system is the UPI bandwidth between sockets. We

study scaling one operator to two sockets and scheduling multiple operators to different sockets, as

scaling-out versions of intra- and inter-op parallelism studies. The experiments are conducted on the

large and large.2 platforms from Table 3.1.

3.7.1 Data Parallelism

We study data parallelism by setting the numbers of intra-op and MKL threads to the total number

of physical cores and the number of inter-op threads to one.

RESNET PERFORMANCE: Figure 3.18 shows the execution time breakdown of ResNet-50 run-

ning on one- and two-socket platforms. The latter speeds up ResNet by 1.43×, less than the two-

fold hardware increase. The bottleneck is that UPI traffic peaks at 91.4GB/s, compared to the the-

oretical maximum of 120GB/s. UPI saturation increases the latency of TF native operators on a
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two-socket platform, which now includes both data preparation and transfer time between sockets.

MATMUL PERFORMANCE: To test the limit of the large.2 platform, we conduct microbench-

marking using TensorFlow MatMul operators. Similarly, the UPI bandwidth is the bottleneck for

large MatMuls. Figure 3.19 shows two-socket speedup and corresponding UPI bandwidth consump-

tion. The speedup and UPI throughput increase with larger MatMul sizes, and peak for MatMul-8k.

For MatMul-16k, speedup decreases and bandwidth saturates, indicating empirically the maximum

UPI bandwidth is around 100GB/s for such workloads.

The speedup of a workload is determined by its intrinsic parallelism and UPI bandwidth satura-

tion. Figure 3.20 shows the time breakdown of MatMuls running on one- and two-socket platforms.

For medium MatMul sizes like 512, the poor scalability is caused by the limited parallelism of the

workload, which cannot hide data preparation overhead. For larger MatMuls, 4k and 8k, the data

preparation time of both TF and MKL increases on the two-socket platform because of UPI sat-

uration. MatMul-8k has the best balance of intrinsic parallelism and UPI throughput. It leads to

the highest speedup (1.8×, i.e., 44% less execution time than with just one socket), which is close to

perfect scaling.

3.7.2 Model Parallelism

We study model parallelism of a two-socket platform by using two inter-op pools, one per CPU

socket. Model parallelism improves performance significantly when the parallel operators are on

critical paths and have similar sizes, as with multiple embedding operators in neural collaborative fil-

tering (NCF). Performance and model parallelism mechanisms will be discussed in the next section.

Model parallelism does not always improve performance. One example is the inter-op parallelism

from training workloads, as in Section 3.4. Assigning gradient and weight sum operators one socket

each causes workload imbalance between two sockets when batch size is large. Two-socket platforms

are not beneficial when the intra-op thread pool is not implemented at the framework level, since
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Figure 3.19: (a) Speedup of a two-socket plaĤorm over one socket. (b) Measured peak UPI bandwidth consumpধon
on the two-socket plaĤorm is close to 100GB/s.

the workload bottleneck is single-threaded operators.
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3.8 Framework Design Tuning

At the outset, we identified five design features: scheduling mechanism, operator implementation,

math library, thread pool library, and the parallelism mechanism for platforms larger than one

socket. Our analysis has shown that the most effective setting for users to determine is the proper

number of inter-op pools based on the model architecture. Intra-op parallelism configurations fol-

low from that setting.

DEFINITIONS: To determine the number of inter-op pools for a model, we need its average width,

which quantifies its inter-op parallelism. (Section 3.4.1 and Figure 3.4 mention the maximum width.)

The average width of a model is the floor of the ratio of the total number of (heavy) operators di-

vided by the maximum number of layers. A heavy operator is a compute-intensive or embedding

operator that usually takes significantly longer execution time than other operators. Examples are

the Conv operators in Figure 3.6, as opposed to lightweight math operators, which are not consid-

ered. The average model width of Figure 3.6b is ⌊ 7
3 ⌋ = 2.

GUIDELINES: The number of inter-op pools (p) is chosen to be the average model width. After p

is chosen, we choose the numbers of MKL and intra-op threads such that the entire system is split

into p partitions without redundant threads (Section 3.4.2 and Figure 3.7). Therefore, the number

of MKL threads and the number of intra-op threads for each thread pool should be equal to the

total number of physical cores on the system divided by p. That way one MKL thread and one intra-

op thread can share the same physical core. MKL threads can use the FMA units and the intra-op

threads can use other units via hyperthreading (Section 3.5.2 and Figure 3.13).

Dense Squeeze ResNet IncepV3 W/D NCF Trans
1 1 1 2 3 4 4

Table 3.2: Average model width, i.e., the number of pools selected for Figure 3.21 based on our guidelines. Intra-op
and MKL threads= total physical cores divided by those numbers.
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Figure 3.21: Performance using the recommended TensorFlow seষngs75 (baseline), Intel blog 20, our work, and global
opধmum obtained by exhausধve search. Our work outperforms Intel and Tensorflow suggesধons and nearly closes
the gap between the state of the art and the global opধmum.

EVALUATION SETUP: We integrate our guidelines with TensorFlow v1.13. (TensorFlow refers to

inter-op pools as inter-op parallelism threads.) We will open source the TensorFlow plugin to the

public, to let users apply our guidelines automatically. The size of the design space encompassing

the numbers of MKL, intra- and inter-op threads is the cube of the number of logical cores. For the

large.2 system, that means 963 = 884, 736 design points. Our guidelines suggest picking only one of

those 884, 736 possibilities.

We evaluate our guidelines by applying the rules to a fresh set of workloads and by performing

the evaluation on a different platform from that used to develop the guidelines. Our analysis uses

microbenchmarks and vision models that run with images; for evaluation, we add Inception v3 182,
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the wide-deep recommendation model47, the neural collaborative filtering model (NCF) 89, and

Transformer 193, covering recommendation and translation workloads. The bulk of our analysis uses

platforms small and large from Table 3.1; here we evaluate the guidelines on the large.2 platform, the

largest AWS bare metal instance.

SPEEDUP: Figure 3.21 summarizes the speedup of this chapter over TensorFlow75 (baseline) and

Intel 20 recommended settings. It also compares our settings’ performance to the global optimum

obtained by exhaustively sweeping the design space. TensorFlow suggests setting the number of

MKL and intra-op threads to the physical core count, and inter-op pools to the socket count. Intel

suggests setting MKL and intra-op threads to the number of physical cores per socket, and inter-op

pools to the socket count. Our analysis shows that TensorFlow suggests more threads than needed,

and Intel’s setting is suitable for models with an average width of two.

Overall, our performance guidelines perform consistently better than the settings recommended

by Intel and TensorFlow. Our method bridges the performance gap between those state-of-the-

art settings and the global optimum for all evaluated workloads except Inception inference and

SqueezeNet training. In those two cases, our guidelines achieve 95% of the performance offered

by the global optimal setting. On average, this chapter achieves the same performance as the global

optimum, and 1.34× and 1.29× better performance than TensorFlow’s and Intel’s suggestions, re-

spectively.

We summarize the average model width in Table 3.2. It is the same as the number of inter-op

pools in use. The models shown have average width between one and four, which is diverse. The

numbers of MKL and intra-op threads for each model is the total number of physical cores (48) di-

vided by the model width. For example, the setting for the W/D (wide and deep) model is 3 inter-op

pools, 16 MKL threads, and 16 intra-op threads, which is also the globally optimal setting. The dif-

ference in speedup for different models can be observed from the difference between our settings

and the baseline settings. We are able to get higher speedup for models with embedding tables in-
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cluding wide-deep, NCF and transformer. It is because those models are less compute-intensive and

have abundant inter-op parallelism, and smartly tuning becomes especially important. On the other

hand, most vision models do not have much inter-op parallelism, which makes our settings similar

to baseline settings. Thus such models have relatively lower speedup.

The performance guides from Intel and TensorFlow are general, aiming to make it easy for most

users get reasonable performance, and they perform reasonably well. For vision models, Tensor-

Flow’s settings perform as well as the global optima and our guidelines, while Intel’s does not per-

form well for the vision models except for Inception, because Intel’s setting favors models with

inter-op parallelism that other vision models do not have. Intel’s settings perform better than Ten-

sorFlow’s for recommendation and translation models. The latter have several parallel embedding

operators, thus their average width is no less than two. The default TensorFlow setting performs

much worse than both the Intel and TensorFlow recommendations. TensorFlow naively sets all

parameters—MKL threads, intra-op threads, and inter-op pools—to the number of logical cores.

As pointed out in our earlier analysis, this is sub-optimal. Thus TensorFlow users who run only one

model and one session at a time should at least set the number of inter-op pools to one instead of

using the default setting.
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3.9 Summary

We presented detailed evaluation and analysis of key design features and the role of parallelism in a

machine learning framework, focusing on scheduling, operator implementation, and library back

ends. To maximize parallelism, we proposed simple guidelines for tuning framework parameters,

distilled from detailed domain-specific design feature knowledge and analysis. We demonstrated

the usability and the additional performance improvement of this approach by integrating and eval-

uating our methodology with TensorFlow. On average, our method outperformed the suggested

settings from Intel and TensorFlow performance guides by 1.29× and 1.34×, respectively, across a set

of real-world DL models.
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Science advancॽ based on data, not hunchॽ.

David Brooks

4
A Systematic Methodology for Performance

Analysis

Training deep learning models is compute-intensive and there is an industry-wide trend to improve

performance. To systematically compare deep learning systems, we introduce a methodology com-

prised of a set of analysis techniques and parameterized models. It can be applied to analyze various

hardware and software systems, and is a very good complement to traditional methods.
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4.1 Introduction

With the end of Moore’s law, academic and industrial research efforts have shifted from general-

purpose processors to domain specific architectures (DSAs)91. Deep learning, which has revolu-

tionized many application domains 174,100,16,206, is a promising field for DSAs 56. New customized

training hardware, software stacks, and optimization tools are being developed to support ever more

sophisticated deep learning models. Thus there is a great need to concurrently develop a systematic

and scientific methodology for comprehensive performance analysis of hardware and software sys-

tems customized for deep learning.

The rapid evolution of deep learning models and corresponding hardware and software plat-

forms requires new analysis techniques that go beyond simply running today’s well-known deep

learning models on individual platforms. A systematic methodology must expose interactions be-

tween hardware and software platforms across the spectrum of model attributes (e.g., hyperparame-

ters), so that the resulting insights can be applied to future models. The methodology itself needs a

fast development cycle to rapidly target new platforms, and it should include large enough models to

stress the limits of emerging platforms.

Recent analysis efforts have been limited to relatively small collections of seemingly arbitrary

DNN models 151,15,43,183. The development of such suites is very time-consuming. It took half a year

to release MLPerf v0.6, and months to add a new model. Even so, the shelf life of such models is sel-

dom more than a couple of years. Moreover, using a collection of individual models such as ResNet-

50 87 and Transformer 193 can lead to misleading conclusions. For example, Transformer is a large FC

model that trains 3.5× faster on the Tensor Processing Unit (TPU) than on a GPU, yet focusing on

this single model would not reveal the severe TPU memory bandwidth bottleneck that arises with

FCs larger than 4k nodes.

We propose a comprehensive performance evaluation methodology that combines parameterized
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deep learning benchmarks with systematic analysis techniques. We introduce ParaDnn, a tool that

generates thousands of parameterized multi-layer models, including fully-connected models, convo-

lutional neural networks, and recurrent neural networks, with model parameter sizes that vary by

almost five orders of magnitude, far beyond the range of existing benchmarks. Systematic analysis

techniques then learn the sensitivity of performance to model hyperparameters and explore various

dimensions of the design space. We show that this parameterized analysis methodology complements

the use of real-world workloads (e.g., MLPerf), leading to insights that traditional approaches either

cannot expose or cannot fully explain.

We conduct case studies in three diverse performance evaluation scenarios: homogeneous plat-

forms, heterogeneous platforms, and software stacks. We hope to motivate researchers to apply our

methodology to other platforms. In Section 4.4, we analyze and compare two generations of homo-

geneous specialized platforms, TPU v2 and v3. Our methodology provides insights for designing

and upgrading ML accelerators in production-scale systems. In Section 4.5, we perform cross com-

parison of three architectures (CPU, GPU, and TPU) that span the continuum between general

purpose processors and specialized accelerators, and the methodology reveals individual strengths

and weaknesses of each platform. In Section 4.6, we explore the performance evolution of special-

ized software stacks, TensorFlow and CUDA.

It is important to identify limitations of the study. This chapter presents a benchmarking method-

ology, which is able to reveal optimization opportunities in current architecture and system designs,

as they provide valuable lessons for future design. Optimization details are beyond its scope. The

analysis focuses on training and not inference. We do not study accuracy, the performance of multi-

GPU platforms or 256-node TPU systems, which may lead to different conclusions. We intention-

ally leave these topics to future work, as each deserves in-depth study. Section 4.7 discusses these and

other limitations of the study, which also motivate future work.
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4.2 Methodology

Current deep learning (DL) performance analysis methods have limitations in terms of the insights

they are able to reveal. They often leverage two distinct types of benchmark suites: real-world suites

such as MLPerf 151, Fathom 15, BenchNN43, and BenchIP 183, and micro-benchmark suites, such as

DeepBench 163 and BenchIP. Each real-world suite contains a handful of popular DL models span-

ning a variety of model architectures. Such suites have a long development cycle. Their shelf-life is

unknown since they only contain today’s deep learning models, which may become obsolete as DL

models evolve rapidly. Further, they fail to reveal deep insights into interactions between DL model

attributes and hardware performance, since the benchmarks are sparse points in the vast space of

deep learning models. Micro-benchmark suites exercise basic operations (e.g., matrix multiplication

or convolution) in neural networks, but they cannot simulate complex dependencies between differ-

ent operations in end-to-end models.

To complement existing performance analysis methods, we introduce a systematic methodology,

composed of a tool, ParaDnn, and a set of analysis methods. ParaDnn has the advantages of the

above approaches, with the goal of providing large “end-to-end” models and parameterizing the

models to explore a much larger design space of DNN model attributes. ParaDnn supports future

performance analysis by covering current and possible future applications, and conveying analysis

results with model hyperparameters such that the analysis can be extrapolated to future models. In

this chapter, we will show that our methodology can stress the upper and lower bounds of hardware

and software systems in various dimensions, including floating-point computation capability, mem-

ory bandwidth, inter-chip bandwidth, and host-device balance. For cross-platform comparisons, the

methodology can also discover cases favoring one platform over another and describe the DL hyper-

parameters of such cases. With ParaDnn, such studies can be conducted on new platforms compre-

hensively, quickly, and conveniently. The utility of parameterized analysis is not limited to those
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cases, and one goal of this chapter is to motivate application of our methodology to new platforms.

4.2.1 ParaDnn

We first introduce ParaDnn, a tool that generates parameterized end-to-end models to run on tar-

get platforms. ParaDnn creates models encompassing fully-connected models (FC), convolutional

neural networks (CNN), and recurrent neural networks (RNN). The models are parameterizable,

so ParaDnn models are equal to or greater in size compared to today’s real-world models. For ex-

ample, a single end-to-end CNN model from ParaDnn contains a mixture of many different layers

with different sizes of convolution, batch normalization, pooling, and FC layers. The complexity of

ParaDnn workloads is comparable to that of real-world models (e.g., ResNet-50 and Transformer),

as will be shown in Figure 4.1. Insights about hardware performance sensitivity to model attributes

allow interpolating and extrapolating to future models of interest. These insights could not be dis-

covered with either the small point space exploration of the real-world suites or microbenchmarks,

which do not capture inter-operation dependencies as ParaDnn does. The model types of ParaDnn

cover 95% of Google’s TPU workloads 111, all of Facebook’s deep learning models 86,79,145, and eight

out of nine MLPerf models 151 with the exception of minigo, the reinforcement learning model.

FULLY-CONNECTED MODELS: FC models comprise multiple fully-connected layers. The archi-

tecture is

Input → [Layer[Node]] → Output,

where [Layer] means the number of layers is variable. We can sweep the number of layers, the num-

ber of nodes per layer, and the numbers input and output units of the datasets.

CONVOLUTIONAL NEURAL NETWORKS: CNN models are residual networks. The architec-
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Variable Layer Nodes Input Output Batch Size
Min 4 32 2000 200 64
Max 128 8192 8000 1000 16384
Inc ×2 ×2 +2000 +200 ×2

(a) Fully Connected Models

Variable Block Filter Image Output Batch Size
Min 1 16 200 500 64
Max 8 32 300 1500 1024
Inc +1 64 +50 +500 ×2

(b) Conv. Neural Nets: Residual and Boħleneck Blocks

Variable Layer Embed Length Vocab Batch Size
Min 1 100 10 2 16
Max 13 900 90 1024 1024
Inc +4 +400 +40 ×4 ×4

(c) Recurrent Neural Networks: RNN, LSTM, GRU

Table 4.1: The ranges of the hyperparameters and dataset variables (italic) chosen in this chapter.

ture of ParaDnn CNNs is

Input → [Residual/Bottleneck Block]× 4 → FC → Output.

A residual network contains four groups of blocks 87. Each can be a residual block or a bottleneck

block, followed by a fully-connected layer. Residual blocks have two convolutional layers and two

batch normalization layers, while bottleneck blocks have three of each. ParaDnn treats the mini-

mum number of filters as a variable, and it doubles in every group. An input image is square with

three channels, represented by its length.

RECURRENT NEURAL NETWORKS: RNNs are comprised of multiple layers of basic RNN,

LSTM, or GRU cells:

Input → [RNN/LSTM/GRU Cell] → Output.
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Each token of the input sequence is embedded within a fixed length vector, and the length of the

vector is the embedding size. We sweep the number of layers and the embedding size. The variables

in the dataset include the maximum length per input sequence and vocabulary size.

RANGE OF HYPERPARAMETERS AND DATASETS: We choose the range of hyperparameters

and datasets to cover the real models (Section 4.2.2), and make sure the design space is tractable.

Table 4.1 summarizes how hyperparameters are swept. We focus on large batches, and extremely

small batches may lead to different conclusions. By default, this chapter uses CNNs with bottleneck

blocks and basic RNNs.

4.2.2 Real-World Models

In addition to ParaDnn, we study six real-world models. We show that ParaDnn and those mod-

els are complementary—ParaDnn explores a larger design space, and real models represent several

currently popular design points.

This chapter focuses on TensorFlow, the native framework for TPU. We include two of the three

workloads in TensorFlow from MLPerf 151, i.e., Transformer 193 and ResNet-50 87. We also select other

real-world workloads 162, including RetinaNet 135, DenseNet 100, MobileNet99, and SqueezeNet 101.

We refer to them as real workloads/models.

Figure 4.1 shows the numbers of trainable parameters across all workloads to quantify the sizes of

the models. The ParaDnn workloads are shown as ranges and the real workloads as dots. ParaDnn

covers a large range of models, from 10k to nearly a billion parameters. Transformer is the largest

real FC, and RetinaNet is the largest real CNN. The small models, SqueezeNet and MobileNet, are

typical of models targeting mobile applications.
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Figure 4.1: The numbers of trainable parameters for all models.

4.2.3 Analysis Methods

ParaDnn enables a set of analysis methods, that can quantify, compare, and visualize the DL de-

sign space in various dimensions. We apply those methods after running all ParaDnn workloads on

platforms under study to collect performance metrics of interest. All analysis methods and results

distinguish ParaDnn from suites of individual models, because the real-world suites do not support

sensitivity analysis, and ParaDnn covers a much larger design space.

HEAT MAP: With ParaDnn, we can measure performance sensitivity to hyperparameters. Heat

maps are an intuitive approach. A heat map uses colors to show how a performance metric of inter-

est responds to model hyperparameters (on x- and y-axes). The rate of color change across the map

reflects the sensitivity of performance to hyperparameters.

QUANTIFICATION WITH LINEAR REGRESSION: Table 4.1 shows five hyperparameters

of each model type under study, and a heat map can only visualize two hyperparameters. Also, ob-

serving sensitivity via heat maps is more qualitative than quantitative. We propose to use linear re-

gression (LR) to quantify the sensitivity. We train a LR model using hyperparameters to predict

performance, and use the weights of the hyperparameters as a measure of sensitivity. Other metrics

98



including T- and F-test may be used for this purpose96, but they only report positive values of im-

portance. LR reports the signs of the weights, indicating positive or negative correlations. Note that

this LR model is not for prediction. Section 4.4.1 presents a detailed example.

ROOFLINE MODEL: Roofline models are useful to study memory and computation bottle-

necks 204,111. A roofline represents the upper bound of floating-point operations per second (FLOPS)

for workloads with different arithmetic intensity. Roofline model analysis shows that ParaDnn’s

models range from extremely bandwidth-bound to compute-bound. Such a range is hard to achieve

with existing real models, especially to reach the limits of TPUs. Section 4.4.2 presents detailed intro-

duction.

OTHER DESIGN SPACE EXPLORATION METHODS: Roofline models study the design space

of FLOPS and arithmetic intensity. We study the design space in other dimensions as well, by vi-

sualizing ParaDnn and real-world models on scatter plots with various x- and y-axes. Section 4.4.4

studies FLOPS and data infeed time. Section 4.5 studies model size and speedup.

BOX PLOTS: We use box plots to summarize the performance of each ParaDnn model type. Box

plots show that the performance of a ParaDnn model type spans a large range, and they highlight

the risk of overly optimizing hardware and software systems for certain models.
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4.3 Hardware Platforms

Our selection of hardware reflects the latest configurations widely available in cloud platforms at

paper submission time. Platform specifications are summarized in Table 4.2.

CPU PLATFORM: The CPU is an n1-standard-32 instance from Google Cloud Platform with Sky-

lake architecture. It has 16 cores and 32 threads. It has large memory (120 GB) and lowest peak flops

(2 TFLOPS) among the three. GeekBench 4 produced the bandwidth measurement.

GPU PLATFORM: The GPU is an NVIDIA V100 in a DGX-1 GPU platform that contains 8

V100 packages (SXM2) connected via 300 GB/s NVlink 2.0 interconnect. We currently measure

the performance of a single SXM2 node. One node has 16 GB of memory and 900 GB/s memory

bandwidth. A V100 has 640 tensor cores and is able to run mixed precision training using float16 to

compute and float32 to accumulate, making its peak performance 125 TFLOPS.

TPU PLATFORM: We use Cloud TPU v2 instances to which we were given academic access in

February 2018. Each TPU board contains four TPU packages (the default configuration) 54. One

package contains 2 cores and one core has one matrix unit (MXU). A Cloud TPU v2 platform sup-

ports 180TFLOPS at peak. Memory size is 8GB per core, or 64GB per board, with 2400GB/s

overall memory bandwidth. TPU v2 supports mixed precision training using bfloat16 and float32.

TPU v3 has twice the number of MXUs and twice the HBM capacity per core of v274. Its memory

bandwidth has not been disclosed, but empirical results show that it has increased by 1.5×. TPU v3

has a peak of 420TFLOPS, 2.3× greater than v2.

This is the first research paper to study TPU v2/v3, which supports training, while TPU v1 only

runs inference 111. To enable training, TPU v2 supports more operations than matrix multiplication

such as gradient and various optimizer operations. It also carries more pressure on the memory sys-

tem, since weights are accessed twice more in the backward pass. Also, TPU v2 has scalar/vector

units, which do not exist in v1. TPU v2 has MXUs of size 128×128 with 32- or 16-bit data types; v1
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Mem Mem Bdw Peak
Platform Unit Version (GB) (GB/s) FLOPS
CPU 1 VM Skylake 120 16.6 2T SP†

GPU 1 Pkg V100 16 900 125T
TPU 1 Board v2 64 2400 180T

TPUv3 (8 cores) v3 128 3600* 420T
† 2FMA× 32Single-Precision× 16Cores× 2GHz = 2 SP
TFLOPS

* Estimated based on empirical results (Section 4.4.5).

Table 4.2: Hardware plaĤorms under study.

has 256×256 and 8 bits.

UNDERSTANDING TPU MEMORY SIZE: The TPU implements data parallelism by splitting

each batch of training data evenly among the 8 cores. Every TPU core keeps a whole copy of the

model. Therefore memory size per core determines the maximum model supported (Sec 4.5.1), while

total memory determines the maximum batch size (Sec 4.5.2).

COMPARISON RATIONALE: One V100 package and one TPU board (4 packages) are the min-

imal units available. On Cloud TPU, distribution of computation across its four packages happens

automatically, while multi-GPU performance depends largely on user’s implementation. Conclu-

sions here do not apply to systems with multiple GPUs or TPU boards41.
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4.4 TPU Performance Implications

Google has been using TPUs for their large-scale production systems, including Search, Translate,

and Gmail. Analyzing the architecture of such systems can provide valuable insights into future

deep learning accelerator design. In this section, we use our methodology to study the performance

characteristics of TPU v2 and v3 54,74, with a focus on v2, from the computation capability of the

core to system balance. We show that ParaDnn can reveal system bottlenecks in a more comprehen-

sive way than real-world models by probing upper and lower system limits. Based on such obser-

vations, we discuss possible steps to improve TPU performance, which can be generalized to other

deep learning accelerator systems.

The following is a summary of our key observations and insights enabled by our methodology:

• FLOPS (Section 4.4.1): TPU makes good use of the parallelism exposed by batch size and

model width, but parallelism due to model depth is under-exploited, suggesting opportuni-

ties for model pipelining 34.

• Memory bandwidth (Section 4.4.2): Memory bandwidth is the performance bottleneck of

many models. Even highly-optimized compute-bound models show a significant fraction of

memory-bound operations (13% in ResNet-50). Improving memory access for such opera-

tions is key to further performance improvement.

• Multi-chip overhead (Section 4.4.3): Communication overhead in a multi-chip system is non-

negligible (up to 13% for CNNs with sizes similar to ResNet-50) but can be amortized with

large batch sizes. Reducing the communication overhead can lead to performance gain.

• Host-device balance (Section 4.4.4): Smaller models are more likely to be data-infeed-bound

from hosts.
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• TPU v3 (Section 4.4.5): The maximum speedup of TPU v3 over v2 is up to 3×, exceeding the

2.3× FLOPS increase. TPU v3 benefited from its doubled memory capacity (which allows

twice the batch size of v2) as well as increased memory bandwidth.

4.4.1 FLOPS Utilization

We use our methodology to study the TPU’s floating-point operations per second (FLOPS) utiliza-

tion, which is the ratio of workload average FLOPS to platform peak FLOPS, measuring how effi-

ciently the computation capacity of a platform is used. We measure the FLOPS of ParaDnn models

sweeping hyperparameters listed in Table 4.1. To visualize FLOPS, we use heat maps.

HEAT MAPS: Figures 4.2(a)–(c) present heat maps of FLOPS utilization for FC, CNN, and RNN

ParaDnn models. For each model type, we choose two hyperparameters (as described below) that

affect FLOPS utilization the most, sweeping their ranges to create a map grid while keeping other

hyperparameters fixed. FLOPS utilization of all three model types increases with batch size, indi-

cating that the TPU is capable of leveraging the parallelism within a batch. FLOPS utilization of

FCs also increases with node count per FC layer; that of CNNs also increases with filter count; and

that of RNNs, with embedding size. So the TPU also exploits parallelism within the widths of the

models.

QUANTIFYING WITH LINEAR REGRESSION: To quantify these effects, we use the weights

of a linear regression (LR) model. For FC, the LR model is

FLOPS = w0 × layer + w1 × node+

w2 × input + w3 × output + w4 × batch size,

where w0–w4 are hyperparameter weights. When training the LR model, we normalize weights to

the same scale, so that weight reflects importance. For example, a positive w1 value shows that node
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Figure 4.2: (a)–(c) ParaDnn’s FLOPS uধlizaধon and (d)–(f) its sensiধvity to hyperparameters.

count affects performance positively.

Figures 4.2(d)–(f) show the LR weights of the model hyperparameters. Batch size and model

width have the highest absolute weights, shown on the x- and y-axes in Figures 4.2(a)–(c). Fig-

ure 4.2(d) shows that the FLOPS utilization of FCs is largely affected by batch size and node count,

while layer count, and output and input unit counts do not matter as much. Similarly, Figure 4.2(e)

shows that filter count and batch size are most important for CNNs. For RNNs, utilization is most

affected by batch and embedding sizes.

TAKEAWAYS: ParaDnn enables systematic study of hyperparameter sensitivity and shows that it

is natural for a ML system to utilize parallelism arising from large batch size and model width. It

is especially intuitive to map batch size and model width to the two dimensions of systolic arrays.

Meanwhile, parallelism opportunities opened by large numbers of layers remain to be explored via
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model parallelism 55,107 and pipelining 34, while such techniques may change model numerics.

4.4.2 Roofline Model Analysis

The computation capacity of the TPU’s core is only one source of its performance. Memory band-

width also has a significant impact. In this section, we apply the roofline model 204 to ParaDnn FCs

and CNNs to analyze the TPU’s computation and memory bandwidth. We omit RNN models be-

cause the TPU profiler reports incorrect numbers for RNN memory bandwidth.

THE ROOFLINE MODEL: Figure 4.3 shows the roofline plots. The y-axis is FLOPS and the x-

axis is arithmetic intensity, i.e., floating-point operations per byte transferred from memory. The

roofline (the red line in Figure 4.3) has of a slanted part and a horizontal part. It represents the high-

est achievable FLOPS at a given arithmetic intensity. Any data point (x, y) on the slanted part has

x
y = memory bandwidth. The horizontal part is the hardware peak FLOPS. A workload or op-

eration (a point in Figure 4.3) close to the slanted roofline is memory-bound; one close to the hor-

izontal part is compute-bound. A workload or operation not close to the roofline stresses neither

memory interconnect nor compute units. Figures 4.3(a) and 4.3(c) show all the ParaDnn FCs and

CNNs (dots) plus Transformer and ResNet-50 (stars). Figures 4.3(b) and 4.3(d) show all the opera-

tion breakdowns. The triangles in Figures 4.3(a) and 4.3(c) are selected memory-bound models.

The design space shown with roofline models indicates that ParaDnn is a superset of the real-

world models. ParaDnn models span a much larger range in the design space, from extremely memory-

bound to compute-bound. Therefore performance analysis with ParaDnn can comprehensively test

the limits of platforms in both extremes. An exception is that some operations of Transformer do

not align closely with those of FCs. This results from a choice in this chapter: ParaDnn uses the RM-

SProp optimizer, keeping nodes per layer uniform for FCs, while Transformer uses the adafactor

optimizer and has layers with 4k, 2k, and 512 nodes.

PARADNN ANALYSIS: We first discuss the insights enabled by ParaDnn, of which the real-world
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Figure 4.3: TPU rooflines for FCs and CNNs. (a) and (c): ParaDnn and real-world models. (b) and (d): their operaধon
breakdown. The ridge point of the roofline has x = 75. The legends also show the total execuধon ধme percentages
of corresponding operators in Transformer and ResNet-50.

models are a subset. Figure 4.3(a) shows that large batch sizes make FCs more compute-bound, and

more nodes make FCs more memory-bound. That is because FCs with more nodes need to trans-

fer more weights/activations from the memory, and large batch sizes increase the computation per

weight/activation transferred, i.e, the arithmetic intensity. Specifically, FCs with≥ 2k nodes per

layer and≥ 8k batch size are compute-bound. Transformer is close to compute-bound and it uses

4k batch size, so it overlaps with FCs having 4k batch sizes. Figure 4.3(c) shows that models close to

ResNet-50 are compute-bound, while a majority of the CNNs are bottlenecked by memory band-

width. The CNNs’ higher FLOPS comes from higher arithmetic intensity caused by more filters.

106



When memory bandwidth is the bottleneck, the way to increase FLOPS is to increase arithmetic

intensity.

Figures 4.3(b) and 4.3(d) show the TensorFlow operations that take more than 1% of the work-

load execution time and more than 0 FLOPS. The arithmetic intensity of such operations can be as

low as 0.125.* The TensorFlow breakdown in Figure 4.3 is generated after operation fusion, which

combines and executes several operations together for higher efficiency. In Figures 4.3(b) and 4.3(d),

the only compute-bound operation is large fused MatMul (MatMul fused with other operations),

so a compute-bound model needs large MatMuls. Other operations are closer to the slanted line,

constrained by memory bandwidth. Transformer and ResNet-50 are compute-bound (Figures 4.3(a)

and 4.3(c)) because they have compute-bound MatMuls (Figures 4.3(b) and 4.3(d)).

REAL-WORLD MODEL ANALYSIS: ParaDnn and real-world models are complementary. By

analyzing ParaDnn, we explore the design space and reach the limits of platforms. Analyzing real-

world models puts the design space study into realistic context by highlighting popular representa-

tive designs. The tables in Figure 4.3 show the operation breakdown of Transformer and ResNet-50,

and indicate that even compute-bound models contain a noticeable fraction of memory-bound op-

erations. Transformer has three memory-bound operations: (1) input fusion (9.0%), which includes

multiply, subtract, and reduce; (2) loop fusion (7.0%), which consists of control flow operations

(e.g., select and equal-to); and (3) CrossReplicaSum (3.9%), which sums up the values across mul-

tiple weight replicas. These three operations contribute 19.9% of the total execution time. (12.3%

of the execution time is for data formatting, which has no arithmetic intensity or TPU FLOPS.)

ResNet-50 has memory-bound loop fusion (9%), MaxPoolGrad (2.9%), and CrossReplicaSum

(1.1%), which sums to 13%, showing the need for end-to-end optimization for DL accelerators.

TAKEAWAYS: ParaDnn explores the design space and stresses platform limits; real-world models

*An activation accumulation operation (CrossReplicaSum in TensorFlow) uses float32 even with bfloat16
model weights. In this case, the arithmetic intensity is 1/(2×4 bytes) = 0.125, i.e., one floating-point addition
for every two data points loaded.
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Figure 4.4: Communicaধon overhead in a mulধ-chip system is non-negligible, but is reduced with large batch sizes.

represent the currently important design points. ParaDnn shows that the design space is composed

of very diverse models, from extremely memory-bound to compute-bound; real-world models show

that even compute-bound models contain non-negligible fractions of memory-bound operations

(19.9% for Transformer and 13% for ResNet-50), which suggests that memory bandwidth can af-

fect other ML systems originally designed to optimize computation. Researchers can test system

memory-boundness with ParaDnn. Approaches for speeding up memory-bound operations include

caching91, operation fusion 12,45,164, aggressive data quantization 25, and compression 81,136.

4.4.3 Multi-Chip Overhead

Computing speed and memory bandwidth of a TPU core are not the only factors affecting train-

ing performance, because typical large-scale systems use multiple chips 55. This section evaluates the

scalability of a multi-chip TPU system with ParaDnn. We quantify the multi-chip overhead by com-

paring the FLOPS utilization of 1-core (x-axis) and 8-core TPUs (y-axis) in Figure 4.4. If there were

no multi-chip overhead, FLOPS utilization of 1-core and 8-core should be the same, i.e., all points

should lie on the dashed line in Figure 4.4 showing x = y.
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ParaDnn allows us to explore models with a wide range of communication overhead. Figure 4.4

shows that an 8-core TPU exhibits noticeably lower FLOPS utilization than a 1-core TPU, reflecting

significant inter-core communication overhead. For FC, the maximum FLOPS utilization in an

8-core TPU is 62%, compared to 100% in a 1-core TPU. Multi-chip overhead is less noticeable in

CNNs, with FLOPS utilization decreasing from 55% in the 1-core TPU to 40% in the 8-core. It is

worse for FCs because there are more weights to synchronize across cores than for CNNs.

Our analysis method indicates that large workloads can amortize the parallelism overhead, and

it highlights batch size as the key hyperparameter that affects communication overhead. Increasing

batch size reduces the FLOPS utilization gap by increasing computation without increasing weight

synchronization. On the 8-core TPU, FCs need at least 16k batch size to achieve more than 50%

FLOPS utilization. Specifically, FCs with≥ 256 nodes and≤ 512 batch size run faster on a TPU

with one core than on one with eight. Thus we consider FCs with larger than 1024 batch size in

Figure 4.4. Based on Amdahl’s law, the maximum non-parallel fraction of the workloads is up to

60% for FC and up to 40% for CNN. Using the largest batch size shown in Figure 4.4, the 90th-

percentile of non-parallel fractions are 16% for FC and 8.8% for CNN.

TAKEAWAYS: With diverse ParaDnn models, we observe that communication overhead in multi-

chip systems is non-negligible even for large FCs and CNNs. Using large batch size can reduce over-

head by increasing parallel computation without increasing weight transfers. Possible optimizations

include relaxed synchronization, model parallelism 55, gradient compression 136, and weight pruning

and compression 81.

4.4.4 Host-Device Balance

Previous subsections have focused on the performance of the accelerator itself. We now turn to

“data infeed,” the process of preparing and moving input data to the TPU board. ParaDnn in other

sections uses data synthesized from CPU hosts, which avoids most of the data infeed overhead. Here
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we use ParaDnn CNN models with the ImageNet dataset 123.

The TPU system includes a CPU host and a TPU device74. For image datasets, the host fetches

images from the network, decodes and preprocesses them, and feeds them to the device. We refer

this as data preparation. The device then performs training computation on the images. Data infeed

includes network overhead, host compute, and transfer between host and device.

For each ParaDnn CNN and the ImageNet dataset, we use the TPU profiler to collect FLOPS uti-

lization and infeed time percentage, which is the fraction of time the accelerator spends waiting for

data. Figure 4.5 shows the results as dots, along with the real-world CNNs as stars. ParaDnn mod-

els are very diverse, ranging from 0 to 50% FLOPS utilization and 0 to 90% infeed time. ParaDnn

shows that many CNNs have significant infeed time and that larger CNNs tend to have lower infeed

time. Large CNNs, those with more filters and/or more layers, are the most suitable for the TPU sys-

tem, because the accelerator spends more time training each image and CPU infeed time per image is

fixed. The high-performance TPU system targets large workloads. Consistent with the communica-

tion overhead study in Section 4.4.3, small workloads do not have enough parallelism to utilize the

TPU efficiently.

Some real models show opportunities to optimize for data-infeed bottlenecks. SqueezeNet has
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the highest infeed time because it is designed to accommodate mobile devices by using small num-

bers of filters per layer. While MobileNet also targets mobile devices, it has one convolution layer

that uses up to 1k filters, eliminating time lost to data infeed. RetinaNet, ResNet, and SqueezeNet

show potential for improvement through system optimizations. The performance without data

preparation shows that resolving the infeed bottleneck can lead to 37%, 34%, and 180% performance

improvement, respectively.

TAKEAWAYS: ParaDnn shows the design space of FLOPS and data-infeed time, and reveals that

large workloads with abundant parallelism are not host-bound on large accelerator systems. Real-

world models show that the performance of some workloads can be improved. When designing

an accelerator system, scaling performance of the CPU host to match the accelerator is crucial for

utilization of the accelerator’s computation resource.

4.4.5 TPU v3

In this section, we systematically quantify the differences between TPU v2 and v3. Figure 4.6 com-

pares the two using ParaDnn (dots), plus ResNet and Transformer (stars). Batch size for v3 is twice
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that for v2, thanks to its doubled memory capacity. Figures 4.6(a) and 4.6(b) use a variation of

the roofline model, showing arithmetic intensity on the x-axis and operation speedup on the y-axis.

Data point colors representing operation types are consistent with those in Figures 4.3(b) and 4.3(d).

As a reference, the red dashed line is the inflection point in the TPU v2 roofline from Figure 4.3,

where arithmetic intensity is 75 ops/byte (180TFLOPS / 2.4TB/s). The operations on the left of

the red line are memory-bound; those on the right are compute-bound. We group the operations in

four classes, as follows.

COMPUTE-BOUND OPS: The peak FLOPS of TPU v3 is 2.3× that of v2, so the performance of

compute-bound operations is improved by about 2.3× on v3. Such operations are on the right of

the red dashed line in Figure 4.6(b).

MEMORY-BOUND OPS (2× BATCH SIZE): The maximum speedup of the memory-bound

operations (mainly the MatMuls in Figures 4.6(a) and 4.6(b)) is 3×. Tripled speedup comes from

doubled batch size (owing to doubled memory capacity) and memory bandwidth improvement.

The memory bandwidth increase of v3 over v2 has not been officially disclosed, but we can estimate

it. Doubled batch size means doubled arithmetic intensity. On the slanted line of a roofline model,

that means doubled FLOPS, because the ratio of FLOPS to arithmetic intensity is fixed. Switching

from v2’s roofline to v3’s thus increases FLOPS by twice the bandwidth improvement. So the 3×

overall speedup suggests that v3 bandwidth improvement over v2 is 3/2 = 1.5×, to 3.6TB/s.

OTHER MEMORY-BOUND OPS: The 1.5× bandwidth improvement estimate is corroborated

by the 1.5× speedup of other memory-bound operations, represented by the non-MatMul FC oper-

ations (such as CrossReplicaSum, RMSProp, and control flow operations) in the lower left corner

of Figure 4.6(a). The performance of those operations does not increase with larger batch size, as

shown by the vertical alignment of each operation type in Figure 4.3(b). Thus the 1.5× speedup in

Figure 4.6(a) is from bandwidth improvement.

BOUNDARY CASES: The compute-bound MatMuls in Figure 4.6(b) become memory-bound on
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TPU v3, so the speedup is< 2.3×. Such operations have arithmetic intensity between 75 and 117,

because the roofline inflection point of v3 is at x = 420/(6 × 1.5) = 117. CrossReplicaSum (yellow

dots) is slowed down on TPU v3, which may be because of more replicas across more MXUs.

END-TO-END MODELS: In Figure 4.6(c) the maximum speedups are 2.83× (FC), 2.31×(CNN),

and 3.11×(RNN). Speedup increases with model width (second column of Table 4.1), and the max-

imum speedup is achieved by the largest width. FCs with close to 3× speedup are dominated by

memory-bound MatMuls. Exceptions are RNNs with more than 3×; these have the largest embed-

ding size (900), indicating that TPU v3 optimizes large embedding computations.

TAKEAWAYS: ParaDnn allows examining new platforms with a wider range of workloads, from

memory-bound to compute-bound, than using real-world models alone. Comparing TPU v3 to

v2 as an example, ParaDnn can show the system upgrade benefiting operations with different arith-

metic intensity. TPU v3 shows three main levels of speedup: 2.3× for compute-bound operations,

3× for memory-bound MatMuls, and 1.5× for other memory-bound operations. This is the result

of its 2.3× FLOPS, 2×memory capacity, and 1.5×memory bandwidth.
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Figure 4.7: Examples/second of ParaDnn FC models with fixed layer (64). Larger memory allows CPU to run the
largest model.

4.5 Cross-Platform Comparison

In this section, we show ParaDnn’s utility in cross-platform comparison, with CPU, GPU, and TPU,

exemplars along the continuum between general purpose processors and specialized accelerators.

ParaDnn shows the sensitivity of speedup to model hyperparameters, allowing users to choose plat-

forms based on model characterizations that happen to have been reported. ParaDnn also reveals

the fundamental architectural differences between the platforms and shows the trade-offs between

flexibility and specialization. There are scenarios where each of the platforms is valuable:

• The TPU is highly-optimized for large batches and CNNs, and has the highest training

throughput.

• The GPU is more flexible and programmable for irregular computations, such as small

batches and non-MatMul operations. Training of large FC models benefits from its sophisti-

cated memory system and higher bandwidth.

• The CPU has the best programmability, so it achieves the highest FLOPS utilization for

RNNs, and it supports the largest model because of its high memory capacity.
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4.5.1 Fully-Connected DNNs

Examples/second measures the number of examples trained per second, a proxy for end-to-end per-

formance. Heat maps in Figure 4.7 compare ParaDnn FCs for three platforms, with varying node

counts and batch sizes but fixed layer count (64). We use LR weights from Section 4.4.1 to quantify

the hyperparameter effects. Layer and node counts have negative weights because it is more time-

consuming to train larger models with many layers and nodes. Batch size greatly improves through-

put on GPU and TPU, but not the CPU because the parallelism available with small batch sizes can

fully utilize a CPU.

In Figure 4.7, the white squares indicate models that encounter out-of-memory issues. It is inter-

esting to note that only the CPU supports the largest models, and the GPU supports larger models

than the TPU. This is because every hardware core keeps one copy of the model, so memory per

core determines the largest model supported, as explained in Section 4.3. The CPU has the high-

est memory per core (120GB), and the GPU (16GB) is higher than the TPU (8GB). While TPUs

and GPUs may draw more attention, as of today the only choice for extremely large models is the

CPU, which supports all model sizes. For example, Facebook uses dual-socket CPU servers with

large memories to train ranking models (FC networks) 86. That fact highlights the need for model

parallelism and pipelining on the GPU and TPU 55,107,34 to allow those powerful platforms tocan

support larger models..

TPU OVER GPU: To further investigate the best hardware platform for FC models, we analyze

TPU over GPU speedups. Figure 4.8(a) plots the linear regression weights across FC hyperparame-

ters for TPU over GPU speedup. Figures 4.8(b)–4.8(c) show the design space of FCs as scatter plots,

with numbers of model parameters on the x axis and speedups on the y axis. To display the effects of

hyperparameters, we color-code data points to reflect batch size (Figure 4.8(b)) and node count per

layer (Figure 4.8(c)). Overall, 62% of the FCs perform better on the TPU.
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Figure 4.8: (a) Sensiধvity analysis of TPU over GPU speedups. Speedups color-coded by (b) batch size and (c) FC
nodes per layer.

The TPU is well suited for large batch training because systolic arrays excel at increasing through-

put 124. The positive weight of batch size in Figure 4.8(a) and the horizontal color bands in Fig-

ure 4.8(b) indicate that large batch size is the key to higher speedup. This suggests that the TPU

MXUs, implemented with systolic arrays, need large batches to reach full utilization. The GPU is a

better choice for small batches, because it executes computation in warps, so it packs small batches

and schedules them on stream multiprocessors more easily 148.

GPU is a better choice for large models, suggesting that it is optimized for large FC memory reuse

and streaming requirements. This is shown by the negative weights of node count, layer count, and

input size in Figure 4.8(a) and the trend in Figure 4.8(c), corroborated by the overall negatively-

correlated trend of speedup with parameter count in Figure 4.8. FCs have minimal weight reuse

and large models have more weights, so they put a lot of pressure on the memory system. The GPU

has a more mature memory system and higher memory bandwidth than the TPU, which makes it

better-suited to the memory requirements of large FCs.

GPU OVER CPU: Figure 4.9(a) shows the LR weights of GPU-over-CPU speedup. Figure 4.9(b)

shows the design space color-coded by node count. The GPU is a better platform for large FCs be-

cause its architecture can better exploit the parallelism available with large batches and models. Re-
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Figure 4.9: (a) The sensiধvity analysis of (b) GPU over CPU speedups for FCs.

call from Figure 4.8 that that large FCs prefer the GPU over the TPU. So the GPU is the best plat-

form for large FCs, but models with large batches perform best on the TPU.

4.5.2 CNN and RNN

We now describe the speedup of ParaDnn CNNs and RNNs. Since our conclusions for CPUs are

similar to those in the previous section, we omit them in the interest of brevity.

CNN: Figures 4.10(a)–4.10(c) show the speedups of the TPU over the GPU. All CNNs perform

better on the TPU. Batch size is still the key to better TPU-over-GPU speedup for CNNs, shown by

its positive LR weight in Figure 4.10(a) and the increasing speedup with batch size in Figure 4.10(b).

The TPU is the best platform for large CNNs, suggesting that its TPU architecture is highly opti-

mized for the spatial reuse characteristics of CNNs. This is shown by the positive weights in Fig-

ures 4.10(a) and 4.10(c), where models with more filters and blocks have higher speedups. It is dif-

ferent from Section 4.5.1, showing that TPU is not preferred for large FCs. This suggests that TPU

handles large CNNs than large FCs because CNNs reuse weights but FCs seldom do, which results

in greater memory traffic. The GPU is a feasible choice for small CNNs. These conclusions only

apply to a single GPU; multi-GPU cases may be different.
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Figure 4.10: The sensiধvity analysis and speedups of TPU over GPU for (a)–(c) CNNs and (d)–(e) RNNs.

RNN: Figures 4.10(d)–4.10(e) show the speedup of TPU over GPU. We display the embedding size

in Figure 4.10(e) because the magnitude of its weight is the greatest in Figure 4.10(d). Embedding

size has negative weight, and embedding computation is more sparse than matrix multiplication.

This suggests that the TPU is less flexible for doing non-MatMul computations than the GPU. The

TPU is better at dense computations like MatMuls. Even so, RNNs are still up to 20× faster on the

TPU. Optimizing non-MatMul computations is another opportunity for TPU enhancement.

4.5.3 Overall Comparison

This section summarizes the speedup of TPU over GPU and the FLOPS utilization of all ParaDnn

and real models. We use box plots (Figure 5.8) to summarize each ParaDnn model type because per-
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formance has a wide range. The bar in the box shows the median. The upper and lower boundaries

of the box are 9th and 91st percentiles. The upper and lower bars outside of the box are 2nd and

98th percentiles. Outliers are shown as dots. We do not show the results of using CPUs to train

CNNs, because it is extremely time consuming and unlikely to contribute additional insights.

TPU OVER GPU SPEEDUP: Figure 5.8(top) summarizes the TPU over GPU speedups of all mod-

els. Note that the real models use larger batch sizes on TPU than on GPU. The speedup of TPU

over GPU depends heavily on the nature of the workload measured. The speedup of parameterized

models varies widely, from less than 1 to 10×, while the speedup of real workloads ranges from 3×

(DenseNet) to 6.8× (SqueezeNet). ParaDnn represents a more complete view of potential work-

loads, and each real workload represents the concerns of certain users. Benchmarking platforms with

two kinds of workloads offer a more systematic understanding of their behavior than those with

only one kind.

To further compare the TPU with the GPU while relaxing the constraint on the GPU’s soft-

ware stack, we also include the speedup relative to GPU performance of ResNet-50, reported in

NVIDIA’s Developer Blog 39 (annotated as NVIDIA in Figure 5.8(top)). Note that NVIDIA’s

version of ResNet-50 uses unreleased libraries, and we were unable to reproduce the results. The

speedup using ResNet-50 from Google is 6.2×, compared with 4.2×, which suggests software opti-

mization can significantly impact performance.

FLOPS UTILIZATION: Figure 5.8(bottom) shows the FLOPS utilization of all workloads and

platforms. On average, the maximum FLOPS utilization of the TPU is 2.2× that of the GPU for all

CNN models, and the ratio is 3× for RNNs. The TPU FLOPS utilization of Transformers is con-

sistent with FCs with 4k batch size, as in Figure 4.2. For RNNs, the TPU has less than 26% FLOPS

utilization and the GPU has less than 9%, while the CPU has up to 46% because of its better pro-

grammability. RNNs have more irregular computations than FCs and CNNs, due to the temporal

dependency in the cells and the variable-length input sequences. Advanced RNN optimizations

119



FC Res Bottle RNN LSTM GRU Trans Retina ResNet DenseSqueeze

100

101

Nvidia

Google

TPU/GPU Speedups

C
 

G
FC

T
 

G
Trans

T
 

G
Res

T
 

G
Bottle

T
 

G
Retina

T
 

G
ResNet

T
 

G
Dense

T
 

G
Squeeze

T
 

C
 

G
RNN

T
 

C
 

G
LSTM

T
 

C
 

G
GRU

T
 

0

20

40

60

FLOPS Utilization %

Figure 4.11: (Top) TPU over GPU speedups of all workloads. (Boħom) FLOPS uধlizaধon comparison for all plaĤorms.

may be able to increase utilization on the GPU and the TPU. Real models with more filters have

higher FLOPS, which is why ResNet-50 and RetinaNet have higher FLOPS than DenseNet and

SqueezeNet.
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4.6 Software Stack Advances

Custom DL hardware opens opportunities for dramatic software optimizations. ParaDnn is also

useful for comparing software performance, by analyzing the performance of different Tensor-

Flow (TF) and CUDA versions. We study data type quantization with software versions, because

it depends on software support. Software versions are summarized in the legends of Figure 4.12.

ParaDnn allows more comprehensive analysis of software updates than real models. It can also reveal

software optimization focus (e.g., TF 1.9 optimizes small batches); we omit these details for brevity.

4.6.1 TensorFlow Versions and TPU Performance

The compiler for the TPU is XLA 128, shipped with TF. Figure 4.12(top) shows TPU speedups ob-

tained by running TF 1.7 to 1.12, treating 1.7 with float32 as the baseline. Moving from TF 1.7 to 1.12

improves performance for all ParaDnn models. Although FC and CNN encounter performance

regression with TF 1.8, TF 1.9 fixes this anomaly and improves overall performance. RNN perfor-

mance is not improved much until TF 1.11. TF 1.11 shows 10× speedup for RNNs. Transformer,

ResNet-50, and RetinaNet are improved continuously over TF updates. Interestingly, SqueezeNet

is improved starting from TF 1.11, while the performance of DenseNet and MobileNet see little ben-

efit. In the 7 months (222 days) between the release of TF 1.7.0 (03/29/2018) and that of TF 1.12.0

(11/05/2018), software stack performance was improved significantly. The 90th-percentile speedup

of TPU is 7× for FC, 1.5× for Residual CNN, 2.5× for Bottleneck CNN, 9.7× for RNN, and 6.3×

for LSTM and GRU.

Bfloat16 enables significant performance improvement for ParaDnn FCs and CNNs. 90th-percentile

speedups are up to 1.8× for FC and Bottleneck CNN, and 1.3× for Residual CNN. TPU can sup-

port doubled batch sizes with 16 bits. Transmitting fewer bits also relieves bandwidth pressure,

speeding up memory-bound operations. Larger performance increases may be possible with further
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Figure 4.12: (Top) TPU performance with TensorFlow updates. (Boħom) GPU performance with CUDA and TF up-
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bitwidth reductions.

4.6.2 CUDA Versions and GPU Performance

Figure 4.12(bottom) shows GPU performance across versions of CUDA and TF. The baseline is TF

1.7 and CUDA 9.0 with float32. TF 1.8 does not improve GPU performance. By lowering memory

traffic and enabling larger batch sizes, bitwidth reduction can speed up CNNs by more than 2×. We

note that CUDA 9.2 speeds up ResNet-50 significantly more (8%) than other real workloads (< 1%),

and it speeds up ParaDnn CNNs more than FCs or RNNs. CUDA 10 speeds up other models, but

not SqueezeNet. It significantly speeds up ParaDnn FCs and CNNs, but not RNNs. The overall

90th-percentile improvement for FCs, CNNs, and RNNs is up to 5.2×, 2.9×, and 8.6%, respectively.
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CUDA updates have less impact than TF updates do on the TPU, likely because CUDA and GPU

platforms have greatly matured since becoming popular before 2010, while TPU v2 for training was

only announced in May 2017.
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4.7 Limitations

SCOPE: This chapter does not study DL inference, cloud overhead, multi-node systems, accuracy,

or convergence. Specifically, NVIDIA’s eight-node DGX-1 or Google’s 256-TPU systems are not

studied. We intentionally leave these topics to future work, as each deserves in-depth study. They

need different metrics such as latency, and different setups such as tuning numbers of hardware

nodes, inter-node bandwidth, and synchronization mechanisms. Cloud overhead including virtual-

ization and resource allocation may be more acute and brings up more research questions.

The validity of extrapolating training throughput to time-to-accuracy remains an open ques-

tion. Recent work studied the number of training steps to accuracy as a function of batch sizes 168. It

shows that very large batch size results in sub-linear scaling, and the best batch size depends largely

on the model and optimizer. In a multi-node system, synchronization becomes more complicated,

which results in different convergence behavior.

TRACTABILITY: To keep the tractable, we constrain the parameters in this chapter, including

the ParaDnn hyperparameters (Table 4.1) and the TPU iterations. We focus on large batches, as the

platforms were designed for large batch training, and extremely small batches may lead to different

conclusions. TPU performance of ParaDnn models should be considered lower bounds, because

We use the RMSProp optimizer, and SGD with momentum performs faster than RMSProp. Also,

the datasets in ParaDnn do not model data infeed overhead. We also limit the number of TPU iter-

ations to 100 per loop, to allow completion of experiments given limited time and cloud resources.

This means the TPU device communicates with the host every 100 training steps. To match the

performance of the real models reported in the literature, the real models communicate every 1000

training steps, leading to slightly higher performance than ParaDnn, given similar hyperparameters

and datasets. The performance difference is about 2% for ResNet-50.
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4.8 Related Work

This chapter presents a performance analysis methodology that includes a tool, ParaDnn. The set

of models generated by ParaDnn is not designed to replace other benchmark suites, but to comple-

ment existing suites to study the design space more comprehensively, as discussed in Section 4.2. DL

suites that are complementary to with our methodology include CortexSuite 186, TonicSuite 84, Sir-

ius 85, Fathom 15, DAWNBench49, and MLPerf 151. Benchmarks have been the driving force for com-

piler and architecture design for decades, and notable examples include the SPEC CPU92 and PAR-

SEC multiprocessor benchmarks 32. In the same spirit as parameterized benchmarks, synthetic bench-

marks are common, such as BenchMaker 110, SYMPO71, AI Matrix 203, and 119,189,180,167,166. Our use

of DL models to compare up-to-date platforms, Google’s TPU v2/v3, and NVIDIA’s V100 GPU,

distinguishes this chapter from previous cross-platform comparisons 172,24,122,42,88.
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4.9 Summary

This chapter presents a comprehensive performance analysis methodology and its utility in deep

learning. We conduct case studies to analyze and compare two generations of specialized platforms

(TPU v2/v3), three heterogeneous architectures (TPU, GPU, and CPU), and two specialized soft-

ware stacks (TensorFlow and CUDA). The methodology is complementary to traditional perfor-

mance analysis approaches. This chapter also motivates application of our methodology to other

hardware and software systems.
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5
Demystifying Bayesian Inference Workloads

In this chapter, we present BayesSuite, a collection of seminal Bayesian inference workloads. We

characterize BayesSuite across a variety of current-generation processors and find significant diversity.

Manually tuning and deploying such workloads requires deep understanding of workloads and

hardware. To address these challenges, we introduce a scheduling and optimization mechanism

that can be plugged into a system scheduler. We also propose a computation elision technique that

further improves the performance. Our proposed techniques provide 5.8× speedup on average.
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5.1 Introduction

Recent advances in deep learning have captivated the scientific community. Systems based on neural

network models have defeated world champion Go players 173, surpassed humans at image classifica-

tion tasks 123, and advanced the state of the art for speech recognition 16. However, neural networks

are not the end-all solution and in many cases are not applicable. Deep learning requires massive

datasets for training, is prone to overfitting, and is not conducive to reasoning about causality.

Bayesian inference is another branch of machine learning technique that complements deep learn-

ing in many ways. Bayesian inference thrives when data is limited, and its models are more inter-

pretable, making it possible to understand how and why decisions are made. These benefits stem

from the ability to combine prior knowledge with new observations.

Bayesian inference is a popular topic among machine learning researchers. Among top machine

learning conferences (NIPS, ICML, and KDD), over 200 Bayesian inference papers have been pub-

lished each year since 2014 and the number is steadily increasing. Notable milestones for Bayesian

inference include industrial applications 18,108,149, Bayesian program learning for generalization of vi-

sual concepts from as few as one example 127, and the development of an intuitive physics engine that

aids physical scene understanding 29,80.

As with deep learning, Bayesian inference models are computationally demanding, requiring

attention from the hardware and systems community to improve performance and facilitate inno-

vation. To enable systems research in Bayesian inference and to understand the architectural im-

plications of these models, we present BayॽSuite: a collection of seminal, representative Bayesian

inference workloads. BayesSuite draws from rich application domains (ranging from economics

to biology) in which Bayesian inference has been demonstrated to excel. We rigorously character-

ize BayesSuite on general-purpose processors found in contemporary datacenter servers. In doing

so, we provide an academic understanding of the computational characteristics of a wide range of
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Bayesian inference workloads, including performance bottlenecks that are amenable to optimiza-

tion.

Our analysis leads to two major conclusions. First, while Bayesian inference workloads show no

obvious architectural bottlenecks on single-core machines, we find that variations in the Bayesian

models reveal higher sensitivity to server architecture on multicore systems. Specifically, the perfor-

mance of the workloads with complex probability distribution between the observed data and the

underlying features causes contention in the last-level cache (LLC). The workloads with less com-

plicated models result in smaller working set sizes and thus tend to be more compute-bound. Lever-

aging these observations, we developed a scheduling and optimization mechanism that analyzes

Bayesian inference jobs and automatically identifies the server configuration most likely to maximize

its performance.

Second, we find that the workloads entail substantial redundant computation in the form of

sampling iterations. Thus, eliding unnecessary computation through convergence detection can im-

prove performance without reducing accuracy. We developed an intelligent mechanism that dynam-

ically determines when to terminate a job to reduce latency and save energy without jeopardizing

model accuracy.

As Bayesian inference continues to transition from academic to commercial use, proof-of-concept

models need to be refined and tuned into industrial-grade code capable of performing at scale.

We envision that our characterizations and proposed techniques can facilitate the deployment of

Bayesian inference as a generic web service, similar to the “deep learning as a service” paradigm pro-

vided by Google Cloud Machine Learning Engine, Microsoft Azure Machine Learning, and Apache

MXNet on Amazon Web Services.

This chapter makes the following contributions:

• BayesSuite: a benchmark collection of state-of-the-art Bayesian inference models for research

on performance optimization by computer architects and system designers.
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• A detailed characterization of the BayesSuite workloads on datacenter server architectures.

We identify key bottlenecks to performance scaling and present insights on performance and

energy trade-offs.

• Mechanisms that automatically provision hardware resources for specific Bayesian inference

jobs in order to optimize performance and power efficiency. Across BayesSuite, we achieve an

average speedup of 5.8×.
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5.2 Bayesian Inference

In this section, we briefly go over the concept of Bayesian modeling and inference to familiarize

readers with the algorithms. This section serves only as a primer; a thorough treatment is beyond the

scope of this chapter. For more details on Bayesian inference, readers can refer to72.

5.2.1 Bayesian Inference

Probabilistic models describe the data that could be observed from a system and use probability

theory to describe the uncertainty or noise associated with the model. In supervised learning, such

as deep learning, models are trained using labeled data and the uncertainty or noise is not explicitly

modeled. In a situation where we do not have enough labeled data or when we are trying to create

an uncertain relationship between observed data of different types, we can construct a Bayesian

model and perform inference to learn what we want given some data. This process can be done by

using Bayes’ theorem, shown as

P(θ|D) =
P(D|θ)P(θ)

P(D)
, (5.1)

whereD is the evidence, or the observed data and θ is the hypothesis whose probability is updated

on the new dataD. We refer to P(θ|D) as the posterior probability, the probability of a hypothesis

given the observed evidence. P(D|θ) is the probability of observingD given θ and is called the like-

lihood. P(θ) and P(D) are referred to as the prior probability and marginal likelihood, respectively.

Because P(D) does not depend on θ, the posterior probability of the hypothesis given evidence is

proportional to its likelihood and prior probability.

Bayesian inference uses Equation (5.1) to find the posterior distribution. Analytically computing

the conditional probability distribution over variables of interest becomes intractable as the number

of variables increases and the complexity of the model grows. Our work focuses on large and com-
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plex models for which exact inference is impractical. Instead we use approximate inference that is

tractable and still produces satisfactory results.

5.2.2 Inference Algorithm

In this section, we illustrate the Bayesian inference algorithm for computing the posterior distribu-

tion. The workloads in this chapter have different models and data, but apply the same inference

algorithm. Common approximate Bayesian inference algorithms include sampling and optimiza-

tion techniques. This chapter focuses on one of the sampling methods; a variant of the Hamiltonian

Monte Carlo algorithm (HMC) 19, nicknamed the No-U-Turn Sampler (NUTS)95. NUTS auto-

tunes the Hamilton parameters including the step size and number of steps. It is implemented in

the Stan72 probabilistic programming framework, the framework used in this chapter. We describe

the more intuitive Metropolis-Hastings algorithm to illustrate the important computational charac-

teristics, which are shared with NUTS.

ALGORITHM: Assume we have a model θ and observed dataD. The θ can be replaced with an

arbitrary user-defined model. The likelihood of the data given model θ, P(D|θ), and the prior prob-

ability of model θ, P(θ), are known. The goal is to estimate the posterior probability P(θ|D). Algo-

rithm 1 shows a naive Metropolis-Hastings algorithm with multiple Markov chains doing sampling.

A Markov chain consists of a sequence of samples, and the current sample depends on the previous

one. q determines the probability of new sample θ′ given previous sample θ(t − 1). u is a random

number drawn from a uniform distribution. In line 4 of Algorithm 1, Metropolis-Hastings draws

samples from arbitrary probability distribution, often called proposal density, which results in a

random-walk behavior. NUTS explores high-dimensional space by building a set of likely candidate

points recursively, which eliminates random-walk behavior exhibited by the Metropolis-Hastings

algorithm. In the NUTS implementation of Stan, the acceptance rate in line 5 is found by averaging

acceptance probability across the entire candidate set. While each iteration of NUTS tends to be
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Algorithm 1 Metropolis-Hastings Algorithm. An example of sampling posterior P(θ|D),
given observed data D, prior P(θ), and likelihood P(D|θ).

1: for chain from 1 to nchain do
2: θ(0) ∼ init
3: for t from 1 to n do
4: θ′ ∼ q(θ|θ(t− 1))
5: r = P(θ′)P(D|θ′)

P(θ(t−1))P(D|θ(t−1))
6: u ∼ uniform(0, 1)
7: if u < min{r, 1} then
8: θ(t) = θ′
9: P(D|θ(t)) = P(D|θ′)
10: else
11: θ(t) = θ(t− 1)
12: end if
13: end for
14: Collect Samples
15: end for

more computationally expensive, it explores the target distribution much more efficiently, resulting

in faster convergence.

COMPUTATION: Algorithm 1 has an outer loop over the Markov chains and an inner loop that

does sampling. Each new sample is kept or discarded based on the Metropolis-Hastings rule in lines

7–12. Because the current sample depends on the previous sample, the inner loop is sequential.

There are two key computation characteristics. The first is the sampling in line 4, which is defined

by specific models, and the computation of acceptance rate in line 5, which involves computations

such as likelihood computation iterating over all observed data. The second characteristic is the loop

structure. The outer loop drives the Markov chains. Its iterations are independent, so the chains can

run on different cores in parallel.

OTHER ALGORITHMS: Other popular practical algorithms include variational inference, which

approximates probability densities though optimization. However, these techniques do not output
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posterior distributions as sampling algorithms do, and do not have guarantees to be asymptotically

exact. They are not as robust as sampling algorithms and need carefully crafted models and data

types to avoid numerical issues, which are sometimes unavoidable. We selected NUTS as it has been

widely used in the Stan community, which gives us access to a rich collection of workloads to study.

We briefly discuss the performance of HMC together with NUTS in Section 5.4.1.
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Table 5.1: A summary of BayesSuite workloads.

Name Model Application Cite Data
12cities Poisson Regression Lowering speed limits save pedestrian lives? 23 3

ad Logistic Regression Advertising attribution in the movie industry 5 131

ode Friberg-Karlsson Solving ordinary differential 140 27

Semi-Mechanistic equations of non-linear systems
memory Hierarchical Modeling memory retrieval 147 147

Bayesian in sentence comprehension
votes Hierarchical Forecasting presidential votes 5

Gaussian Processes 4

tickets Logistic Regression Do police officers alter the ticket 22 2

writing to match departmental targets?
disease Logistic Regression Measuring the continually worsening 158 104

progression of Alzheimer’s disease
racial Hierarchical Bayesian Testing for racial bias in vehicle searches 175 175,8

butterfly Hierarchical Bayesian Estimating butterfly species 209 61

richness and accumulation
survival Cormack-Jolly-Seber Estimating animal survival probabilities 117 1

5.3 BayesSuite: Bayesian Inference Workloads

In this section, we present BayesSuite*: a Bayesian inference benchmark suite with models and

datasets representing real-world use cases. We study Bayesian inference workloads developed in

Stan72. Each BayesSuite workload consists of a model and data, both of which are fed to the NUTS

inference algorithm implemented in the framework.

Workloads were selected to cover key application domains in which Bayesian inference has ex-

celled, leveraging important models and real datasets, and to have diverse execution behaviors. The

workloads are selected from StanCon 2017 5, StanCon 2018 10, Knitr 209, and BPA 117. Below we briefly

introduce the workloads. Table 5.1 summarizes the models, applications, sources, and data for each

workload. We also list the corresponding publications of the workloads. If the work has not been

*Souce Code: https://github.com/Emma926/BayesSuite
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published, we list the corresponding source.

12cities: Shows that lowering speed limits saves pedestrian lives. Uses Poisson regression on data

for 12 cities obtained from FARS 3, the Fatality Analysis Reporting System maintained by the Na-

tional Highway Traffic Safety Administration.

ad: Quantifies the effectiveness of various advertising channels for the movie industry. Survey

data combining demographics with chosen advertising channels are fitted into a logistic regression

model.

ode: Builds ordinary differential equations (ODE) to quantitatively study how drug compounds

circulate in and affect the patient’s body. Margossian et al. applied the Friberg-Karlsson semi-mechanistic

model to this nonlinear system 140.

memory: Models the human mechanism for memory retrieval in sentence comprehension 147.

Data was collected via experiments measuring recall accuracy and latency after participants were

asked to memorize words or numbers of letters. This workload implements a direct access model

based on a content-addressable memory system 142.

votes: Forecasts presidential elections in all states of the US from 2020 to 2028 using historical

election data from 1976 to 2016. A Gaussian process model is applied to the observed votes. Gaus-

sian processes are very good at modeling observations over a continuous domain such as space or

time.

tickets: Investigates whether the New York Police Department manages officers with productivity

targets, which contravenes New York state law. A generative model is proposed to describe how

officers write traffic tickets. The trained model indicates that the officers alter their ticket writing

substantially to match departmental targets.

disease: Models the progression of Alzheimer’s disease, which is described by biomarkers and

eventual loss of memory and decision-making functions. It is useful for clinical and biological pur-

poses to understand the order of biomarkers’ deterioration and their distributions for various stages
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of the disease. This model uses I-splines to model the monotonically increasing progression and is

fitted with real patient data.

racial: Tests for racial bias in vehicle searches by police. Simoiu et al. developed a new statistical

test of discrimination, the threshold test 175. The test uses a hierarchical latent Bayesian model, and

is applied to a dataset of 4.5 million police stops in North Carolina. It is found that when searching

minorities, officers apply lower standards of evidence than when searching whites.

butterfly: Uses a hierarchical Bayesian model developed by Dorazio et al. to estimate butterfly

species richness and accumulation61. Statistical estimation is necessary due to the difficulty of col-

lecting data in grasslands with small habitat fragments in south-central Sweden, where the study was

conducted. Predictions show that sample locations could be reduced by half without affecting the

estimation.

survival: Cormack-Jolly-Seber (CJS) models estimate animal survival from capture-recapture data

collected by capturing, tagging, and releasing animals in the population being studied. Feeding data

on recapture rates into the CJS model allows survival rate to be estimated.
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Figure 5.1: Runধme staধsধcs of BayesSuite.

5.4 Performance Analysis

In this section, to understand the execution behavior of Bayesian inference on general-purpose mi-

croprocessors, we conduct system- and architecture-level analysis of BayesSuite. Through single

core performance analysis, we show that most BayesSuite workloads have higher computational effi-

ciency than conventional sequential CPU benchmarks like SPEC CPU2006, except for some outliers

suggesting possible computational bottlenecks (Section 5.4.1). By studying multicore performance,

we further find that the bottleneck for BayesSuite multicore scaling is last-level cache (LLC) size (Sec-

tion 5.4.2).

5.4.1 Single Core Performance

In this subsection, we study the single core performance of BayesSuite. The experiments are con-

ducted on a modern CPU, the Intel® Core™ i7-6700K, which has four physical cores, 4.2GHz

single-thread frequency, an 8MB last-level cache, and 34GB/s max memory bandwidth. The per-

formance characteristics are collected with performance counters. The sampling does not affect the

results because the workloads behave consistently throughout the execution. We use RStan, the R

interface of Stan, with version 2.17.39 and the R version is 3.4.4.

WORKLOAD DIVERSITY: The varying complexities of inference models and datasets among the
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workloads lead to variations in runtime behavior. Figure 5.1 shows several key dynamic characteris-

tics of the workloads, including instructions per cycle (IPC), instruction cache misses per thousand

instructions (MPKI), branch misprediction MPKI, last-level cache (LLC) MPKI, average memory

bandwidth, and total execution time.

Total execution time and average bandwidth vary significantly across benchmarks, and the work-

loads also differ at the architecture level. For instance, the IPC of votॽ is more than 1.7× that of

butterfly. Similar variation in the other microarchitecture characteristics demonstrate BayesSuite’s

diversity.

BENIGN ARCHITECTURAL BEHAVIOR: Although Bayesian inference workloads differ in

absolute behavior, they tend to employ CPU microarchitecture efficiently, as suggested by the IPC

values in Figure 5.1a. Instruction-level parallelism is greater in Bayesian inference workloads than

in traditional sequential applications like event-driven web servers219 and most SPEC CPU2006

benchmarks. Higher IPC results from efficient instruction supply and data feeding. Specifically,

for most workloads the instruction cache MPKI (Figure 5.1b) and branch misprediction MPKI

(Figure 5.1c) are several times lower than for SPEC CPU2006 105 and datacenter workloads 112. Sim-

ilarly, the LLC miss rate of Bayesian inference workloads is also insignificant, corroborated by the

low bandwidth requirement (hundreds of MB/s for most of the workloads shown in Figure 5.1e,

compared to tens of GB/s reached in server systems). The low data bandwidth indicates that the

working set of Bayesian inference workloads can largely fit in on-chip memory.

COMPUTATION BOTTLENECKS: Although the average performance of BayesSuite is be-

nign, there are some special cases. The i-cache and LLC MPKI of tickets is higher than that of other

BayesSuite workloads. By studying multicore behaviors in Section 5.4.2, we will show more work-

loads suffering from architectural bottlenecks in details. The execution times of tickets,memory,

disease and ode are much higher, which is not intrinsic but an algorithmic artifact. We will examine it

in Section 5.6.
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PERFORMANCE OF HMC: The single-core performance characteristics of HMC are very similar

to NUTS. As a result we do not include the HMC data and focus on NUTS in the rest of this chap-

ter. The IPC of HMC ranges from 1.5 to 2.7. The LLC MPKI of tickets is 8.3, and that of the other

workloads is below 1 MPKI. The memory bandwidths of ad and tickets are over 12 GB/s and that of

memory is close to 10GB/s. The memory bandwidths of other workloads are all below 100MB/s.

ARCHITECTURAL IMPLICATION: The benign architectural behavior of BayesSuite work-

loads on a modern CPU, together with the CPU’s general-purpose programmability, suggests that

the CPU is a good execution target for Bayesian inference. The observed cache bottleneck is the ex-

ception, which we will analyze in the next section. We will discuss GPUs and specialized hardware

accelerators in Section 5.7.

5.4.2 Architectural Bottleneck

In this subsection, we analyze the performance bottlenecks of BayesSuite. We find that the multi-

core scalability of BayesSuite is strongly correlated with last-level cache (LLC) size.

PARALLELISM OPPORTUNITY: Sampling algorithms are inherently parallel in that the compu-

tations of different chains are independent. The for loop at line 1 of Algorithm 1 can be completely

parallelized, providing opportunities for performance improvement using multiple cores. We sweep

the number of CPU cores used while keeping 4 Markov chains as suggested in 35, and iterations as

defined in the original applications.

PERFORMANCE ANALYSIS: As shown in the previous section, branch misses are minimal, the

i-cache is private to each core, and memory bandwidth correlates to LLC miss rates. Therefore we

focus on the LLC miss rate in this section and show the IPC, LLC MPKI, and speedup in Figure 5.2.

The workloads are sorted by the LLC MPKI of 4 cores. We use speedup and IPC as performance

metrics.

Speedup is typically the most important performance metric for users. Across BayesSuite, the
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Figure 5.2: The IPC, LLC miss rates, and speedups of running the workloads on from 1 core to 4 cores of a Skylake
processor.

speedup using four cores is less than 4 because the execution times of the 4 chains are not equal and

the 4-core execution time depends on the slowest chain, which will be explained in Section 5.6. We

observe that the performance scaling is constrained by LLC misses. This is because when using one

core, the four chains are executed sequentially and only one chain needs to fit into the LLC at a time.

On the other hand, when using four cores with each core executing one chain, the global working

set becomes 4× larger and sometimes does not fit in the LLC. This causes more frequent accesses to

off-chip memory, thereby limiting performance scalability.

In Figure 5.2, when 4-core LLC MPKI is larger than 1, the speedup does not scale linearly with the

number of cores, as with ad, survival and tickets, whose maximum speedups are less than 2. tickets

has especially frequent LLC misses, up to 7.7 MPKI for 1 core and 20 MPKI for 4 cores. The high
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LLC miss rate leads to up to 25GB/s memory bandwidth for the three workloads, which is not

shown here.

The speedup is affected not only by LLC miss rates but also by the fact that multicore latency

is constrained by the slowest chain. Thus, we also compare IPC values, which helps to see how the

LLC affects the efficiency of the architecture. As the number of cores in use increases, workloads

such asmemory, 12citiॽ, ad, survival, and tickets have lower IPC and more LLC misses. Increased

working set size leads to more frequent LLC misses because every chain fetches data independently.

The resulting performance degradation reduces IPC.

ARCHITECTURAL IMPLICATION: LLC size is the major architectural bottleneck for BayesSuite

workloads. Therefore, distinguishing workloads with large LLC needs before execution is valuable

for computing resource management.
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5.5 Bottleneck Resolution

In the previous section, we showed that BayesSuite workloads are constrained by LLC size, mak-

ing it important to identify workloads with high LLC needs. To avoid the bottleneck, we first

demonstrate our LLC miss prediction, using static indicators extracted from the model and data

(Section 5.5.1). We then show that prediction can facilitate a speedup of 1.16× through scheduling of

BayesSuite workloads on appropriate platforms (Section 5.5.2).

5.5.1 Last Level Cache Miss Prediction

We find 4-core LLC miss rates can be predicted using a static feature, themodeled data size. Mod-

eled data are the observed data required for finding a likelihood distribution. More specifically, mod-

eled data are used to compute the acceptance rate in line 5 of Algorithm 1. A larger modeled data

size translates to more computation and possibly a larger working set size. Note that the exact sizes

of modeled data (on the order of KBs) are not working set sizes (on the order of MBs), but are only

proportional to them, because there are more computations and intermediate variables in the infer-

ence algorithm, such as the likelihood and the Hamiltonian computation, and the automatic tuning

in NUTS.

Figure 5.3 plots 4-core LLC miss rates against corresponding modeled data sizes. Points with la-

bels suffixed -h and -q are for runs using half and a quarter of the original modeled data, respectively.

We find that modeled data sizes are positively correlated with the 4-core LLC miss rates. Particularly

for workloads with LLC MPKI larger than 1, modeled data size accurately predicts LLC miss rate.

For the workloads with LLC MPKI less than 1, the correlation is weaker, so the points with y-

axis less than 1 do not form a straight line. That is because when the LLC miss rate is low, it is more

affected by factors such as the memory prefetcher, the design of the LLC, including its size and asso-

ciativity, the structure of the cache hierarchy, and the replacement policy.
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ARCHITECTURAL IMPLICATIONS: Based on Figure 5.3, workloads with larger than 1 LLC

MPKI including tickets, survival, and ad can be identified and predicted by setting a proper thresh-

old for modeled data size. Resource management mechanisms can use the prediction to make better

use of available computing resources. The threshold can be adjusted accordingly when applied to

other machines.

5.5.2 Evaluation

In this section, we show that choosing proper platforms based on LLC miss prediction achieves

1.16× speedup in BayesSuite compared to using one platform alone.

Experimental Setup

We use two contemporary Intel CPU platforms in our evaluation: Broadwell (E5-2697A v4), and

Skylake (i7-6700K), each with distinct specifications. We summarize the specifications in Table 5.2,

including microarchitecture, technology, peak frequency, physical core count, LLC size, memory

bandwidth, and thermal design power (TDP).
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We use the Broadwell server as our baseline because it was launched in 2016, later than the Skylake

machine, and it is a server-class machine and the Skylake machine is desktop-class. This work shows

that better performance can be achieved by adding an older, desktop machine. The Broadwell pro-

cessor has a large LLC size (40MB) with only modest peak CPU frequency (3.6GHz). In contrast,

the Skylake processor has a high CPU frequency but small LLC size. We show that they naturally

complement each other for BayesSuite workloads.

Table 5.2: A summary of experiment plaĤorms.

Tech Turbo LLC Bdw TDP
Codename Processor # Microarch (nm) (GHz) Cores (MB) (GB/s) (W)
Skylake i7-6700K Skylake 14 4.2 4 8 34.1 91
Broadwell E5-2697A v4 Haswell 14 3.6 16 40 78.8 145

Performance Comparison

According to the models presented in Section 5.5.1, the LLC-bound workloads are ad, survival, and

tickets. In order to optimize performance, we choose to run them on Broadwell for its large LLC

and other workloads on Skylake. We use Broadwell as the baseline and we achieve 1.16× speedup by

adding a Skylake machine.

In Figure 5.4, we compare the speedup over Broadwell, IPC, and LLC MPKI of the platforms

running with 4 cores. Speedup shows the end-to-end performance. IPC shows the throughput and

performance regardless of frequency. LLC miss rate is used to explain speedup and IPC differences.

Skylake outperforms Broadwell on all workloads other than ad, survival, and tickets. Broadwell

outperforms Skylake in speedup and IPC on those three workloads because its larger (40MB) LLC

leads to lower LLC miss rates. The IPC ofmemory and 12citiॽ is higher on Broadwell, also due to

the much lower LLC miss rates, but Skylake’s high frequency gives it a slightly better overall speedup

than Broadwell.
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ARCHITECTURE IMPLICATION: Following predictions by models in Section 5.5, we run ad,

survival, and tickets on Broadwell and other workloads on Skylake. This yields an average speedup

of 1.16×. LLC size and frequency are the key factors determining the performance of BayesSuite

workloads.
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5.6 Algorithm Convergence

Previous sections analyze the performance and architectural bottlenecks of BayesSuite. In this sec-

tion, we study algorithmic aspects, the convergence and result quality of BayesSuite benchmarks.

The number of sampling iterations (line 3 in Algorithm 1) is selected by users, and we find that all

BayesSuite workloads have redundant iterations. We propose runtime convergence detection for

users who want quick inference results with minimal overhead (Section 5.6.1). We then show that

with convergence detection, BayesSuite workloads reach better design points and save 70% energy,

on average. Overall, we speed up BayesSuite by 5.8×with convergence detection and LLC miss pre-

diction (Section 5.6.2).

5.6.1 Convergence Study

Convergence detection is closely related to the number of chains used. Multiple chains prevent con-

verging to local optima, and complex models prefer more chains. Convergence detection is based

on the Gelman-Rubin diagnostic (R̂)73, which quantifies sample variations within and between

chains. A smaller R̂ indicates more consistent samples, and when R̂ reaches 1, chains have converged

completely. As suggested by Brooks et al. 35, we typically use 4 chains. Because several iterations are

needed to warm up the chains, we only use the second half of the samples for inferring the posterior

distribution 35. A value of R̂ less than 1.1 is taken as indicating convergence 35.

We study the convergence process and confirm that when using multiple chains, once R̂ is less

than 1.1, the results (posterior distributions) have good quality. To judge quality, we estimate the

ground truth by running each benchmark with twice as many iterations as were initially specified

by the model developer. To evaluate the intermediate results, we compute the KL divergence (a

measure of how much one distribution diverges from another93) between intermediate results and

the ground truth. A smaller KL divergence indicates that the result is closer to the ground truth.
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We conduct a convergence study for BayesSuite and find that on average, the workloads have

over 70% excess iterations. As an example, we show the convergence of 12citiॽ in Figure 5.5. The

blue line is R̂ and the green line shows KL divergence. With more iterations, the KL divergence

decreases monotonically, showing that the results are getting closer to the ground truth. The trace of

R̂ fluctuates because the four independent chains are exploring different regions of the space. When

they are sampling from the same region, R̂ gets small; when one chain happens to jump out of that

region, R̂ increases. At the 600th iteration (orange dots), R̂ is less than 1.1 for the first time and the

KL divergence is minimal, indicating that the results are close to the ground truth. The original

number of iterations of 12citiॽ is 2000. We find it converges after 600 iterations, eliminating 70% of

the sampling iterations as unnecessary.

Reducing excess iterations can increase performance, but the iteration reduction percentage does

not directly translate to latency saving. That is because the time required to auto-tune Hamiltonian

parameters in NUTS may vary depending on the position of the Markov chain. Within a single

chain, the latency per iteration is smaller after the chain converges, and different chains have differ-

ent latencies. When multiple chains run in parallel, the overall latency is constrained by the slowest

chain. For example, for 12citiॽwith 4 chains of 2000 iterations, the latency ratio of the slowest to

the fastest chain is 1.7. The latency of 2000 iterations is 865 seconds and that of 600 iterations is

401 seconds, thus the latency is reduced by 53%. For the same reason, we should expect the average

latency savings to be less than the iteration reductions.

RUNTIME CONVERGENCE DETECTION: Detecting convergence at runtime can be imple-

mented by dynamically computing R̂ in the framework, such as Stan in this case. Instead of execut-

ing a preset number of iterations, as in line 3 of Algorithm 1, the workload exits each iteration when

it is determined to have converged. This detection is optional, for statisticians whose interests are in

developing new models and would like to choose the number of iterations and test the model. But

convergence detection can give quick results for those interested in using existing models with their
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Figure 5.5: The convergence process of 12ciࣅes in log scale. The blue line is R̂, for detecধng convergence. The green
line is the KL divergence between the current result and ground truth. The orange dots mark the convergence point.

own data.

OVERHEAD ANALYSIS: We implement the computation of R̂ in C++, based on the algorithm

in73. We consider the worst case by taking the maximum number of iterations in BayesSuite (2000)

and half of the samples for inference (i.e., 1000 data points of 4 chains). That takes 0.06 seconds

on a single core of Skylake, which is minimal. In reality, optimizations can be applied to reduce the

overhead.

ARCHITECTURAL IMPLICATION: By our analysis, the overhead of convergence detection is

minimal, and the savings are huge.

5.6.2 Design Space Exploration

We evaluate the convergence detection mechanism using design-space exploration (DSE) techniques

and compare the optimization decision with other (suboptimal) design points in terms of latency

and power savings.

Our DSE setup considers three major parameters: the number of CPU cores, the number of

chains, and the number of iterations. We show the design space of 4 representative workloads on

Skylake as a case study in Figure 5.6. The blue stars are original user settings. The triangle markers
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Figure 5.6: Design space exploraধon examples.

denote the design points that are achievable with convergence detection under 1, 2, and 4 cores. We

refer to the design point that has the lowest energy consumption as the enerং oracle, as denoted by

red stars in the figure.

We find that the energy oracle design points always use only 1 or 2 chains and a small number of

iterations while user-specific settings always use 4 chains with a much higher number of iterations.

Although they have small KL divergence, without knowing the ground truth a priori, it is infeasible

to use only 1 or 2 chains; hence, the oracle.

ENERGY SAVINGS: The triangles that we choose are much closer to the red stars than the original

user settings. When applying this technique, a scheduler can be programmed to choose one of the

triangles to optimize power or latency. In this section, we choose to use energy as the cost function,

considering both latency and power.

We summarize our energy savings for 10 workloads on two platforms in Figure 5.7. The savings

are in percentage relative to the original user settings. The average energy saving is 70% across 2 plat-
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forms and 10 workloads.

ARCHITECTURAL IMPLICATION: BayesSuite workloads reach better design points with con-

vergence detection.

5.6.3 Overall Speedup

We present the overall speedup resulting from the techniques in this chapter: convergence detec-

tion in Section 5.6.1 and selecting the best platform in Section 5.5. In Figure 5.8 we show the over-

all speedups of BayesSuite over the baseline. ad, survival, and tickets are on Broadwell and the rest

of the workloads are on Skylake. ode andmemory achieve higher speedups than the energy oracle,

which can be explained using Figure 5.6. ode andmemory use 4 cores (orange triangles) on Skylake,

and have lower latency than the red stars, the oracle points. The same explanation applies to disease.

With the techniques proposed, the average speedup of BayesSuite is 5.8×, and the oracle average

speedup is 6.2×, over the baseline with no convergence detection running on the Broadwell server.
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5.7 Implications for Future Acceleration

Intelligent scheduling on today’s server processors can readily provide performance improvement for

Bayesian inference jobs. Pushing the efficiency a step further requires us to apply hardware special-

ization. Previous work on hardware specialization only focuses on a specific type of model. In this

section, based on the insights that we gained from analyzing and improving workload efficiency on

CPUs, we examine opportunities to accelerate Bayesian inference using specialized hardware such

as GPUs, FPGAs, and ASICs, in preparation for an accelerator-centric system to further speed up

Bayesian inference workloads.

We first discuss the choice of different acceleration approaches. We argue that a programmable

SIMD architecture augmented with special functional units is a good accelerator style that matches

well with a wide range of Bayesian inference workloads (Section 5.7.1). We then discuss the memory

system requirements on LLC and i-cache (Section 5.7.2).

5.7.1 Hardware Choice

The first and foremost question is which accelerator style, e.g., single instruction multiple data

(SIMD) or coarse-grained reconfigurable architecture (CGRA), is a good fit for Bayesian inference

workloads. We find that these workloads exhibit both coarse-grained and fine-grained parallelism.

CHAIN-LEVEL PARALLELISM: Both coarse-grained and fine-grained parallelism exist in sam-

pling algorithms. Coarse-grained parallelism typically manifests at the chain level (line 1 in Algo-

rithm 1), which can be captured by a multicore CPU as we discussed in Section 5.4.2. To better

exploit the chain-level parallelism, the key is to address the LLC bottleneck inhibiting CPU core

scaling shown in Figure 5.2.

COMPUTATION PARALLELISM: Within a chain, there are opportunities for parallelism in

the computation. For example, in the acceptance rate computation iterating through a series of ob-
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served data (line 5 in Algorithm 1), the computation of each observed data point can be conducted in

parallel. At a finer grained level, BayesSuite workloads contain a diverse collection of vector and ma-

trix operations beyond matrix multiplication, indicating the importance of architectural support for

such operations. Therefore the workloads can benefit from the parallelism of SIMD-style hardware

like GPUs.

VARIABLE SAMPLING PARALLELISM: The sampling of variables (line 4 in Algorithm 1) pro-

vides parallelism opportunities as well, which can benefit from SIMD hardware or specialized accel-

erators. When presenting the models as graphs, in which the model variables are nodes and variable

dependencies are edges, the variables at the same layer can be sampled in parallel. Previous work on

FPGAs and ASICs exploits the parallelism 109,69. With multiple sampling units on chip, the sam-

pling latency can be shortened.

It is beneficial to implement the sampling units as accelerators. The current implementation

of sample drawing needs cumulative distribution functions (CDFs) of corresponding distribu-

tions. Thus the implementation depends on individual distributions. We study the distributions

in BayesSuite and find the most popular distributions are Gaussian and Cauchy. It is worth build-

ing accelerators for the most popular distributions. The CDFs use functions with values stored in

lookup tables, such as the error function erf (Gaussian) and arctangent function atan (Cauchy),

which introduces overhead to the system and trades off precision for efficiency. Sampling accelera-

tors can help to reduce system overheads by having their own scratchpad memory or private cache.

PARALLELISM IN OTHER ALGORITHMS: Finally, we note that different inference algo-

rithms exhibit different opportunities for parallelism. For instance, sampling algorithms such as

the one studied in this chapter are general but sequential. Exact inference has more parallelism but

the complexity is exponential. Some recent work combines sampling and exact inference to get the

parallelism of exact inference and the linear complexity of sampling 138,60,160. The general idea is to

do exact inference with a subset of the data within the MCMC sampling iterations. Such algorithms,
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exposing ample parallelism, are promising to explore in future work.

NEED FOR PROGRAMMABILITY: As we discussed, the workloads have very diverse models,

requiring different combinations of matrix, vector, and scalar operations, as well as different prefer-

ences for distributions. Thus, to accelerate Bayesian inference workloads, we need to program the

models.

5.7.2 Memory System

To reduce the overhead of transferring data between LLC and main memory, the LLC should be

large enough to contain the whole working set. According to results in Figure 5.4, an LLC of 2MB

per core (8MB / 4 cores on Skylake) is large enough for workloads other than ad, survival, and

tickets. An LLC smaller than 10MB per core (40MB / 4 cores on Broadwell) is enough to hold

ad and survival. Workloads like tickets need larger LLC. However, with larger datasets applied to

Bayesian models, simply scaling up the LLC is not the solution. Instead, the inference algorithm

should be tuned to subsample the data such that the working set fits the LLC. Figure 5.3 can be used

to estimate the proper sub-sampled data size.

In addition to LLC size, a 32 KB i-cache constrains the performance of tickets, as shown in Fig-

ure 5.1, and leads to high LLC miss rates in Figure 5.4. Thus the hardware needs i-caches larger than

32 KB to better serve workloads like tickets.
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5.8 Related Work

In this section, we compare and summarize the previous work related to Bayesian models, inference

algorithms, hardware advancement of Bayesian inference, probabilistic programming, and workload

characterization.

BAYESIAN MODELS: In addition to the BayesSuite workloads, Bayesian inference has been

applied to image classification 127,165, semantics analysis77, language learning 210, program synthe-

sis 127,66,159, intuitive physics 80,29,28,202, and structure learning90,116,184. A Bayesian approach that

is sometimes called Bayesian neural networks (BNN) 146 is being applied to deep learning to learn

weight distributions. These models are known to achieve better results by using optimization tech-

niques, rather than more general and easy-to-use approaches like NUTS. It is important to note that

models can have varying results, depending on the inference algorithm used.

INFERENCE ALGORITHMS: Exact inference is often intractable as it has exponential com-

plexity, while sampling is linear with regard to the number of samples 139. This paper focuses on

NUTS, a variant of Hamiltonian Monte Carlo that requires no hand-tuning of step size and num-

ber of steps95. It is a turnkey sampling method that can be used in a black-box fashion and has been

adapted by Stan as the default inference engine. Other sampling algorithms include Gibbs sam-

pler, Hamiltonian Monte Carlo, slice sampling, sequential Monte Carlo, and particle Markov chain

Monte Carlo 19. Variational inference is an optimization algorithm that tends to be fast but has no

guarantee on convergence to global optima 195.

We discussed the combination of sampling and exact inference in Section 5.7.1 138,60,160. Those

hybrid algorithms have the potential to benefit from parallel hardware such as GPUs and we plan to

explore them in future work.

HARDWARE ADVANCEMENTS: Efforts have also been made to speed up Bayesian inference
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with specialized hardware. The BAMBI project† proposed hardware implementations of probabilis-

tic computations69,38,50. Mansinghka et al. have built stochastic circuits and evaluated them with

Markov Random Fields and the Dirichlet Process Mixture Model 139,109. Some of the acceleration

work has been done as parallel implementations on GPUs 216,70,198 and scalable CPUs 144,207. Further-

more, there are FPGA and ASIC implementations accelerating BNNs 36 and Markov Random Fields

on perceptual applications 120,121. 196 uses a novel device to implement the sampling procedure.

These projects primarily focus on speeding up a specific type of model or application and often

require substantial effort for programming GPUs or designing the hardware. Our work is the first in

the literature to introduce Bayesian inference to the architecture community as a key machine learn-

ing technique and to reveal computational bottlenecks across a suite of benchmarks on commodity

datacenter CPUs.

PROBABILISTIC PROGRAMMING: Some probabilistic programming frameworks focus mostly

on language design and expressiveness 139, and some provide efficient sampling for a certain subset of

models 152,94,134. Infer.NET focuses on variational approximation 197. TensorFlow Probability 11 and

Edward 188 support distributed and parallel training on top of TensorFlow, and Pyro7 is based on

PyTorch. We choose Stan mainly because of its unmatched popularity in the science community.

WORKLOAD CHARACTERIZATION: People develop benchmark suites to facilitate the ad-

vancement of architecture92,161,33 or to introduce important workloads 15,194,186, as BayesSuite does.

We use static workload features to estimate dynamic characteristics, similar to 58, and we are differ-

ent by focusing on a key bottleneck of Bayesian inference. Therefore our static analysis has minimal

overhead.

†Bottom-up Approaches to Machines dedicated to Bayesian Inference: www.bambi-fet.eu
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5.9 Summary

The advances enabled by deep learning have overshadowed other aspects of the vast field of machine

learning. Bayesian inference is a particularly important machine learning technique that comple-

ments deep learning in many domains. This paper introduces BayesSuite, a suite of Bayesian infer-

ence workloads to help bridge the gap between Bayesian inference researchers and computer archi-

tects. Through detailed characterization, we show that these workloads exhibit diverse behaviors

that call for a variety of processor architectures. They also entail inherent redundancy that leads to

execution inefficiency. We propose a scheduling mechanism and a computation elision technique to

automatically speed up Bayesian inference workloads. Experiments and evaluations conducted on

real systems show that we speed up BayesSuite workloads by 5.8× on average.
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‘Since when,’ he asked,

‘Are the first and last line of any poem

Where the poem begins and ends?’

Seamus Heaney

6
Future Directions

Performance analysis has been driving software and hardware advancements for decades. The surge

of machine learning applications and specialized software and hardware systems brings performance

analysis extra challenges. This dissertation is one of the first efforts in the computer architecture and

machine learning community to systematically analyze software and hardware designs for machine

learning. We first analyzed the repositories of traditional CPU benchmark suites, SPEC and Geek-

bench, and showed the maximum information available from and limitations of such suites. We
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then dived into deep learning, and thoroughly studied the performance impact of key framework

features, and proposed a set of simple guidelines to achieve higher training and inference speedup.

To further assist performance analysis and extract deeper insights, we proposed a systematic analysis

methodology that can be applied to various hardware and software systems. We demonstrated the

utility of this methodology in deep learning, by analyzing specialized platforms (TPU v2/v3), het-

erogeneous platforms (TPU, GPU and CPU), and software stacks (TensorFlow and CUDA). As the

first step towards understanding emerging applications, we analyzed Bayesian inference workloads

and proposed several mechanisms to improve the performance.

As a popular domain, deep learning performance analysis is crucial and needs to be conducted

regularly. Meanwhile, architects need to be aware of emerging workloads. Here we summarize sev-

eral future research directions.

6.1 Deep Learning

For deep learning performance analysis, future research directions can be extended from workloads,

software and hardware dimensions. The three analysis methods presented in the thesis can be ap-

plied to those directions to extract different insights.

6.1.1 workload

At workload level, new model types can be studied by releasing and analyzing their state-of-the-art

implementations, key operators, and parameterized models. For example, recommendation models

with large embedding tables open up many research opportunities. Its importance in production

and memory intensiveness makes it attract much attention recently65,51,145,79. Gupta et al.79 profile

Facebook’s recommendation models and release a synthetic model with parameterized attributes.

More studies can be done to explore model design space and stress system limits, similar to Chap-
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ter 4. And there may be a range of model attributes that work better on a given system than others.

The parameterized analysis in Chapter 4 focuses on training workloads. Inference workloads

may provide different insights because batch sizes are usually much smaller and only activations

need to fit in on-chip memory. In such cases, latency, rather than throughput, would be the most

crucial metric; network latency would be another system knob that researchers can experiment on;

virtualization overhead may not be a big issue for large-batch training, but it may be important for

inference; memory capacity may be less important for cross comparison.

6.1.2 Software

At software level, systematic performance analysis shall be conduct at more aspects to make better

trade-offs in specific scenarios. For compilation styles, just-in-time (JIT) and ahead-of-time (AOT)

are two major choices. JIT compiles and interprets scripts dynamically, which therefore incurs some

runtime overhead, while AOT does that statically. Since having the information of a whole com-

putational graph, AOT may enable better optimizations, while JIT may only optimize for local

subgraphs. On the other hand, if deploying to edge devices, AOT generates one binary file for one

model, while JIT can interpret all scripts with one interpreter.

As one of compilation optimizations, operator fusion is crucial to reduce memory traffic and

improve performance. Current fusion techniques are mainly based on heuristics learned from op-

timizing current workloads, such as ResNet-50. Operator fusion may benefit from parameterized

analysis methodology for systematic studies, with properly constructed parameterized workloads.

Systematic analysis can enable more general optimization guidelines.

Frameworks with opaque (implemented) operators are studied in Chapter 3. Other framework

types provide research opportunities, such as the ones automatically generate optimized operators

including Tensor Comprehension 192 and TVM45. Such frameworks have unique design features,

leading to different performance implications, and therefore they need to be studied in-depth.
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6.1.3 hardware

At system and architecture level, analysis can be performed for more platforms, such as multi-node

systems, edge devices, and latest AI hardware platforms. Frameworks of more hardware platforms

can also be studied, such as that of the GPU and TPU, similarly to Chapter 3 analyzing CPU frame-

works. For most compute-intensive FC and CNN models, Figure 5.8 shows TPU’s FLOPS utiliza-

tion is lower than 60% and GPU’s is lower than 20%. The fact indicates that there seems to be large

fractions of overhead, possibly originating from data preparation or synchronization from and to

vector/matrix units. Detailed analysis is needed to reveal root causes and approach solutions. Fur-

ther, such analysis may be conducted for software stacks of other novel hardware platforms.

6.2 Bayesian Inference

This dissertation presents the first analysis research for Bayesian workloads (Chapter 5). There are

plenty of research opportunities for performance analysis of Bayesian inference. We discuss from

workloads, software and hardware perspectives.

6.2.1 Workloads

The models presented in Chapter 5 are small enough to run on one CPU chip. Usually larger mod-

els are used to solve large-scale problems with a cluster of CPUs or GPUs, and they especially need

performance analysis and optimizations. Thus the next important step from my perspective is the

systematic analysis for large-scale Bayesian workloads that solves real problems such as document

classification or gene sequencing. To study large-scale workloads, parameterized methodology can be

applied to complement existing workloads and stress system limits, which involves the development

of parameterized Bayesian benchmarks.
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Latent Dirichlet Allocation (LDA) is one example of such models. It is usually used for docu-

ment classification with large datasets such as New York Times and Wikipedia. As an important

type of model, many algorithmic and architectural efforts have been made for its optimization. It is

sometimes a trade-off to choose among LDA algorithms and platforms. Here we present the prelimi-

nary results of ongoing research in our group to motivate further studies.

Figure 6.1 shows the per-core runtime characteristics of five LDA algorithms on a four-core CPU.

From the earliest publication to the latest, the five algorithms are a simple LDA76, sparse LDA212,

alias LDA 133, light LDA215, and FTree LDA214. Each algorithm (workload) has two types of threads,

sampling threads and updater threads. In Figure 6.1, we use one updater thread, and one and three

sampling threads, which corresponds to the left two bars, and right four bars for each workload.

The updater threads are the shaded bars in Figure 6.1(a) and orange bars in Figure 6.1(b) and (c). We

conduct top-down analysis213, and show the FLOPS and LLC miss rates.

The top-level analysis in Figure 6.1(a) shows that the workloads on the right have more instruc-

tion retiring cycles, and less backend-bound cycles. The FLOPS in Figure 6.1(b) shows that the work-

loads with higher instruction retiring ratios have higher FLOPS. The LLC MPKI in Figure 6.1(c)

shows that the workloads with lower backend-bound ratios have lower LLC miss rates. To summa-

rize, the results show that more sophisticated algorithms have more architectural bottlenecks. On

the other hand, more sophisticated ones are developed for faster convergence, e.g., FTree claims to

sample with logarithm complexity214. This example of LDA shows an interesting trade-off of con-

vergence speed and architectural bottlenecks.

6.2.2 Software

Bayesian frameworks contain inference engines, and support expression of generative models. In

Chapter 5 we focused on Stan, because it provides more workloads than other frameworks. With

the adoption of Bayesian techniques in deep learning research, more and more Bayesian frameworks
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are extended from popular deep learning frameworks, such as TensorFlow probability 11, and Pyro7

(from Pytorch). Deep learning frameworks are not at a stable stage yet, and Bayesian frameworks are

even further from being stable. Therefore architects need to stay tuned, while be willing to take risks

by devoting time and efforts to working on immature frameworks.

6.2.3 Hardware

To improve the performance of an emerging workload, the most efficient way is to take advantage

of existing systems. That is why we started the analysis research on CPUs in Chapter 5. Larger CPU

systems, multi-node CPUs, and warehouse-scale computers are the next promising playground.

Another exciting research direction is generic Bayesian frameworks implemented for GPUs. The

Stan community has been discussing and implementing Stan for GPU since 2017 *. Implementing

specific Bayesian models on GPUs is not a new topic, but providing a generic GPU framework for a

variety of workloads is very complicated. It involves many design choices including libraries, floating-

point precisions, levels of parallelism, and so on. Similar research and implementations can also be

done with other frameworks such as TensorFlow Probability and Pyro.

Accelerator or system-on-chip (SoC) can be designed after getting a thorough understanding of

Bayesian workloads. Conventional wisdom is to accelerate random number generators and vector

and matrix operations. On the other hand, we believe the acceleration of new workloads needs to

be conducted across the stack, i.e., we need to pick suitable inference algorithms for specific archi-

tectures. Just like deep learning took off again because of imageNet dataset 59, stochastic gradient

descent (SGD), and GPU. As of now, Bayesian inference may be waiting for the best combination

of algorithm and hardware platform.

*https://discourse.mc-stan.org/t/stan-on-the-gpu/326/10
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