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Abstract.

Polygenic risk summary scores (PRSs) based on genome-wide association studies for psychiatric diseases have shown promise in discriminating cases from controls, predicting disease course, and response to treatment. The research presented here has sought to investigate whether such an approach may improve differentiation between bipolar disorder (BD) and major depressive disorder (MDD), a clinical distinction with important prognostic and therapeutic implications, and one which is often challenging based on clinical grounds alone. More specifically, this study tested whether psychiatric polygenic risk scores (PRSs) for bipolar disorder (BD) and schizophrenia (SCZ) improve clinically based classification models of BD-MDD diagnosis. The test sample in the present analysis included 843 BD and 930 MDD subjects similarly genotyped and phenotyped using the same standardized interview. The primary analysis tested the association of clinical risk factors and PRSs with diagnosis of BD versus MDD. A secondary analysis used multivariate modeling and receiver operating characteristic analysis to test the additive effect of PRSs on a baseline model with clinical features known to associate with BD-MDD status. PRSs drawn from BD ($R^2=3.5\%,\; p=4.94\times10^{-12}$) and SCZ ($R^2 = 3.2\%,\; p=5.71\times10^{-11}$) GWAS meta-analyses associated with BD-MDD diagnosis. Individuals with top decile BD PRS had a significantly increased risk for BD versus MDD compared with those in the lowest decile (OR=3.39, CI=2.19-5.25). PRSs improved the discriminatory ability of a symptom-based model ($\Delta C=0.021,\; p=1.05\times10^{-4}$) and a full model with symptoms and clinical features ($\Delta C = 0.011,\; p=6.48\times10^{-4}$). This
study demonstrates that psychiatric PRSs provide modest independent discrimination between BD and MDD cases, suggesting that PRS could ultimately have utility in subjects at the extremes of the distribution and subjects for whom clinical symptoms are poorly measured or yet to manifest.
Glossary

AUC – Area Under-the-Curve

BD – Bipolar Disorder

EHR—Electronic Health Record

GenRED – Genetics of Recurrent Early-Onset Depression

GWAS – Genome-wide Association Study

LD – Linkage disequilibrium

LDpred – Python based package that adjusts GWAS summary scores for LD.

MDD – Major Depressive Disorder

NIMH – National Institute of Mental Health

PCA – Principal Components Analysis

PRS – Polygenic Risk Score

SCZ – Schizophrenia

SNP – Single Nucleotide Polymorphism
Introduction.

Differentiating Unipolar and Bipolar Depressive Syndromes

Recurrent depressive syndromes, whether diagnostically linked to unipolar Major Depressive Disorder (MDD) or Bipolar Disorder (BD), affect up to a fifth of the world's population and are associated with substantial morbidity, increased risk for suicide, and premature mortality (1,2). The distinction between bipolar disorder (BD) and major depressive disorder (MDD) finds early roots in Emil Kraepelin’s description of manic-depressive psychosis (3), and was subsequently validated by the discovery of pharmacologic agents with relative specificity for depressive and manic syndromes (4,5).

Differentiating between bipolar and unipolar depression poses a diagnostic challenge. The greater burden of depressive symptoms in BD often leads to prolonged periods of misdiagnosis and ineffective treatment (6,7). While subjects with a clear history of mania are easily distinguished from those with MDD, many subjects with BD experience milder or atypical forms of (hypo)mania that may be difficult to recall or characterize, particularly within the context of routine clinical care (8). Moreover, the early manifestation of BD is often marked by depressive symptoms, with most subjects experiencing depressive episodes years before the emergence of manic symptoms (9).

Clinical features such as psychotic symptoms, anxiety, psychomotor retardation, greater overall severity, and earlier onset have been shown to associate with bipolar depression (10–14). However, the extent of these associations has varied across study populations. For example, higher rates of psychosis in the context of depression has not consistently associated with bipolar depression (15–17). Moreover, the availability of
studies that control for exposure to pharmacotherapy has been limited. Studies that include drug washout periods have demonstrated even less consistency with fewer characteristics and clinical features that reliably associate with bipolar versus unipolar depression (16,18,19). Thus, these nuanced differences are often insufficient for diagnostic purposes. Initial efforts to combine symptoms, illness features, and demographic risk factors into more comprehensive models of disease course have yielded greater discrimination, with AUC indexes ranging from 0.7-0.8, though these analyses have been limited by relatively small replication sets and heterogeneity of interviewing tools (11,12,20). Clinical features can be imprecise, poorly recalled, and only provide prognostic utility after their manifestation, thereby limiting their utility in prodromal and early onset cases, where the need for better diagnostic indices is arguably greatest (9). In this way, while anti-depressant monotherapy of BD is generally avoided due to the risk of inducing mania, the use of augmentation mood stabilizers in patients presenting with a severe first episode depressive episode is subject to significantly more inter-provider variability (21).

The Genetic Basis of Mood Disorders

The genetic basis of complex disorders such as BD and MDD is overwhelmingly polygenic, with hundreds and potentially thousands of contributing genetic loci distributed across the genome (22,23). Based on twin studies, the heritability of BD has been estimated to be greater than 70% (24–26), and the most recent GWAS meta-analysis has identified 30 loci that attain genome-wide significance. Despite individual loci having relatively modest association with disease status, consideration of all associated markers
in aggregate as polygenic risk scores (PRS) can provide improved predictive ability (24). This approach was first tested in schizophrenia where it was shown to predict case-control status in replication sets (27). The extent of the predictive potential is bounded by the overall heritability attributable to additive effects of common variation ("GWAS heritability"), which ranges from about ~10% for MDD to 20-30% for more heritable disorders such as BD or schizophrenia (22,28,29). At currently available sizes, GWAS studies are under-powered to detect the full range of heritability from common variation based on these estimates, with the proportion of variance estimates explained ($R^2$) ranging from ~12% for SCZ, to ~8% for BD and ~2-3% for MDD (22,28,29). Thus, at present GWAS discovery sample sizes and with currently available computational tools, PRSs have attained less than half of their predicted potential to discriminate cases from controls in test populations. While the estimated $R^2$ will increase with larger GWAS samples, PRSs already provide indices of genetic susceptibility, providing novel insights into nosological relationships (30) which may, in certain contexts, have potential future clinical implications.

Polygenic Risk Scores and Clinical Medicine

The use of PRSs in the psychiatry literature has spanned the investigation of disease endophenotypes, associations with cognitive performance, and success in creative professions (31–33). More recently, the field has pushed towards research with more immediate clinical relevance. Musliner et al (34) investigated how psychiatric PRSs associate with disease risk in the Danish population, finding that high MDD (30%), BD (5%), and SCZ (12%) PRSs associated with differential increased liability of a first
episode depression. Multi-site biobank consortia linked to electronic health records have allowed for the study of polygenic risk score associations at the level of health systems, demonstrating pleiotropic effects across a number of neurocognitive phenotypes as well as non-psychiatric comorbidities (35). Studies have linked PRS for SCZ with suboptimal response to antipsychotics in first episode psychosis (36), higher antipsychotic dose requirements (37), disease course after first psychotic episode (38) and poor response to lithium in BD (39). Although GWAS studies of medication “responders” versus “non-responders” may more directly address the question of pharmacogenetics (39,40), disease-based summary statistics have shown an ability to stratify for disease course intensity and likelihood of medication response. The conspectus of this work is that as the performance of PRSs increase, they may motivate randomized trials populated with individuals at the tails of the genetic risk spectrum for severity. The direction of association between PRS and drug response may not always be a priori predictable. In the study mentioned above, high SCZ PRS associated with poor response to antipsychotics. However, in a study of individuals with migraines, high PRS associated with improved response to triptans (41). Whichever the direction of association, for heritable complex diseases with severity that tracks with polygenic risk, stratifying by PRS may help capture signal that may otherwise be diluted across the full spectrum of genetic risk, and thus help match potential therapies to biomarker-defined sub-groups.

PRSs are being increasingly studied for prediction in a range of common medical disorders such heart disease (42), type II diabetes (43), obesity (44), and common cancers like breast (45) and prostate cancer (46). In these examples, clinical utility is
likely to be found in the tails of the PRS distribution, where increased risk is substantial and largely independent of clinically-based risk estimation tools, including family history, which suggests PRS could have a role in comprehensive models to inform decision making on prevention therapies and screening (47). Arguably the most successful application of polygenic risk score thus far has occurred in cardiovascular disorders, where population based samples have provided strong evidence that PRS can identify that proportion of the population at high risk for cardiovascular morbidity who are likely to benefit from implementation of risk mitigation strategies and pharmacological treatment (48). However, for most studied disorders, including BD, the link to specific clinical utility is unclear and will require further research based on prospective cohort studies and randomized trials. Ultimately, the most informative risk models are likely to integrate epidemiologic parameters, clinical data, non-genetic biomarkers, and potentially a broader index of genetic risk, summing the effects both common and rare variants.

Importantly, for PRSs to be clinically useful at the BD-MDD diagnostic decision point, they must complement clinical data. Discrimination between diagnosis group is less useful if clinical features that could be obtained from a patient interview have similar, non-orthogonal discriminative power. While genetic information has advantages over other kinds of clinical information and even other biomarkers which may fluctuate with time, PRSs should be evaluated in the context of models that integrate all available forms of clinical data.

In this study, we explored the degree to which polygenic risk scores may aid in distinguishing bipolar from unipolar depression, arguably one of the most important
clinical decisions in psychiatry, since the prognosis and optimal treatment of either disorder is likely to be different for most patients. We have specifically selected samples that were similarly genotyped and phenotyped, thereby allowing us to test the effect of PRSs individually, but also within the broader context of clinical risk factors that are typically used to help with clinical decision making.

Materials and Methods.

Subjects

The sample included BD and MDD cases from National Institute of Mental Health (NIMH) Bipolar Disorders Initiative and Genetics of Recurrent Early-Onset Depression (GenRED) collections, which were initially ascertained for genetic studies and have undergone previous case-control GWAS analyses (49,50). Both studies used the Diagnostic Interview for Genetic Studies (DIGS) and similar best estimate procedures (51). Subjects were restricted to high-confidence diagnoses of BD (more specifically, bipolar I disorder) or MDD genotyped on the Affymetrix 6.0 Microarray. All subjects were unrelated, of European ancestry, and independent of the initial training set GWAS studies. We further selected samples with non-missing data for all seven symptoms and clinical features (psychomotor retardation, incapacitation, delusions and number of mixed symptoms during worst depressive episode, length of most severe episode, number of depressive episodes, antidepressant induced “high” feeling) previously shown to discriminate BD from MDD in a larger but partially overlapping dataset (55% of the samples used in the present analysis were part of the training dataset in the previous
The final sample included a total of 1773 subjects, consisting of 843 with BD and 930 with recurrent MDD. Samples were previously collected under Institutional Review Board (IRB) approved protocols (49,50) that included informed consent for genetic studies and data sharing.

Genome-wide Association Study (GWAS)

Cases with BD and MDD as described above were previously genotyped using the Affymetrix 6.0 micro-array. Raw genotypes were combined using PLINK1.9 (52) followed by sequential quality control (QC) steps removing: (1) SNPs with missing rates ≥ 5%; (2) individuals with overall missing rates ≥ 2%; (3) remaining SNPs with missing rates ≥ 2%; (4) SNPs in Hardy-Weinberg disequilibrium (P <0.000001); and remaining SNPS with differential missing rates >2%. The filtered combined file underwent additional QC/harmonization steps (https://www.well.ox.ac.uk/~wrayner/tools/HRC-1000G-check-bim-v4.2.7.zip) prior to imputation to the multiethnic 1000Genomes version 3 reference panel. Imputation was performed using the Michigan Imputation Server and high-quality genotypes (r^2> 0.6) with a minor allele frequency of 1% or greater were extracted and converted to PLINK format for downstream analyses. Principal components analysis (PCA) was performed using PLINK1.9 by combining the filtered genotypes with the 1000G multi-ethnic panel and extracting the top 10 principal components. We excluded 5 samples that were outliers in the PCA analysis (Supplementary Figure 1).

Calculation of PRSs
PRS were calculated using recommended parameters in LD-Pred (53), which utilizes a Bayesian approach to infer the mean effect at each individual marker while accounting for linkage disequilibrium (LD) between markers. We utilized summary statistics from the largest meta-analysis GWAS of BD (22) and SCZ (28) as the training dataset sets and the European subjects from the 1000 Genomes version 3 as the linkage-disequilibrium (LD) reference genotypes. Using an LD-radius of 1775 and 1981, weighted risk scores were constructed for 5,325,407 and 5,943,410 markers in the harmonized BD and SCZ datasets, respectively. PRS were derived across nine training dataset thresholds, defined as the assumed "fraction of causal variants" (PS=1, 0.3, 0.1, 0.03, 0.01, 0.003, 0.001, 0.0003, 0.0001), and standardized to reflect the standard deviation as the unit of measurement. PRS thresholds were selected maximize the explained difference between BD and MDD phenotypes. For SCZ, this optimal p-value threshold (0.3) was the same as the one used in the original study validating LDPred as method of PRS calculation (53).

Statistical Analysis

All analyses were performed in R version 3.4.2. Association of PRSs with phenotype status was performed with a generalized linear model using a logit link function. We initially fit baseline models with BD-MDD status as the dependent variable and the first ten principal components (PCs), age at interview, and sex as covariates. We subsequently added the PRS variable into that base model and compared the difference in Nagelkerke’s pseudo-R² (ΔR²) to estimate proportion of variance attributable to the PRS. For ease of visualization, the sample was stratified into deciles using the residuals
of the top performing BD and SCZ PRSs adjusted for first 10 PCs, age, and sex. Odds ratios (OR) for BD vs MDD status and 95% confidence intervals (CIs) were calculated for each decile in comparison with the first decile.

We performed a receiver operating characteristic (ROC) analysis to estimate classifying potential of PRS. We initially fit a logistic model with the first 10 PCs, age, and sex, and then measured the c-index. To this model we serially added (1) top performing BD and SCZ PRSs, (2) each symptom/clinical feature (psychomotor retardation, incapacitation, delusions, length of most severe episode, number of depressive episodes, presence of high feeling after antidepressant, and number of mixed symptoms), both separately and then with PRSs to measure the additive effect (3) a set of symptoms that might plausibly be ascertained from a psychiatric interview on initial presentation with a depressive episode (psychomotor retardation, delusions, and number of mixed symptoms) both as a clinical model and with PRSs, and all clinical features/symptoms taken together and PRSs.

Lastly, we tested the association of the top performing BD and SZ PRS with each of the symptoms/clinical features shown listed above, controlling for diagnosis. Logistic regression was used for binary variables (presence of psychomotor retardation, delusions, incapacitation, and high feeling after antidepressant) and linear regression for continuous variables (length of worst depression in weeks, number of episodes, and number of mixed symptoms).
Results.

Clinical and Demographic Features

Of the 1773 subjects, 843 had BD and 930 had MDD, with more females than males in both groups (66.0% and 70.0%, respectively) (Table 1). Subjects with BD were slightly older at the time of their interview (42.0 years BD versus 40.2 years MDD), had fewer years of education (14.9 BD versus 16.0 MDD), and were less likely to be married (29.8% BD versus 47.8% MDD). Consistent with our previous study (11), subjects with BD were more likely to have experienced psychomotor retardation and delusions, a shorter length depressive episode, incapacitation, a greater number of depressive episodes, high feeling after antidepressant treatment, and a greater number of mixed symptoms (Table 1).

Polygenic Association with BD vs. MDD

Given the strong co-heritability between bipolar disorder and schizophrenia (26) we performed polygenic analyses utilizing the largest meta-analyses of each disorder to provide the specific markers and weights for polygenic risk scoring. Notably, both BD and MDD samples were not part of the GWAS meta-analyses, assuring independence across the training and testing datasets. The p-value thresholds for BD (0.003) and SCZ (0.3)PRSs were chosen to maximize association with BD-MDD status (Supplementary Table 1). In our primary analysis, we found that PRS for BD was strongly associated with BD compared with MDD ($\Delta R^2=3.53\%$, $p=4.94\times 10^{-12}$), with an effect size that was approximately half of that usually seen in BD case-control studies. Similarly, PRS for SCZ was associated with BD versus MDD phenotype ($\Delta R^2=3.16\%$, $p=5.71\times 10^{-11}$). The
distribution of PRS among BD and MDD samples showed prominent overlap, with greater
discriminative ability found at the more extreme values of PRS, as has been observed in
other common complex disorders (Figure 1). Using PRSs to help classify the overall sample, we found that a baseline model with covariates and PRS produced an AUC c-
statistic of 0.65 for the BD PRS and 0.64 for the SCZ PRS. For ease of interpretability, we divided the samples into PRS deciles, and found that individuals with PRS in the top
decile had an OR of 3.39 (CI: 2.19-5.25) when compared to the lowest decile. Similarly, those in the top decile of SCZ PRS residuals had an OR of 3.07 (CI: 1.99-4.73) compared
to the lowest decile, in terms of BD-MDD status (Figure 2).

Genetic risk and Clinical Features

We found that PRSs discriminated BD-MDD status to a degree comparable to many of the individual symptoms and clinical features tested. PRSs contributed marginal
additive effects to all individual clinical features, providing evidence that prediction based
on PRSs is likely to be independent of that based on clinical features (Figure 3). When
combined, the clinical features showed a more significant AUC, consistent with our prior study (11). Inclusion of the PRSs to a symptom-based model and a full model with
symptoms and clinical features led to statistically significant increases in discriminatory
ability (ΔC=0.021, p=1.05x10^{-4} and ΔC = 0.011, p=6.48x10^{-4}, respectively). The
classifying ability of PRSs in models with individual clinically-based predictors varied
based on the independence of these variables. For example, PRSs provided a larger
increase in discriminatory ability in a model with delusions alone (ΔC = 0.042) than
incapacitation alone ($\Delta C = 0.021$) (Supplementary Table 2). The PRS association remained strongly significant even with the full multi-variate clinical model (Table 2).

**Association of PRS with Symptoms / Clinical Features**

Finally, in order to further explore effect of polygenic risk, we sought to formally test whether the polygenic signal was differentially associated with specific clinical features, thereby providing a more granular view of overall genetic susceptibility. Using a logistic regression model adjusted for covariates that included the main effect of diagnosis, we found a single significant association with BD PRS and incapacitation (Table 3). In contrast, the SCZ PRS was associated with longer length of depression ($p=0.0043$), but not with any of the additional risk factors, suggesting significant heterogeneity despite comparable predictive effects.

**Summary, Future Work and Discussion**

Although mania remains the cardinal syndrome that defines the diagnosis of BD, subjects often first present with years of depressive symptoms (54). Consequently, subjects who are eventually diagnosed with BD are often misdiagnosed on initial presentation, and may receive treatments of limited efficacy (55) that could be associated with iatrogenic harm (7). Clinical symptoms, particularly in the prodromal phase of BD, are often poorly captured and insufficiently prognostic, particularly in primary care settings (8). Patients often lack insight into the nature of their manic symptoms, which can delay diagnosis (56). Hence, there is a clear need for better prognostic tools that can help to
stratify subjects are higher risk for developing BD. In this study, we have tested whether markers of genetic risk (as indexed by PRSs) can augment traditionally used clinically-based factors, thereby helping to identify subjects with depression who may be at high risk for "converting" to bipolar disorder. We found that PRSs derived from the most recent PGC GWAS discriminate modestly between BD and MDD cases, with BD PRS demonstrating a slightly higher association than SCZ PRS. Subjects with top decile BD PRS were more than three times as likely to have BD than MDD, compared with those in the lowest BD PRS decile. This level of discrimination was similar to that found in a recent study of PRS in first episode psychosis (38). PRSs had comparable classifying ability to individual clinical features and symptoms previously shown to associate with BD, although when included in a model with all clinical features and symptoms, the increase in overall classification was more modest. The effect of PRSs appeared to be largely independent of the clinical features, suggesting that PRSs may represent orthogonal risk factors that may provide additional information beyond traditional clinical factors.

Moving Polygenic Risk Scores to the Clinic

For psychiatric disorders there is a strong need for reliable biomarkers of disease etiology and progression due to the complexity and inaccessibility of brain tissue, and an imprecise diagnostic taxonomy based exclusively on clinical phenomenology (57). While genetic data has limitations, most notably the constraints placed by heritability estimates, it may also hold advantages over clinically derived predictors, in view of the longitudinal time-course where most psychiatric disorders manifest, and polymorphic clinical manifestations that are often protean, time-limited, and poorly recalled. Unlike clinical
predictors, genetic predictors can be measured before the onset of symptoms and can be informative during the life-course. In contrast, several of the clinical features included in our model, such as number of lifetime episodes and the duration of depressive episode represents information that would not be available during a first episode or prior to the full manifestation of the disorder. Moreover, as discovery sample sizes increase, the divergence in risk between those at the tails of the PRS distribution will likely be greater. Improved computational tools that more accurately adjust for the effects of linkage disequilibrium in the generation of weights have shown promise in their improved ability to discriminate cases and controls in test sets (58). Combined, the increasing size of GWAS and improved computational, together with the inclusion of rarer variation, will push PRSs closer to their full potential as predicted by GWAS heritability estimates. These improved PRSs will likely be of greater clinical value.

Future Research

Here, I will highlight two areas of future research building on this preliminary study on the use of PRSs in discriminating mood disorder disease course.

First, the harmonization of EHR data across health systems with associated biobanks allows for the evaluation of granular patient data, longitudinally. Such datasets facilitate research on questions about how high polygenic risk scores may predict the accrual of psychiatric diagnoses, the presentation of psychiatric phenomenon, and the prescription of psychotropics over time. The cost of misdiagnosis may also be estimated.

Second, it will be important to prepare the ground for future prospective randomized trials in psychiatry that integrate genetic information. A body of research has
shown that delivery of genetic tests results in a variety of clinical settings does not have adverse consequences in terms of depression or anxiety. This had been a major concern in the era of whole-genome and whole-exome screening for research purposes (59,60). However, it is unclear whether this would hold true in patients who are at already higher risk for psychiatric disease. Individuals who present with a first depressive episode, or other psychiatric symptoms, may benefit from risk stratification with a polygenic risk score, however, they may be less inclined to choose to be tested for polygenic risk of more severe psychiatric disease due to reasons associated with historical stigma. Those that do choose to pursue testing may be less well equipped to assimilate test results than those presented with test results when they are not depressed.

In the community, physician interest and comfort with the use of PRSs for assisting with the management of comfort disease risk is still developing. Research that better delineates clinical decisions that could be nudged in one direction or another with PRSs, may help motivate clinical trials that are likely to influence physician decision making. PRSs may change a psychiatrist’s threshold to augment anti-depressant therapy with lithium in patients with depression and high BD PRS. Similarly, high PRSs for severe psychiatric disease may adjust a primary care provider’s threshold for referring to psychiatry or therapy in patients with first episode depression. A more thorough understanding of how physicians would respond to PRS, would increase the likelihood of defining clinically relevant thresholds for prospective studies.

Many psychiatric diseases emerge during adolescence, a period of substantial neurobiological change. If disease modifying therapies are developed based on targeting
genetic factors identified through GWAS for psychiatric disease, the timing of the delivery of such therapies will likely need to be at or before disease onset. This represents another important future role for PRSs in predicting disease and adds urgency to developing paradigms around ethical and practical concerns about the use of PRS in clinical decision-making and the design of prospective trials.

Limitations

An important strength of our study is that rather than comparing cases and healthy controls, we focus on the more clinically relevant comparison between two disorders with symptom overlap yet require relatively distinct forms of pharmacotherapy. As such, we therefore restricted our sample to subjects with either disorder who were diagnosed with identical diagnostic instruments and genotyped with the same microarray chip, in order to mitigate confounding. Additionally, our current analysis focused on the more realistic assumption that polygenic risk scores will ultimately be used in conjunction with traditional clinical risk factors, rather than studied or applied in isolation. We therefore applied polygenic risk scoring to previously identified clinical factors that had shown replicable associations in a prior comparison of BD and MDD (11). Our results therefore may have greater face validity while providing a more contextual view of where PRS may have clinical utility in future studies.

As an initial proof of concept study, there are also several important limitations. We have analyzed opportunistically samples previously collected for genetic studies that focused on the ascertainment of the more severe types of BD and on recurrent forms of MDD. Further work should test the performance of psychiatric PRS in discriminating MDD
and BD cases in more naturalistic clinical cohorts that include the full manifestation of the BD-MDD mood spectrum, particularly in the early phases of illness (61). Second, our clinical features were derived from a single cross-sectional evaluation that is subject to typical retrospective limitations, including recall bias (62). Although best-estimate procedures include additional information to supplement the interview, it is possible that certain symptoms may have been under-reported. Third, we limited our focus to clinical factors to available in our shared diagnostic instrument identified by our previous study (11), whereas a more comprehensive diagnostic model may ultimately include additional risk and state related factors that may only be reliably assessed using a prospective cohort. Lastly, our study was performed in samples of European ancestry. It is likely that these PRSs would be less predictive in non-European samples, which reflects a central limitation of integrating currently available PRS into clinical medicine, and one which has consequences for health equity (63).
Tables and Figures

Table 1. Characteristics of Bipolar Disorder and Major Depressive Disorder samples (n=1773).

<table>
<thead>
<tr>
<th></th>
<th>BD (n=843)</th>
<th>MDD (n=930)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>556 (66.0)</td>
<td>651 (70.0)</td>
</tr>
<tr>
<td>Age at interview, mean (s.d.)</td>
<td>42.0 (12.3)</td>
<td>40.2 (11.8)</td>
</tr>
<tr>
<td>Years education, mean (s.d.)</td>
<td>14.9 (2.7)</td>
<td>16.0 (2.8)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>250 (29.8)</td>
<td>352 (47.8)</td>
</tr>
<tr>
<td>Length in weeks, mean (s.d.)</td>
<td>35.8 (93.7)</td>
<td>81.9 (179.0)</td>
</tr>
<tr>
<td>Number of lifetime episodes, mean (s.d.)</td>
<td>22.1 (51.2)</td>
<td>8.0 (14.0)</td>
</tr>
<tr>
<td>Number of mixed symptoms, mean (s.d.)</td>
<td>1.3 (2.3)</td>
<td>0.5 (1.0)</td>
</tr>
<tr>
<td>Psychomotor retardation, number (%)</td>
<td>492 (58.4)</td>
<td>304 (32.7)</td>
</tr>
<tr>
<td>Delusions, number (%)</td>
<td>194 (23.0)</td>
<td>27 (3.0)</td>
</tr>
<tr>
<td>High after antidepressant, number (%)</td>
<td>357 (42.3)</td>
<td>105 (11.3)</td>
</tr>
<tr>
<td>Incapacitation, number (%)</td>
<td>672 (79.7)</td>
<td>382 (41.1)</td>
</tr>
</tbody>
</table>
Table 2: Odds Ratios of BD versus MDD Status for Clinical Features and Polygenic Risk Scores. Results of multivariate logistic regression with clinical features, symptoms and PRS as predictors of BD-MDD status (OR=odds ratios, CIL= lower bound 95% confidence interval, CIU=upper bound 95% confidence interval). Adjusted for 10 PCs, age and sex. Units for PRS is per standard deviation.

<table>
<thead>
<tr>
<th>Feature</th>
<th>OR</th>
<th>CIL</th>
<th>CIU</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMR</td>
<td>2.45</td>
<td>1.92</td>
<td>3.13</td>
<td>7.20</td>
<td>5.99×10^{-13}</td>
</tr>
<tr>
<td>Del</td>
<td>5.71</td>
<td>3.58</td>
<td>9.43</td>
<td>7.10</td>
<td>1.29×10^{-12}</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.26</td>
<td>1.16</td>
<td>1.37</td>
<td>5.53</td>
<td>3.18×10^{-8}</td>
</tr>
<tr>
<td>Episodes</td>
<td>1.02</td>
<td>1.01</td>
<td>1.03</td>
<td>5.56</td>
<td>2.66×10^{-8}</td>
</tr>
<tr>
<td>Weeks</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>-5.12</td>
<td>3.06×10^{-7}</td>
</tr>
<tr>
<td>High</td>
<td>3.70</td>
<td>2.76</td>
<td>4.97</td>
<td>8.76</td>
<td>&lt;2×10^{-16}</td>
</tr>
<tr>
<td>Incap</td>
<td>3.41</td>
<td>2.65</td>
<td>4.40</td>
<td>9.49</td>
<td>&lt;2×10^{-16}</td>
</tr>
<tr>
<td>BD PRS(^{a})</td>
<td>1.39</td>
<td>1.19</td>
<td>1.61</td>
<td>4.32</td>
<td>1.57×10^{-5}</td>
</tr>
<tr>
<td>SCZ PRS(^{a})</td>
<td>1.46</td>
<td>1.22</td>
<td>1.73</td>
<td>4.21</td>
<td>2.57×10^{-5}</td>
</tr>
</tbody>
</table>

\(^{a}\)Per standard deviation from the mean.
Table 3. PRS Association with Clinical Features. Association between top performing bipolar disorder (BD) and schizophrenia (SCZ) polygenic risk scores and individual clinical features (model including diagnosis, first 10 principal components, age and sex). Top performing PRSs are defined as those calculated from p-value thresholds for BD (0.003) and SCZ (0.3), which maximized association with BD-MDD status. Results from logistic regression with Z statistics are reported for binary variables: presence of psychomotor retardation, delusions, incapacitation, and high feeling after antidepressant treatment. Results from linear regression with t-statistic are reported for continuous variables (length of worst depression in weeks, number of episodes, and number of mixed symptoms).

<table>
<thead>
<tr>
<th>PRS</th>
<th>SCZ</th>
<th></th>
<th>BD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
<td>P</td>
<td>Estimate</td>
</tr>
<tr>
<td>Length worst depression</td>
<td>11.264</td>
<td>3.942</td>
<td>0.004a</td>
<td>2.044</td>
</tr>
<tr>
<td>Psychomotor retardation</td>
<td>0.003</td>
<td>0.061</td>
<td>0.958</td>
<td>0.068</td>
</tr>
<tr>
<td>Number of mixed symptoms</td>
<td>-0.008</td>
<td>-0.156</td>
<td>0.876</td>
<td>-0.118</td>
</tr>
<tr>
<td>Incapacitation</td>
<td>0.003</td>
<td>0.061</td>
<td>0.958</td>
<td>0.214</td>
</tr>
<tr>
<td>High after antidepressant</td>
<td>-0.056</td>
<td>0.067</td>
<td>0.404</td>
<td>-0.040</td>
</tr>
<tr>
<td>Number of episodes</td>
<td>-0.505</td>
<td>1.001</td>
<td>0.614</td>
<td>-1.122</td>
</tr>
<tr>
<td>Delusions</td>
<td>0.037</td>
<td>0.087</td>
<td>0.672</td>
<td>-0.257</td>
</tr>
</tbody>
</table>

*a*significant after Bonferroni correction (p<0.007) for multiple tests.
Figure 1. Density distribution of bipolar disorder (BD) (a) and schizophrenia (SCZ) (b) polygenic risk scores (PRSs) in BD and major depressive disorder (MDD) samples. PRS represents standardized residuals after adjustment for first ten principal components, age and sex. Dashed=MDD; solid= BD.
Figure 2. Odds ratios for bipolar disorder (BD) versus major depressive disorder and confidence intervals by decile for top BD and schizophrenia polygenic risk score predictors (using residuals adjusting for first 10 principal components, age and sex). Odds ratios measured against lowest decile.
Figure 3. C-indices for models classifying bipolar disorder (BD) and major depressive disorder (MDD) showing the additive effect of genetic information to clinical models. The figure is divided into four sections. (1) Reference model including 10 principal components, age and sex. (2) Models including polygenic risk scores (PRSs) from bipolar disorder (BD) and schizophrenia (SCZ) GWAS. (3) Models with each clinical feature or symptom, individually, with (blue) and without (black) PRSs. (4) “Symptoms,” or data which could be ascertained at first interview (number of mixed symptoms, presence of delusions and psychomotor retardation), and a total model with all symptoms and clinical features, with and without PRSs. All models included 10 principal components, age and sex. High=High after antidepressant treatment; Incap=incapacitation during worst depressive episode; Mixed=Number of mixed symptoms during worst depressive episode; PMR=Psychomotor retardation during worst depressive episode; Weeks=Length of longest depressive episode.
Supplementary Table 1. $\Delta R^2$ for model with PRS as classifier of BD-MDD (against baseline model with first 10 PCs, sex and age at interview). BD=PRS derived from Bipolar Disorder GWAS. SCZ=PRS derived from Schizophrenia GWAS.

<table>
<thead>
<tr>
<th>P-value Threshold</th>
<th>R²</th>
<th>$\Delta R^2$</th>
<th>OR</th>
<th>SE</th>
<th>Z</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>0.0610</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BD: 0.0001</td>
<td>0.0648</td>
<td>0.0038</td>
<td>1.12</td>
<td>0.0504</td>
<td>2.29</td>
<td>2.21x10^{-2}</td>
</tr>
<tr>
<td>BD: 0.0003</td>
<td>0.0617</td>
<td>0.0007</td>
<td>0.949</td>
<td>0.0523</td>
<td>-1.00</td>
<td>3.15x10^{-1}</td>
</tr>
<tr>
<td>BD: 0.001</td>
<td>0.0622</td>
<td>0.0012</td>
<td>0.934</td>
<td>0.0526</td>
<td>-1.31</td>
<td>1.92x10^{-1}</td>
</tr>
<tr>
<td>BD: 0.003</td>
<td>0.0963</td>
<td>0.0353</td>
<td>1.59</td>
<td>0.0672</td>
<td>6.91</td>
<td>4.94x10^{-12}</td>
</tr>
<tr>
<td>BD: 0.01</td>
<td>0.0942</td>
<td>0.0332</td>
<td>1.58</td>
<td>0.0686</td>
<td>6.71</td>
<td>1.97x10^{-11}</td>
</tr>
<tr>
<td>BD: 0.03</td>
<td>0.0917</td>
<td>0.0307</td>
<td>1.56</td>
<td>0.0685</td>
<td>6.46</td>
<td>1.08x10^{-10}</td>
</tr>
<tr>
<td>BD: 0.1</td>
<td>0.0907</td>
<td>0.0297</td>
<td>1.54</td>
<td>0.0683</td>
<td>6.36</td>
<td>2.05x10^{-10}</td>
</tr>
<tr>
<td>BD: 0.3</td>
<td>0.0903</td>
<td>0.0293</td>
<td>1.54</td>
<td>0.0683</td>
<td>6.31</td>
<td>2.73x10^{-10}</td>
</tr>
<tr>
<td>BD: 1</td>
<td>0.0902</td>
<td>0.0292</td>
<td>1.54</td>
<td>0.0682</td>
<td>6.30</td>
<td>3.01x10^{-10}</td>
</tr>
<tr>
<td>SCZ: 0.0001</td>
<td>0.0636</td>
<td>0.0026</td>
<td>1.14</td>
<td>0.0693</td>
<td>1.89</td>
<td>5.87x10^{-2}</td>
</tr>
<tr>
<td>SCZ: 0.0003</td>
<td>0.0619</td>
<td>0.0009</td>
<td>1.06</td>
<td>0.0488</td>
<td>1.13</td>
<td>2.59x10^{-1}</td>
</tr>
<tr>
<td>SCZ: 0.001</td>
<td>0.0612</td>
<td>0.0002</td>
<td>1.03</td>
<td>0.0504</td>
<td>0.546</td>
<td>5.85x10^{-1}</td>
</tr>
<tr>
<td>SCZ: 0.003</td>
<td>0.0655</td>
<td>0.0045</td>
<td>1.14</td>
<td>0.0540</td>
<td>2.49</td>
<td>1.28x10^{-2}</td>
</tr>
<tr>
<td>SCZ: 0.01</td>
<td>0.0643</td>
<td>0.0033</td>
<td>1.12</td>
<td>0.0541</td>
<td>2.15</td>
<td>3.16x10^{-2}</td>
</tr>
<tr>
<td>SCZ: 0.03</td>
<td>0.0850</td>
<td>0.024</td>
<td>1.38</td>
<td>0.0557</td>
<td>5.72</td>
<td>1.06x10^{-8}</td>
</tr>
<tr>
<td>SCZ: 0.1</td>
<td>0.0906</td>
<td>0.0296</td>
<td>1.44</td>
<td>0.0571</td>
<td>6.34</td>
<td>2.29x10^{-10}</td>
</tr>
<tr>
<td>SCZ: 0.3</td>
<td>0.0926</td>
<td>0.0316</td>
<td>1.46</td>
<td>0.0576</td>
<td>6.55</td>
<td>5.71x10^{-11}</td>
</tr>
<tr>
<td>SCZ: 1</td>
<td>0.0918</td>
<td>0.0308</td>
<td>1.45</td>
<td>0.0577</td>
<td>6.47</td>
<td>9.53x10^{-11}</td>
</tr>
</tbody>
</table>

$^a$ Difference baseline model and model with PRS.
Supplementary Table 2. C-index of a reference model, and models with polygenic risk scores (PRSs), clinical features, and a combination of clinical features and PRSs that associate with BD-MDD status. Symptoms include parts of history that likely could be obtained from a psychiatric history during a first episode depression (PMR + Mixed + Delusions). CIL=Lower bound of 95% confidence interval. CIU=Upper bound of 95% confidence interval.

<table>
<thead>
<tr>
<th>Model</th>
<th>C</th>
<th>CIL</th>
<th>CIU</th>
<th>Type</th>
<th>ΔC (with PRS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>0.603</td>
<td>0.577</td>
<td>0.629</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>SCZ</td>
<td>0.640</td>
<td>0.615</td>
<td>0.666</td>
<td>Genomic</td>
<td>0.037</td>
</tr>
<tr>
<td>BD</td>
<td>0.640</td>
<td>0.615</td>
<td>0.666</td>
<td>Genomic</td>
<td>0.038</td>
</tr>
<tr>
<td>BD + SCZ</td>
<td>0.654</td>
<td>0.629</td>
<td>0.679</td>
<td>Genomic</td>
<td>0.051</td>
</tr>
<tr>
<td>Weeks</td>
<td>0.670</td>
<td>0.645</td>
<td>0.695</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>Weeks + BD + SCZ</td>
<td>0.707</td>
<td>0.683</td>
<td>0.731</td>
<td>Combined</td>
<td>0.037</td>
</tr>
<tr>
<td>PMR</td>
<td>0.687</td>
<td>0.662</td>
<td>0.711</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>PMR + BD + SCZ</td>
<td>0.711</td>
<td>0.687</td>
<td>0.734</td>
<td>Combined</td>
<td>0.024</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.635</td>
<td>0.609</td>
<td>0.661</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>Mixed + BD + SCZ</td>
<td>0.688</td>
<td>0.664</td>
<td>0.712</td>
<td>Combined</td>
<td>0.053</td>
</tr>
<tr>
<td>Incapacitated</td>
<td>0.739</td>
<td>0.716</td>
<td>0.762</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>Incapacitation + BD + SCZ</td>
<td>0.760</td>
<td>0.738</td>
<td>0.782</td>
<td>Combined</td>
<td>0.021</td>
</tr>
<tr>
<td>High</td>
<td>0.717</td>
<td>0.693</td>
<td>0.741</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>High + BD + SCZ</td>
<td>0.748</td>
<td>0.726</td>
<td>0.771</td>
<td>Combined</td>
<td>0.031</td>
</tr>
<tr>
<td>Episodes</td>
<td>0.686</td>
<td>0.662</td>
<td>0.711</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>Episodes + BD + SCZ</td>
<td>0.716</td>
<td>0.693</td>
<td>0.739</td>
<td>Combined</td>
<td>0.030</td>
</tr>
<tr>
<td>Delusions</td>
<td>0.688</td>
<td>0.664</td>
<td>0.712</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>Delusions + BD + SCZ</td>
<td>0.730</td>
<td>0.707</td>
<td>0.753</td>
<td>Combined</td>
<td>0.042</td>
</tr>
<tr>
<td>Symptoms</td>
<td>0.759</td>
<td>0.737</td>
<td>0.781</td>
<td>Clinical</td>
<td></td>
</tr>
<tr>
<td>Symptoms + BD + SCZ</td>
<td>0.780</td>
<td>0.759</td>
<td>0.801</td>
<td>Combined</td>
<td>0.021</td>
</tr>
<tr>
<td>All Clinical</td>
<td>0.854</td>
<td>0.837</td>
<td>0.872</td>
<td>Clinical</td>
<td>-</td>
</tr>
<tr>
<td>All Clinical + BD</td>
<td>0.862</td>
<td>0.845</td>
<td>0.879</td>
<td>Combined</td>
<td>0.0076</td>
</tr>
<tr>
<td>All Clinical + SCZ</td>
<td>0.861</td>
<td>0.845</td>
<td>0.879</td>
<td>Combined</td>
<td>0.0074</td>
</tr>
<tr>
<td>All Clinical + BD + SCZ</td>
<td>0.865</td>
<td>0.848</td>
<td>0.881</td>
<td>Combined</td>
<td>0.011</td>
</tr>
</tbody>
</table>
Supplementary Figure 1. PCA demonstrating outliers that were removed prior to analysis.
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Abstract

Background. Although accurate differentiation between bipolar disorder (BD) and unipolar major depressive disorder (MDD) has important prognostic and therapeutic implications, the distinction is often challenging based on clinical grounds alone. In this study, we tested whether psychiatric polygenic risk scores (PRSs) improve clinically based classification models of BD vs. MDD diagnosis.

Methods. Our sample included 843 BD and 930 MDD subjects similarly genotyped and phenotyped using the same standardized interview. We performed multivariate modeling and receiver operating characteristic analysis, testing the incremental effect of PRSs on a baseline model with clinical symptoms and features known to associate with BD compared with MDD status.

Results. We found a strong association between a BD diagnosis and PRSs drawn from BD ($R^2 = 3.5\%$, $p = 4.94 \times 10^{-44}$) and schizophrenia ($R^2 = 3.2\%$, $p = 5.71 \times 10^{-44}$) genome-wide association meta-analyses. Individuals with top decile BD PRS had a significantly increased risk for BD v. MDD compared with those in the lowest decile (odds ratio 3.39, confidence interval 2.19–5.25). PRSs discriminated BD v. MDD to a degree comparable with many individual symptoms and clinical features previously shown to associate with BD. When compared with the full composite model with all symptoms and clinical features PRSs provided modestly improved discriminatory ability ($\Delta C = 0.011$, $p = 6.48 \times 10^{-4}$).

Conclusions. Our study demonstrates that psychiatric PRSs provide modest independent discrimination between BD and MDD cases, suggesting that PRS could ultimately have utility in subjects at the extremes of the distribution and/or subjects for whom clinical symptoms are poorly measured or yet to manifest.

Introduction

Recurrent depressive syndromes, whether diagnostically linked to unipolar major depressive disorder (MDD) or to bipolar disorder (BD), affect as much as a fifth of the world’s population and are associated with substantial morbidity, increased risk for suicide, and premature mortality (Bauer et al., 2018; Kessler, 2012). Although the distinction between BD and MDD (Leonhard, Korff, & Schulz, 1962) has been validated by the discovery of pharmacologic agents with relative specificity for depressive and manic syndromes (Altshuler et al., 1995; Pacchiarotti et al., 2013), the greater frequency of depressive symptoms in BD often leads to prolonged periods of misdiagnosis and ineffective treatment (Baldessarini et al., 2013; Lish, Dime-Meenan, Whybrow, Price, & Hirschfeld, 1994). While subjects with a clear history of mania can be easily distinguished from those with MDD, many subjects with BD experience milder or atypical forms of (hypo)mania that may be difficult to recall or characterize, particularly within the context of routine clinical care (Das et al., 2005). Moreover, as the early manifestation of BD is often marked by depressive symptoms (Van Meter, Burke, Youngstrom, Faedda, & Correll, 2016), accurate diagnoses can be challenging to make on clinical grounds alone.

Clinical features such as psychotic symptoms, psychomotor retardation, greater overall severity, and earlier onset have been found to be more prevalent in subjects with bipolar depression (Frankland et al., 2018; Gan et al., 2011; Leonpacher et al., 2015; Mitchell et al., 2011). Nevertheless, these prevalence differences are generally modest and likely insufficient for diagnostic purposes. Combining symptoms with illness features into more comprehensive models of disease course can provide greater discrimination, with area under the curve (AUC) indexes ranging from 0.7 to 0.8 (Gan et al., 2011; Leonpacher et al., 2015; Schaffer et al., 2015).
However, clinical features can be imprecise, poorly recalled, and often only provide prognostic utility after their manifestation, thereby limiting their relevance in prodromal and early onset cases, where the need for better diagnostic indices is arguably greatest (Van Meter et al., 2016).

The strong genetic basis of most psychiatric disorders can, theoretically, provide diagnostic information, particularly in scenarios of clinical uncertainty. Yet, as the genetic basis of complex disorders such as BD and MDD is overwhelmingly polygenic (Stahl et al., 2019; Wray, Goddard, & Visscher, 2007), clinically relevant stratification is most likely when considering genetic markers in aggregate in the form of polygenic risk scores (PRSs) (Purcell et al., 2009; Wray et al., 2007). The extent of the genetic predictive potential is bounded by the overall heritability attributable to additive effects of common variation ['genome-wide association study (GWAS) heritability'], ranging from about 10% for MDD to 20–30% for more heritable disorders such as BD or schizophrenia (SCZ) (Howard et al., 2018; Pardiñas et al., 2018; Stahl et al., 2019). However, the proportion of variance explained (R²) by currently available PRSs is more modest, ranging from ∼12% for SCZ, to ∼8% for BD and ∼2–3% for MDD (Howard et al., 2018; Pardiñas et al., 2018; Stahl et al., 2019). Although the predictive ability of GWAS-derived PRS is expected to increase with larger meta-analytic sample sizes, available PRSs are nevertheless beginning to yield association with clinically relevant outcomes. Recent examples include the association of increased SCZ PRSs with a decreased response to antipsychotics in first-episode psychosis (Zhang et al., 2019), and a decreased response to lithium in BD (Amare et al., 2017).

Potentially, the most successful application of PRS thus far has occurred in cardiovascular disorders, where population-based samples have provided strong evidence that PRS can identify that proportion of the population at high risk for cardiovascular morbidity who are likely to benefit from more intensive treatment strategies and/or implementation of risk mitigation strategies (Khera et al., 2017, 2018, 2019).

In this study, we have explored the degree to which PRSs may aid in distinguishing bipolar from unipolar depression, arguably one of the most important clinical decisions in psychiatry, since the prognosis and optimal treatment of either disorder is likely to be different for most patients. We specifically selected samples that were genetically typed and phenotyped, thereby allowing us to test the effect of PRSs individually, but also within the broader context of clinical risk factors typically used to help with clinical decision making.

Materials and methods

Subjects

The sample included BD and MDD cases from the National Institute of Mental Health (NIMH) Bipolar Disorders Initiative and Genetics of Recurrent Early-Onset Depression (GenRED) collections, respectively, which were initially ascertained for genetic studies and have undergone previous case–control GWAS analyses (Shi et al., 2011; Smith et al., 2011). These samples were originally collected under Institutional Review Board (IRB) approved protocols (Shi et al., 2011; Smith et al., 2011) that included informed consent for genetic studies and data sharing.

Both studies used the Diagnostic Interview for Genetic Studies (DIGS) and similar best estimate procedures (Nurnberger et al., 1994) based on DSM-IV criteria. Subjects were restricted to high-confidence diagnoses of BD or MDD, with diagnostic confidence levels of 3 (‘confident – most but not all diagnostic criteria have been met for a typical case’) or 4 (‘high – typical presentation of a clear case that meets all diagnostic criteria’). We subsequently selected unrelated subjects of European ancestry who were genotyped on the Affymetrix 6.0 Microarray and independent of the initial training set GWAS meta-analyses samples. Following these criteria, there were 843 subjects broadly diagnosed as BD (808 with BD type I and 35 with schizo-affective disorder, bipolar type) and 930 with recurrent MDD. Further clinical information is provided in Table 1.

Clinical symptoms/features

In our previous study, we tested a large number of symptoms (directly inquired from the research participant) and clinical features (defined as descriptors of the available illness course) and prioritized seven symptoms/features that showed replicated evidence for association with BD v. MDD and that remained significant in a multivariate model (Leonpacher et al., Table 4). Building on our prior study, we have restricted our test to these four previously associated symptoms (psychomotor retardation, incapacitation, delusions, and number of mixed symptoms during worst depressive episode) and three associated clinical features (length of most severe episode, number of depressive episodes, and antidepressant-induced ‘high’ feeling).

We included all available subjects, including 984 (∼55% of the current sample) subjects who had been previously used to select the discriminating clinical symptoms/features. Although the overlapping subjects theoretically could lead to concerns of overfitting, we note that the clinical symptoms/features were replicated in our prior studied (Leonpacher et al.) and that further sensitivity

| Table 1. Clinical symptoms and features across the BD and MDD samples (n = 1773) |
|-----------------------------------------------|-----------------|-----------------|
| Demographics                                    | BD               | MDD              |
| Gender, n (%)                                   | (n = 843)        | (n = 930)        |
| Female                                          | 556 (66.0)       | 651 (70.0)       |
| Age at interview, mean (s.d.)                  | 42.0 (12.3)      | 40.2 (11.8)      |
| Years education, mean (s.d.)                   | 14.9 (2.7)       | 16.0 (2.8)       |
| Married, n (%)                                  | 250 (29.8)       | 352 (47.8)       |
| Age at onset, mean (s.d.)                      | 17.8 (8.8)       | 16.9 (5.3)       |
| Clinical symptoms                               |                 |                 |
| Number of mixed symptoms, mean (s.d.)          | 1.3 (2.3)        | 0.5 (1.0)        |
| Psychomotor retardation, number (%)            | 492 (58.4)       | 304 (32.7)       |
| Incapacitation, number (%)                      | 672 (79.7)       | 382 (41.1)       |
| Delusions, number (%)                          | 194 (23.0)       | 27 (3.0)         |
| Number of mixed symptoms, mean (s.d.)          | 1.3 (2.3)        | 0.5 (1.0)        |
| High after antidepressant, number (%)          | 357 (42.3)       | 105 (11.3)       |
analyses in our current sample showed no differences in discriminatory ability between the overlapping and non-overlapping samples. The final sample included a total of 1773 subjects, consisting of 843 with BD and 930 with recurrent MDD.

**Genome-wide association study (GWAS)**

Cases with BD and MDD were genotyped using the Affymetrix 6.0 micro-array. Raw genotypes were combined using PLINK1.9 (Chang et al., 2015) followed by sequential quality control (QC) steps removing: (1) single-nucleotide polymorphisms (SNPs) with missing rates ≥5%; (2) individuals with overall missing rates ≥2%; (3) remaining SNPs with missing rates ≥2%; (4) SNPs in Hardy–Weinberg disequilibrium (p < 0.000001); and (5) remaining SNPs with differential missing rates >2%. The filtered combined file underwent additional QC/harmonization steps (https://www.well.ox.ac.uk/~wrayner/tools/HRC-1000G-check-bim-v4.2.7.zip) prior to imputation to the multiethnic 1000Genomes version 3 reference panel. Imputation was performed using the Michigan Imputation Server and high-quality genotypes (r² > 0.6) with a minor allele frequency of 1% or greater were extracted and converted to the PLINK format for downstream analyses. Principal components analysis (PCA) was performed using PLINK1.9 by combining the filtered genotypes with the 1000G multi-ethnic panel and extracting the top 10 principal components (PCs). We excluded five samples that were outliers in the PCA (online Supplementary Fig. S1).

**Calculation of PRSs**

PRSs were calculated using recommended parameters in LD-Pred (Vilhjalmsdottir et al., 2015), which uses a Bayesian algorithm to infer the mean effect at each individual marker while accounting for linkage disequilibrium (LD) between markers. We utilized summary statistics from the largest meta-analysis GWAS of BD (Stahl et al., 2019) and SCZ (Pardiñas et al., 2018) as the training datasets and the European subjects from the 1000Genomes version 3 as the LD reference genotypes. Using an LD-radius of 1775 and 1981, weighted risk scores were constructed for 5 325 407 and 5 943 410 markers in the harmonized BD and SCZ datasets, respectively. PRSs were derived across nine training dataset thresholds, defined as the assumed fraction of causal variants (z = 1, 0.3, 0.1, 0.03, 0.01, 0.003, 0.001, 0.0003, 0.0001), and standardized by using the standard deviation as the unit of measure. PRS thresholds were selected to maximize the explained difference between BD and MDD phenotypes. The optimal LD-Pred threshold ('fraction of causal variants') was 0.3 for SCZ and 0.003 for BD; however, other thresholds yielded broadly similar discriminatory ability (online Supplementary Table S2).

**Statistical analysis**

All analyses were performed in R version 3.4.2. Association of PRSs with phenotype status was performed with a generalized linear model using a logit link function. We initially fit baseline models with BD v. MDD status as the outcome variable and the first 10 PCs, age, and sex as covariates. We subsequently added the PRS variable into that base model and compared the difference in Nagelkerke’s pseudo-R² (ΔR²) to estimate the proportion of variance attributable to the PRS. For better interpretability, the sample was stratified into deciles using the residuals of the top performing BD and SCZ PRSs adjusted for first 10 PCs, age, and sex. Odds ratios (ORs) for BD v. MDD status and 95% confidence intervals (CIs) were calculated for each decile in comparison with the first decile (Table 2).

We performed a receiver operating characteristic analysis to estimate the discriminatory potential of PRS by measuring the AUC or C-statistic associated with each model. We initially fit a logistic model with the first 10 PCs, age, and sex, and then measured the C-index. To this baseline model, we added PRSs derived from the BD and SCZ PRSs using the optimal LD-Pred threshold described above. We subsequently tested the increase in C-statistic from each of the four individual symptoms (psychomotor retardation, incapacitation, delusions, and number of mixed symptoms) and three clinical features (length of most severe episode, number of episodes, high after AD Rx) using the optimal LD-Pred threshold (‘fraction of causal variants’) was 0.3 for SCZ and 0.003 for BD; however, other thresholds yielded broadly similar discriminatory ability (online Supplementary Table S2).
BD PRS to measure the respective additive effect of PRS.
Subsequently, we performed the above analyses serially for: all clinical symptoms combined, all clinical features combined, and a composite of all symptoms and clinical features.

Lastly, we tested the association of the top performing BD and SZ PRS with each of the symptoms/clinical features listed above, controlling for diagnosis. Logistic regression was used for binary variables (the presence of psychomotor retardation, delusions, incapacitation, and high feeling after antidepressant) and linear regression for continuous variables (length of worst depression incapacitation, and high feeling after antidepressant) and linear variables (the presence of psychomotor retardation, delusions, and mixed symptoms). The results are shown in Table S2. The classifying ability of PRSs in models with individual clinical features (data shown in online Supplementary Table S1) is likely to be independent of that based on clinical features (data shown in online Supplementary Table S2). The classifying ability of PRSs in models with individual clinically based predictors varied based on the specific variable. For example, the combined PRSs provided a larger increase in discriminatory ability in a model with delusions alone (ΔC = 0.042) than incapacitation alone (ΔC = 0.021).

Polygenic association with BD v. MDD
Given the strong co-heritability between BD and SCZ (The Consortium et al., 2018), we performed polygenic analyses utilizing the largest meta-analyses of each disorder for polygenic risk scoring, while ensuring that the BD and MDD samples were independent of the training set samples. In our primary analysis, we found that PRS for BD was strongly associated with BD compared with MDD (ΔR² = 3.53%, p = 4.94 × 10⁻¹⁵), with an effect size approximately half of that usually seen in BD case-control studies. Similarly, PRS for SCZ was also similarly associated with BD v. MDD phenotype (ΔR² = 3.16%, p = 5.71 × 10⁻¹⁵). While the distribution of PRS among BD and MDD samples showed prominent overlap, greater discriminative ability was present at the more extreme values of PRS, as has been observed in other common complex disorders (Fig. 1).

Using PRSs to help classify the overall sample, we found that a baseline model with covariates and PRS produced an AUC for the BD and SCZ PRS, respectively and C-statistic of 0.65 for the combined PRS (online Supplementary Table S1). For ease of interpretability, we divided the samples into PRS deciles, finding that individuals with PRS in the top decile had an OR of 3.39 (CI 2.19–5.25) when compared with the lowest decile. Similarly, those in the top decile of SCZ PRS residuals had an OR of 3.07 (CI 1.99–4.73) compared with the lowest decile, in terms of BD–MDD status (Fig. 2).

Genetic risk and clinical features
In a multivariate model adjusted for covariates, we found significant associations the BD and SCZ PRSs as well as of the seven clinical symptoms/features tested (Table 1). As shown in Fig. 3, we found that the combined PRS contributed significant additive effects to all individual clinical features, providing evidence that prediction based on PRS is likely to be independent of that based on clinical features (data shown in online Supplementary Table S2). The classifying ability of PRSs in models with individual clinically based predictors varied based on the specific variable. For example, the combined PRSs provided a larger increase in discriminatory ability in a model with delusions alone (ΔC = 0.042) than incapacitation alone (ΔC = 0.021). Polyygenic risk was also found to increase discrimination when compared with the combined symptoms and combined clinical features categories. As the combined symptoms category represents a set of symptoms that could be plausibly ascertained on initial presentation, these results suggest that PRS could provide additional predictive ability early in the illness course before the longitudinal clinical features have had time to become established themselves. When both symptoms and clinical features were combined, the AUC increase to 0.855, which was consistent with our
prior study (Leonpacher et al., 2015). However, even in the full multi-variate clinical model, the effect of the combined PRS remained significant and led to modest but statistically significant increases in discriminatory ability ($\Delta C = 0.011, p = 6.48 \times 10^{-4}$).

**Association of PRS with symptoms and clinical features**

Finally, in order to explore the specific effect of polygenic risk, we sought to test whether the polygenic signal was differentially associated with individual clinical symptoms or features, thereby providing a more granular view of the underlying genetic susceptibility. Using a logistic regression model adjusted for covariates that included the main effect of diagnosis, we found a single significant association with BD PRS and incapacitation (Table 3). In contrast, the SCZ PRS was associated with longer length of depression ($p = 0.0043$), but not with any of the additional risk factors, suggesting that the BD and SCZ PRS have heterogeneous effects despite comparable overall predictive effects.

**Discussion**

While mania remains the cardinal syndrome that defines the diagnosis of BD, subjects often initially present with years of depressive symptoms (Bauer et al., 2018) that can result in misdiagnosis on initial presentation, potentially leading to the initiation of treatments of limited efficacy (Sachs et al., 2007) that may be associated with iatrogenic harm (Baldessarini et al., 2013). Even when present, relevant clinical symptoms are under-recognized or poorly measured, particularly in primary care settings (Das et al., 2005). Hence, there is a clear need for better prognostic tools that can help identify subjects at high risk for developing BD.

In this study, we have tested whether markers of genetic susceptibility for BD or SCZ (as indexed by PRSs) can augment traditionally used clinically based factors, in helping to identify subjects presenting with depressive symptoms who may be at high risk for ‘converting’ to BD. We found that PRSs derived from the most recent PGC GWAS discriminate modestly between BD and MDD cases, with BD PRS demonstrating a slightly higher association than SCZ PRS. Subjects with top decile BD PRS were more than three times as likely to have BD than MDD, compared with those in the lowest BD PRS decile, a level of discrimination that is similar to that found in a recent study of PRS in first-episode psychosis (Vassos et al., 2017). In addition, PRSs had comparable classifying ability to individual clinical features and/or symptoms previously shown to associate with BD, although when included in a model with all clinical features and symptoms, the increase in overall classification was modest. Nevertheless, the effect of PRSs appeared to be largely independent of the clinical features, suggesting that PRSs may represent orthogonal risk factors that may provide incremental information beyond traditional clinical factors.

In other medical disorders, PRSs are increasingly being studied for their potential use in the prediction of common disorders such as heart disease (Khara et al., 2018), type-II diabetes (Udler, McCarthy, Florez, & Mahajan, 2019), obesity (Khara et al., 2019), and cancers such as breast (Mavaddat et al., 2019) and prostate cancer (Seibert et al., 2018). In such examples, clinical utility is most likely to be found in the extremes of the PRS distribution, where the degree of increased risk approximates those found in our study. PRS for these disorders has also been found to be largely independent of clinically based risk estimation tools, including family history, suggesting that PRS could have an independent and incremental role in comprehensive models to inform decision making on prevention therapies and screening (Lee et al., 2019). Indeed, in some disorders such as coronary artery disease, PRS has not only been associated with increased risk, but also with a greater likelihood of benefit from pharmacological treatment (Mega et al., 2015). However, for most studied disorders, including BD, the link to specific clinical utility is currently unclear and will require further study based on prospective cohort studies and randomized trials. Ultimately, the most informative risk models are likely to integrate epidemiologic parameters, clinical data, non-genetic biomarkers, and potentially a broader index of genetic risk, summing the effects both common and rare variants.

While genetic data have important limitations, including the constraints placed by heritability estimates, it may also hold advantages over more traditional clinically derived predictors. Unlike most clinical predictors, genetic predictors can be measured before the onset of symptoms and can be informative throughout the life-course of the illness. In contrast, several of the clinical features included in our model, such as number of lifetime episodes, or the duration of depressive episode represents information that would not be available during a first episode or prior to the full manifestation of the disorder. Moreover, clinical symptoms are often experienced in a time-limited manner, leading to poor recall and suboptimal inter-rater reliability (Regier et al., 2013).
An important strength of our study is that rather than comparing cases and healthy controls, we focus on the more clinically relevant comparison between two disorders with prominent symptom overlap that nevertheless require relatively distinct forms of pharmacotherapy. As such, we therefore restricted our analyses to subjects with either disorder who were diagnosed with identical diagnostic instruments and genotyped with the same microarray chip, in order to minimize the potential for confounding. Additionally, our current analysis focused on the arguably more realistic assumption that PRSs will be used in
Table 3. Polygenic association with individual symptoms and clinical features

<table>
<thead>
<tr>
<th>PRS</th>
<th>SCZ</th>
<th></th>
<th>BD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β estimate</td>
<td>s.e.</td>
<td>p value</td>
<td>β estimate</td>
<td>s.e.</td>
</tr>
<tr>
<td>Psychomotor retardation</td>
<td>0.003</td>
<td>0.061</td>
<td>0.958</td>
<td>0.068</td>
<td>0.067</td>
</tr>
<tr>
<td>Incapacitation</td>
<td>0.003</td>
<td>0.061</td>
<td>0.958</td>
<td>0.214</td>
<td>0.072</td>
</tr>
<tr>
<td>Delusions</td>
<td>0.037</td>
<td>0.087</td>
<td>0.672</td>
<td>−0.257</td>
<td>0.104</td>
</tr>
<tr>
<td>Number of mixed symptoms</td>
<td>−0.008</td>
<td>−0.156</td>
<td>0.876</td>
<td>−0.118</td>
<td>0.056</td>
</tr>
<tr>
<td>Duration (weeks)</td>
<td>11.264</td>
<td>3.942</td>
<td>0.004*</td>
<td>2.044</td>
<td>4.607</td>
</tr>
<tr>
<td>Number of episodes</td>
<td>−0.505</td>
<td>1.001</td>
<td>0.614</td>
<td>−1.122</td>
<td>1.167</td>
</tr>
<tr>
<td>High after antidepressant</td>
<td>−0.056</td>
<td>0.067</td>
<td>0.404</td>
<td>−0.040</td>
<td>0.079</td>
</tr>
</tbody>
</table>

Results show the association between individual clinical symptoms or features and PRSs derived for BD and SCZ. Binary variables were tested using logistic regression models, whereas continuous variables were tested using linear models. All models are adjusted for diagnosis, the first 10 PCs, age, and sex.

*Significant after Bonferroni correction (p < 0.007) for multiple tests.

conjunction with traditional clinical risk factors, rather than studied or applied in isolation. We therefore applied polygenic risk scoring to previously identified clinical factors that had shown replicable associations in a prior comparison of BD and MDD (Leonacher et al., 2015). Our results therefore may have greater face validity while providing a more contextual view of where PRS may have clinical utility in future studies.

As an initial proof of concept study, there are also several important limitations. We have analyzed opportunistically samples previously collected for genetic studies that focused on the ascertainment of the more severe types of BD and on recurrent forms of MDD. Further work should test the performance of psychiatric PRS in discriminating MDD and BD cases in more naturalistic clinical cohorts that include the full manifestation of the BD v. MDD mood spectrum, particularly in the early phases of illness (Smith & Craddock, 2011). Second, our clinical features were derived from a single cross-sectional evaluation that is under-reported. Third, we limited our focus to clinical factors include additional diagnostic information to supplement the clinical information in clinical decision-making algorithms. Lastly, our study was performed exclusively in samples of European ancestry with PRSs similarly derived in GWAS meta-analyses of subjects of European ancestry. These PRSs are known to be less predictive in non-European samples, reflecting a central limitation of integrating currently available PRS into clinical medicine, and one which has important consequences for health equity (Martin et al., 2019).
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Cognitive impairment is a common feature of the major psychotic disorders, with deficits often present in at risk individuals and unaffected first-degree relatives. Previous studies have suggested that polygenic risk scores (PRS) for schizophrenia (SCZ) are associated with cognitive deficits, but there has been little examination of this association in longitudinal datasets, or comparison with other disorders. We used mixed models to study the association between PRS for 4 adult onset psychiatric disorders with cross-sectional cognitive performance and longitudinal cognitive decline in 8616 older adults from the Health and Retirement Study (HRS), followed for an average of 10 years. PRS were computed for SCZ, bipolar disorder (BD), Major Depressive Disorder (MDD), and Alzheimer’s disease (ALZ). SCZ PRS associated with decreased cognitive function ($z = -3.00, p = .001, \Delta R^2 = 0.04\%$), which was largely driven by an association with impaired attention and orientation ($z = -3.33, P = 4.3 \times 10^{-4}, \Delta R^2 = 0.08\%$). We found no effect of BD or MDD PRS on cognition, in contrast to a robust effect of the APOE4/TOMM40 locus ($z = -5.05, P = 2.2 \times 10^{-7}, \Delta R^2 = 0.36\%$), which was primarily associated with impaired verbal memory ($z = -5.15, P = 1.3 \times 10^{-7}, \Delta R^2 = 0.21\%$). APOE4/TOMM40 locus and the ALZ PRS, but not the PRS for SCZ, were associated with greater cognitive decline. In summary, using a large, representative sample of older adults, we found evidence for different degrees of association between polygenic risk for SCZ and genetic risk factors for ALZ on cognitive function and decline, highlighting potential differences in the pathophysiology of cognitive deficits seen in SCZ and ALZ.

Key words: schizophrenia/polygenic risk/cognition/attention/cross-disorder/endophenotype/Alzheimer’s/APOE4/bipolar disorder/major depressive disorder

Introduction

Impaired cognitive function is a common feature of the major psychotic disorders, with deficits seen across many cognitive domains. Cognitive impairments are often present prior to the onset of psychotic symptoms, and may manifest, in more attenuated forms, in unaffected relatives of subjects with psychotic disorders. As such, cognitive deficits represent classical “endophenotypes,” although the precise nature of the causal relationship between psychosis and impaired cognitive function is still unclear. While cognitive decline is often seen at the time of first diagnosis, it may be confounded by the psychotic symptoms, or by the adverse effects of treatment targeted toward those symptoms. Hence, although cognitive difficulties and psychotic syndromes often co-occur, their etiological relationship remains uncertain.

The major psychotic syndromes, schizophrenia (SCZ) and bipolar disorder (BD), are highly heritable disorders whose genetic architecture is likely to be polygenic, with few, if any, loci of major effect. Similarly, most neurocognitive phenotypes have also been found to be heritable and polygenic in nature. For example, a recent, large scale ($N = 53 949$) study of general cognitive ability of adults in middle and older age estimated that up to 29% of the phenotypic variation was attributable to common variation, but found only 3 genome-wide significant loci, despite the large sample size. Among the genome-wide significant findings was the $APOE4/TOMM40$ locus, which is a strong risk factor for Alzheimer’s Disease (ALZ) and has previously been associated with modest cognitive decline in normal aging.

Given the frequent overlap between psychotic disorders and cognitive deficits, there is increasing interest in determining whether the relationship is potentially mediated through a genetic mechanism. Family and twin studies have provided evidence for a modest degree of phenotypic covariance between cognitive function and SCZ that appears primarily attributable to additive genetic effects. The familial relationship between cognitive function and other psychiatric disorders, such as BD...
and major depression, has been less studied, although a recent Danish Registry based study has suggested that a mild degree of impaired cognitive function may be associated with a family history of a broad range of psychiatric disorders.15

With the increasing availability of large genome-wide association study (GWAS) samples it is now possible to use polygenic modeling techniques to examine the extent to which genetic factors associated with a phenotype may influence another independent, or closely allied phenotype.16 Polygenic scores indexing susceptibility for a specific phenotype can be constructed from a GWAS “training” dataset and tested for an association with a second phenotype in an independent GWAS datasets. The question of whether liability for SCZ, as measured by SCZ polygenic risk scores (PRS), is associated with cognitive function or cognitive decline was initially addressed by McIntosh et al.,17 who found a modest association between PRS constructed from the first Psychiatric GWAS Consortium (PGC-1) meta-analysis of SCZ18 and cognitive decline between ages 11 and 70. The relationship between the PGC-1 SCZ risk scores and cognitive function was similarly tested by the Cognitive Genomics Consortium (COGENT),19 which found similar evidence for a negative association (meta-analytic \( P = 1.4 \times 10^{-4} \)) between the PGC-1 SCZ PRS and overall cognitive function in a combined meta-analysis of 4302 nonpsychiatric control subjects.

Although these studies have provided initial evidence for an association of SCZ risk scores with deficits in cognitive function, they have been limited by relatively small sample sizes for GWAS based analyses, and by the limited consideration of important confounders such as education and depressive symptoms. Moreover, since heritability estimates of cognitive function may vary with age,20,21 it may be of particular importance to test the genetic influences on cognitive function in older samples. Hence, we sought to revisit the question of whether SCZ PRS are associated with cognitive function or cognitive decline by making use of the more powerful training dataset from the recent PGC-2 meta-analysis of SCZ22 and the considerable resources of the Health and Retirement Study (HRS), a longitudinal cohort with GWAS and repeated cognitive evaluations available for 8616 middle-aged and older subjects of non-Hispanic Caucasian ancestry.

Materials and Methods

HRS and Inclusion Criteria

The HRS is a longitudinal study investigating the effects of aging and retirement on a representative sample of older Americans.23 From 1992 onwards, several cohorts have been followed as part of the HRS, with a “core” interview performed every 2 years using a mixed mode design (in-person and telephone interviews) to monitor work, health, social, psychological, family and economic status.24 More than 26 000 individuals have been studied, with DNA obtained from saliva in 12 507 participants. For the present analysis we selected participants from Waves 3 (1996) through Wave 10 (2010) when the same full-scale “total cognition” measure was consistently administered to the HRS participants. From these waves, we included individuals with: (1) at least 1 cognition measure taken at age 50 or later, (2) self-reported non-Hispanic Caucasian ancestry and (2) available genetic data. A total of 8616 individuals, with 40 257 cognition measures met these criteria.

Cognition Measures

The cognition measure in the HRS (“total cognition”) is a customized version of the Telephone Interview for Cognitive Status (TICS).25 The interview contained 3 phases: (1) a test for immediate recall of 10 nouns, (2) a mental status exam, including a task specific to attention (serial 7s) and a set of tasks for orientation and language (object and president naming, date recitation), and (3) a delayed recall test of the same 10 nouns from the immediate recall test, but given after 5 minutes had elapsed. Total cognition is a summary variable with a range of 0–35 that includes verbal memory (immediate and delayed recall) and mental status (which includes tests for orientation and attention). Our primary analysis focused on the aggregate (total cognition) score; however, we also performed secondary analyses on the attention/orientation and verbal memory subcomponents of the cognition measure to further delineate the effect of PRS on cognition.

Prior studies of the these measures have found that the telephone-administered cognitive battery is highly consistent with face-to-face interviews.26 The test-retest reliability of the TICS interview has been previously found to be high \( r \geq .9 \) in a number of studies of aging and dementia.25,27

Genotyping and Data Quality Control

DNA was collected from saliva samples of consenting HRS respondents in 2006 or 2008. DNA from these participants was genotyped by the Center for Inherited Disease Research (CIDR) on the Illumina Human Omni-2.5 Quad array. Quality control has been performed on this data by the original HRS investigators based on the guidelines described by Laurie et al.28 and described in the Quality Control Report for Genotypic Data downloaded from dbGaP. In brief, SNPs were excluded based on the following criteria: (1) minor allele frequency (MAF) = 0 to remove mono-allelic markers; (2) missing call rate ≥ 2%; (3) discordant calls or Mendelian errors in duplicate subjects or family based samples; (4) Hardy-Weinberg equilibrium (HWE) \( P\)-value <10\(^{-4}\) in European or African samples; (5) sex difference in allelic frequency ≥0.2; (6) sex differences in heterozygosity >0.3; and (7)
MAF < 0.01. As part of the centralized quality control procedures, duplicate and subjects were removed (this information is made available “Sample analysis.csv” file in dbGaP). Based on this information, we excluded 113 subjects found to have been cryptically related. Finally, since training datasets for the polygenic scores were derived from samples primarily of European Ancestry, we restricted our analyses to HRS participants who were of non-Hispanic Caucasian descent (N = 8616). We subsequently used the results of the ancestry based principal component analyses to exclude any potential outliers (defined as having a principal component >6 standard deviations from the mean) that may have been misclassified in regard to their ancestry (N = 59).

Imputation was originally performed for 12 507 samples using the phase I of the 1000 genomes as a reference dataset. The genotype and imputed data was obtained from dbGAP (accession ID: phs000428.v1.p1) following appropriate IRB approval. The imputed files were initially available in IMPUTE2 format. We extracted markers used in the polygenic scores in each disorder’s original training set marker and converted the IMPUTE2 dosage format into a single dosage format for polygenic risk scoring in PLINK1.9.

Polygenic Risk Score

PRS were calculated using the method originally described by the International Schizophrenia Consortium. We obtained summary results of the most recent PGC analyses of SCZ, BD, and Major Depressive Disorder (MDD). These summary statistics were pruned by the original study investigators to exclude markers in linkage disequilibrium. We also obtained the results of a recent meta-analysis of ALZ performed by the IGAP consortium. We subsequently used genotypes from the Caucasian participants of the 1000G project to prune the ALZ training set, removing markers in linkage disequilibrium using PLINK (clumping markers within 500kb and an r² > .25 of the index SNPs).

PRS for the HRS sample were calculated in PLINK using the imputed HRS data and the relevant training dataset. The logistic regression parameter (β) from the training dataset was used to weight the scoring. We calculated PRS for each individual for each of the 4 disorders at 8 P-value thresholds (P*) in PLINK (P* < .5; P* < .4; P* < .3; P* < .2; P* < .1; P* < .05; P* < .01; P* < .001).

Analysis

To utilize the longitudinal nature of cognition data in the HRS, we used a mixed modeling approach accounting for the repeated measures on each participant. Analyses were performed in STATA 12.1 using the xtmixed command. The random-intercept and random slope model included fixed effects terms for age, quadratic age, sex, education, diabetes, stroke, depression and the first 4 ancestry-based principal components. Four principal components were chosen based on evaluation of a scree plot of 10 principal components, which showed minimal changes in eigenvalues starting between the third and fourth principal component. The phenotypic covariates were chosen based on evidence from the literature that they are associated with decreased cognitive function or cognitive decline. Depression was measured using an 8-item version of the 20-item CES-D scale, which is widely used in population based studies and has been demonstrated to have high reliability and validity. The CES-D-W was also validated in 2 of the HRS waves and was found to have high internal reliability (Cronbach’s α = .81 and .83).

Diabetes and stroke status were operationalized as binary variables based on self-report of these conditions at any time during the study. Educational attainment was operationalized as a class variable (high school incomplete, general educational development [GED], high school graduate, college graduate, graduate degree holder).

Our primary analysis included all subjects of non-Hispanic Caucasian ancestry with at least 1 total cognition variable. As prior studies have shown that the major adult mental disorders are associated with lower cognitive function, we performed polygenic association analyses using 1-sided tests. We fit mixed effect models using the previously described covariates and polygenic scores as fixed effects, while including each individual as a random effect (random intercept). Age and age² were included in the model both as fixed and random effects (random slopes). To further characterize the effect of the polygenic scores on cognition, we examined their association with the verbal memory and mental status (attention and language) components of the cognitive exam. The distribution of the primary total cognition and the verbal memory variable were normally distributed, however, the attention and language components of the cognitive measure showed a strong left skew with a prominent ceiling effect (supplementary figure 1).

For polygenic scores that showed a significant main effect in the primary analysis (table 2), we performed an additional analysis to test whether the effect of the polygenic score changes over time, either in a linear or nonlinear (quadratic) pattern. We included interaction terms to test the effect of polygenic score with both age and age². A significant interaction term (P < .05) was interpreted as evidence to suggest that polygenic scores were associated with differing rates of cognitive decline.

A frequently used metric to measure and compare the effect of PRS on a phenotype of interest is the estimated proportion of phenotypic variance (R²) explained by the fitted model. The effect of the polygenic score can be estimated by subtracting a model that includes the score to a baseline model that includes all other covariates except for the polygenic score. Although the calculation of R² in traditional linear or logistic models is commonplace,
mixed models require methods that account for the correlation of individual data and the presence of hierarchical levels. In our analyses, we have used the Bosker-Snijders method to estimate $R^2$ in our multilevel analysis. This method accounts for hierarchical clustering (random intercepts) but does not take into account any potential explanatory effects from random slopes. It should therefore be seen as an approximation of $R^2$ best used to compare the results within our study, rather than across other studies, which may employ similar but not fully comparable study designs.

Results

Participant Characteristics

A total of 8616 individuals were included in the sample. The average number of total cognition measures per individual was 4.6, providing a total of 40,257 measures to be included in the analysis. The majority of subjects (63.3%) had ≥4 cognition measures (table 1). Subjects tended to be evenly distributed across educational attainment levels. The mean CES-D score in this sample was 0.96 (SD = 1.6), while 21.8% reported a history of diabetes and 11.3% reported at least 1 stroke. Participants had a mean follow-up period of 10.0 years.

SCZ PRS and Cognition

The PRS for SCZ was significantly associated with lower total cognition scores across all training set $P$-value thresholds (supplementary table 1), with the strongest results found using a training set threshold of $P_T = .05$ ($\beta = -.04, Z = -3.00, P = .001$). The proportion of variance accounted for by the polygenic score ($\Delta R^2$) was 0.04% (table 2). Further analysis of the polygenic association showed that it primarily affected the attention and orientation cognitive measure ($P_T = .05: \beta = -.02, z = -3.33, P = 4.3 \times 10^{-4}, \Delta R^2 = 0.08\%$), with relatively smaller effects on the verbal memory components of the cognitive score ($P_T = .05: \beta = -.02, z = -2.09, P = .02, \Delta R^2 = 0.02\%$; table 3).

BD and MDD PRS and Cognition

Given the emerging evidence that cognition may be familial-related to a broad range of psychiatric disorders, we tested whether polygenic scores derived from the PGC meta-analyses of other adult phenotypes (BD and MDD) were also associated with decline in cognitive function in the HRS. However, we found no significant association between polygenic risk for BD (best $P_T = .001: \beta = -.05, z = -1.50, P = .07, \Delta R^2 = 0.01\%$) or MDD (best $P_T = .2: \beta = -.000, z = -0.07, P = .37, \Delta R^2 = 0$). These cross-disorder results are shown in table 2.

Alzheimer’s PRS, APOE4 Locus, and Cognition

To compare the effect of polygenic scores from the common adult psychiatric disorders to an established neurocognitive disorder with a known genetic risk factor of major effect (APOE4 allele), we obtained summary data from the IGAP GWAS of ALZ and used it as a training dataset (after appropriate LD pruning) to calculate polygenic scores in the HRS dataset. The APOE4/TOMM40 risk locus (rs769449) showed a strongly significant association with lower total cognition scores ($\beta = -.36, z = -5.05, P = 2.3 \times 10^{-7}, \Delta R^2 = 0.36\%$). The polygenic score for ALZ was more modestly associated with total cognition ($P_T = .01: \beta = -.02, z = -1.88, P = .03, \Delta R^2 = 0.05\%$), suggesting that the association with cognitive impairment is driven primarily by a single

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (SD) or n (%)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at entry (M, SD)</td>
<td>60.5 (8.5)</td>
<td>1–5</td>
</tr>
<tr>
<td>Women (N, %)</td>
<td>4841 (56.2)</td>
<td>0–8</td>
</tr>
<tr>
<td>Smoker (N, %)</td>
<td>1550 (18.0)</td>
<td></td>
</tr>
<tr>
<td>Stroke (N, %)</td>
<td>975 (11.3)</td>
<td></td>
</tr>
<tr>
<td>Diabetes (N, %)</td>
<td>1869 (21.7)</td>
<td></td>
</tr>
<tr>
<td>CES-D (M, SD)</td>
<td>0.96 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Psychiatric history (N, %)</td>
<td>1546 (17.9)</td>
<td></td>
</tr>
<tr>
<td>Education (N, %)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Limited HS</td>
<td>1158 (13.4)</td>
<td></td>
</tr>
<tr>
<td>2. GED</td>
<td>365 (4.3)</td>
<td></td>
</tr>
<tr>
<td>3. HS graduate</td>
<td>2896 (33.6)</td>
<td></td>
</tr>
<tr>
<td>4. Some college</td>
<td>2027 (23.5)</td>
<td></td>
</tr>
<tr>
<td>5. College and above</td>
<td>2170 (25.2)</td>
<td></td>
</tr>
<tr>
<td>Years of follow-up (M, SD)</td>
<td>10.0 (5.5)</td>
<td>1–8</td>
</tr>
<tr>
<td>Measures per person (M, SD)</td>
<td>4.6 (2.6)</td>
<td></td>
</tr>
<tr>
<td>% with 1 measure</td>
<td>1807 (21.0)</td>
<td></td>
</tr>
<tr>
<td>% with 2 measures</td>
<td>608 (7.1)</td>
<td></td>
</tr>
<tr>
<td>% with 3 measures</td>
<td>703 (8.1)</td>
<td></td>
</tr>
<tr>
<td>% with ≥4 measures</td>
<td>5498 (63.8)</td>
<td></td>
</tr>
</tbody>
</table>

Note: M, mean; GED, general educational development; HS, high school.
locus rather than a polygenic component. We further characterized the effect of the APOE4/TOMM40 locus and the ALZ polygenic score on the attention/orientation and verbal memory subcomponents of total cognition, finding that, in contrast to the results with the SCZ polygenic scores, both the ALZ polygenic score and the APOE4/TOMM40 locus were more strongly associated with verbal memory components of the cognitive measure (table 3 and figure 1).

Effect of PRS on Decline in Cognition
Using the primary total cognition score, we tested whether the PRS that were significant in table 2 (SCZ, ALZ, and the APOE4/TOMM40 locus) also showed an association with cognitive decline as subjects aged. We tested for an interaction between polygenic score and age, and found no effect of the SCZ polygenic score ($P_T = .05$) on cognitive decline ($P > .1$ for both linear and quadratic interaction terms). However, we found a strong effect of the APOE4/TOMM40 locus with cognitive decline, with significant interactions seen between the APOE4/TOMM40 risk locus and both linear ($P = 1.5 \times 10^{-21}$) and quadratic age ($P = 1.8 \times 10^{-4}$). The effect of ALZ polygenic score ($P_T = .01$) cognitive decline was more modest, with a significant interaction seen with linear age ($P = .02$) but not quadratic age ($P = .30$).

Discussion
In this study we tested whether polygenic risk for a number of psychiatric disorders was associated with decreased general cognitive function, and whether this effect increased with age. We found that PRS for SCZ was associated with decreased total cognition scores ($P = .001, \Delta R^2 = 0.04\%$), and that most of this association was driven by decreased performance on a subcomponent of the cognitive score measuring attention and language ($P = 4.3 \times 10^{-4}, \Delta R^2 = 0.08\%$). Not unexpectedly, the extent of the variance in cognition explained by SCZ PRS was modest, especially when compared to the APOE4/TOMM40 locus, a well known risk factor for ALZ and cognitive decline.41,42

Interestingly, the pattern of cognitive deficits affected by the SCZ polygenic risk alleles differed from those of the APOE4/TOMM40 loci, the former being primarily driven by deficits in mental status (language and attention), with the latter manifesting mostly in verbal

Table 3. Association of Disorder-Specific Polygenic Risk Scores With Mental Status (Attention/Language) and Verbal Memory Components of Total Cognition

<table>
<thead>
<tr>
<th>Disorder (Training Set P-value Threshold)</th>
<th>Attention/Language</th>
<th>Verbal Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$z$</td>
</tr>
<tr>
<td>SCZ ($P_T = .05$)</td>
<td>$-0.02$</td>
<td>$-3.33$</td>
</tr>
<tr>
<td>BD ($P_T = .001$)</td>
<td>$-0.01$</td>
<td>$-0.37$</td>
</tr>
<tr>
<td>MDD ($P_T = .2$)</td>
<td>$0.00$</td>
<td>$-0.21$</td>
</tr>
<tr>
<td>ALZ ($P_T = .01$)</td>
<td>$-0.01$</td>
<td>$-0.97$</td>
</tr>
<tr>
<td>APOE/TOMM40 locus</td>
<td>$-0.08$</td>
<td>$-2.52$</td>
</tr>
</tbody>
</table>

Fig. 1. Cross-disorder polygenic effects on specific cognitive domains.
memory. Verbal memory, language and attention, as measured by the TICS, have been previously found to be heritable, suggesting that this may reflect domain-specific impairments that are related to the differing genetic risk of SCZ risk alleles and APOE4. An additional difference between the effects of the SCZ polygenic score and the APOE4 locus was the lack of effect on cognitive decline seen in the former and the prominent effect seen in the latter. These results are consistent with a modest but “static” effect of SCZ risk alleles on overall cognition, in contrast to the deteriorating, age related effect of the major risk locus of Alzheimer’s disorder. As such, these results are broadly consistent with these disorders being traditionally considered as neurodevelopmental vs neurodegenerative disorders.

In contrast to SCZ, we did not find an association between polygenic risk for BD or MDD and total cognition (Figure 1). This is perhaps not surprising, given that the cognitive deficits seen in these disorders is milder than in SCZ. However, one important consideration is that the primary meta-analyses of these disorders used in the polygenic training sets were smaller in sample size than that of SCZ, and were likely less predictive.

While PRS from the most recent PGC2 meta-analysis were found to explain 7%-18% of the phenotypic variance of SCZ case status in independent samples, the proportion of variance explained by polygenic scores when applied to alternative phenotypes, particularly in unselected participants, has been much smaller and more consistent with the findings of our study (supplementary table 2). Indeed, our findings were consistent with the modest effects found by the recent COGENT study, where pseudo-R² values in the individual studies ranged from 0% to 2%. McIntosh et al also found a small but significant effect of SCZ polygenic risk on both cognitive decline and ability in the Lothian Birth Cohort (R² < 1%). Moreover, while most studies of the effect of polygenic risk on cognition have so far focused on generalized measures of cognitive function, a recent study of the effects of polygenic risk for SCZ on cognitive performance also found evidence for varying associations with differing cognitive phenotypes. Consistent with our results, the 2 cognitive phenotypes that showed significant associations with the SCZ polygenic score were measures of attention and spatial working memory.

The significant but modest association of polygenic scores with cognition suggests that other factors beyond common variation are likely to be associated with the cognitive impairment seen in SCZ. However, one important limitation of currently available GWAS data is that they do not fully account for all the heritability attributed to common variation. As GWAS meta-analyses increase in sample size, this gap, which has been termed “hidden” heritability, will lessen and the ensuing polygenic scores will become more predictive. Polygenic scores also do not reflect the contribution of rare variation and copy-number variants, which play an important role in neurodevelopmental disorders with intellectual disability, although their role in cognitive function in the general population is unclear. In addition, polygenic scores, by definition, do not index any significant environmental factors involved in general cognition and cognitive decline. In this study, we have controlled for the role of education, but did not specifically evaluate the role of additional environmental factors, such as life stressors, physical activity, occupational activity, and social engagement, all of which have been previously shown to have associations with cognition in later life.

Several additional limitations of our study should be taken into consideration. First, although the HRS sample was designed to specifically test cognition in later life, its large ascertainment and longitudinal nature necessitated the use of an abbreviated cognitive measure designed to be administrable by lay interviewers over the telephone. This could introduce potential bias if subjects with higher rates of cognitive or mental disorders are less likely to respond to the study surveys. Although such a bias could lead to a loss of power, it is likely to be limited given the high rates of study participation (>80%) and reinterview participation (>90%) seen across all of the HRS data collection waves. Second, while previous studies have demonstrated performance on the TICS to be both heritable and a well validated dementia-screening tool, it is less comprehensive than more traditional neurocognitive batteries and may have limited power to detect associations seen primarily with specific cognitive domains. However, the consistency of our findings with the prior literature provides reassurance that the cognitive measurement was sufficiently robust. Third, the HRS sample was comprised entirely of older individuals, which may limit the generalization of our results to a younger population, although it may also hold the advantage of testing cognition during an age range when it is highly heritable. Finally, the greater medical comorbidity in the elderly could have confounded our results, particularly since common disorders such as stroke and diabetes may also be associated with lower cognitive function. However, in our primary analyses, we included both stroke and diabetes as time-dependent covariates. Moreover, in an additional sensitivity analyses, we excluded subjects with a history of stroke of diabetes and found reassuringly similar results (supplementary table 3).

In sum, we found an association between increased polygenic risk of SCZ and a modest decline in overall cognitive performance in older adults. Moreover, we provide initial evidence that this decline may be domain-specific and potentially distinguishable from the cognitive deficits associated with the APOE4 risk loci. As such, our findings are consistent with a modest degree of shared genetic risk between SCZ and overall cognition, but they also point to the importance of measuring domain-specific cognitive phenotypes to help delineate the specific type of deficits associated with SCZ.
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Abstract

Background—Distinguishing bipolar disorder (BP) from major depressive disorder (MDD) has important relevance for prognosis and treatment. Prior studies have identified clinical features that differ between these two diseases but have been limited by heterogeneity and lack of replication. We sought to identify depression-related features that distinguish BP from MDD in large samples with replication.

Method—Using a large, opportunistically ascertained collection of subjects with BP and MDD we selected 34 depression-related clinical features to test across the diagnostic categories in an initial discovery dataset consisting of 1228 subjects (386 BPI, 158 BPII and 684 MDD). Features significantly associated with BP were tested in an independent sample of 1000 BPI cases and 1000 MDD cases for classifying ability in receiver operating characteristic (ROC) analysis.

Results—Seven clinical features showed significant association with BPI compared with MDD: delusions, psychomotor retardation, incapacitation, greater number of mixed symptoms, greater number of episodes, shorter episode length, and a history of experiencing a high after depression treatment. ROC analyses of a model including these seven factors showed significant evidence for discrimination between BPI and MDD in an independent dataset (area under the curve = 0.83). Only two features (number of mixed symptoms, and feeling high after an antidepressant) showed an association with BPII versus MDD.
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Conclusions—Our study suggests that clinical features distinguishing depression in BPI versus MDD have important classification potential for clinical practice, and should also be incorporated as ‘baseline’ features in the evaluation of novel diagnostic biomarkers.
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Introduction

The syndrome of depression is a functionally debilitating condition common in both community and treatment settings (Murray et al. 2012). Although symptoms of depression are present in many psychiatric and somatic illnesses, depressive episodes are most prominent in bipolar disorder (BP) and in major depressive disorder (MDD), the two most common mood disorders that, together, afflict up to one-fifth of the world’s population (Bromet et al. 2011; Merikangas et al. 2011). The distinction between bipolar and unipolar illness, first made decades ago, was originally based on differing patterns of external validators such as family history, sex and premorbid personality (Leonhard et al. 1962; Angst, 1966; Perris, 1966). The discovery of psychopharmacological agents, with their relative specificity for depressive or manic syndromes, largely supported this distinction (Pacchiarotti et al. 2013), and highlighted the need to minimize the misdiagnosis of MDD in patients with BP, since antidepressant treatment may tend to worsen mood stability in BP (Wehr & Goodwin, 1987; Altshuler et al. 1995; Henry et al. 2001). Nevertheless, misdiagnosis between BP and MDD depression remains common in both primary care and psychiatric clinics (Ghaemi et al. 1999, 2000; Angst et al. 2011).

A major challenge in the diagnosis of BP is the relative infrequency of episodes of mania and hypomania in comparison with the longer and more frequent periods of depression (Judd et al. 2003; Altshuler et al. 2010). In addition, most individuals diagnosed with BP experience the onset of their illness with a depressive rather than manic episode (Lish et al. 1994). In recent decades, studies have attempted to identify features of illness that help distinguish patients with bipolar depression from those with MDD. Several of these features have been consistently found to be more prominent in bipolar depression: earlier age at onset, increased number of depressive episodes, and greater propensity for hypersomnia, psychomotor abnormalities, and psychotic symptoms (Mitchell et al. 2001, 2011; Serretti et al. 2002; Perlis et al. 2006; Goes et al. 2007; Souery et al. 2012; Tondo et al. 2014).

However, differing phenotype assessments and widely varying ascertainment schemes have limited the comparison of anything but broad trends across studies.

More recently, attention has also focused on the identification of biomarkers that could assist in differentiating BP from MDD depression. Structural and functional MRI studies have been performed, though their interpretation is limited by small sample size, differing protocols, and often divergent results (Cardoso de Almeida & Phillips, 2013). Similarly, biomarker studies, mainly focused on peripheral proteins such as brain-derived neurotrophic factor, have identified potential differences across the diagnoses, but these findings remain preliminary (Fernandes et al. 2009; Li et al. 2014). Finally, while robust genetic association
findings are emerging for BP, the modest effect sizes of both individual markers and their combinations limit their diagnostic utility at present (Psychiatric GWAS Consortium Bipolar Disorder Working Group, 2011). Hence, while biomarker studies will probably provide insights into illness pathophysiology, they are currently neither sufficiently robust nor sufficiently predictive to aid in the important differentiation between depressive episodes between BP compared with MDD.

Given the limited current availability of diagnostic biomarkers and the difficulties in interpreting across previous studies of differential diagnostic features, we sought to revisit the question of which symptoms, clinical characteristics, and co-morbidities may be of use in identifying patients with depression due to BP. We took advantage of a large dataset of subjects with BP and recurrent major depression diagnosed with substantively identical semi-structured interviews and best-estimate procedures, thus allowing for appropriate cross-diagnosis and cross-study comparability. We identify depression-related features specifically associated with BP and implement a simple predictive model that performs robustly in a fully independent dataset.

**Method**

**Subjects**

We analysed diagnostic and interview data from large BP [National Institute of Mental Health (NIMH) Genetics Initiative] and MDD (Genetics of Recurrent Early-Onset Depression; GenRED) collections, initially focused on ascertainment of samples for genetic studies. Both studies began by ascertaining families with at least two affected family members and transitioned to the collection of singleton subjects. Diagnoses for both studies were based on the Diagnostic Interview for Genetic Studies (DIGS) (Nurnberger et al. 1994), followed by best-estimate procedures. In this analysis, we utilized samples with high confidence BPI, BPII or MDD diagnoses from both familial and singleton samples in both the BP and MDD samples. For the family samples, only one affected member was used per family. To minimize potential effects from ascertainment bias, we excluded all probands from each family and used a randomly selected affected relative.

We split the BP and MDD samples into a discovery and replication dataset. For both samples, the discovery dataset consisted of an affected relative (one per family) from the family-based collection. To increase the number of BPII cases, we preferentially selected BPII relatives if they were available. The final number of subjects in the discovery dataset was: 386 BPI, 158 BPII and 684 MDD. The replication datasets were drawn from the later singleton collections of the BP and MDD studies. We randomly selected 1000 cases with BPI and 1000 cases with MDD.

**Phenotype selection**

We examined three categories of clinical features: (a) symptoms during the most severe depression; (b) lifetime clinical characteristics of depression; and (c) co-morbidities. Diagnoses were obtained from the best-estimate consensus, while symptoms were obtained directly from the DIGS interview (most severe depression section). Clinical characteristics
were obtained from the DIGS and the best-estimate interviews. In total, we tested 34 features, including both categorical and dimensional variables (Tables 1–3).

Analysis

We compared (a) symptoms, (b) clinical characteristics and (c) co-morbidities, between BP and MDD, using univariate and multivariate logistic regression. Significance testing was initially performed with nominal two-sided p values. We subsequently selected features that remained significant after correction for the 34 clinical variables examined (Bonferroni p < 0.0014). These features were included in a multivariate logistic regression model, controlling for age and sex. Features that remained significant in the full model were retained and this final model was then tested for its ability to distinguish cases of BP and MDD using a receiver operating characteristic (ROC) analysis in both the discovery and independent replication samples. In secondary analyses, we compared BPII subjects with MDD subjects. All analyses were conducted in Stata 12.1 (USA).

Results

Sociodemographic characteristics

Table 1 shows the major demographic features of the selected subjects by diagnosis, combining the discovery and independent target datasets. Of the 1228 participants initially analysed in the first dataset, 386 had a BPI diagnosis, 158 had a BPII diagnosis and 684 had an MDD diagnosis. Major demographic variables were consistent across the various diagnostic groups, with certain expected differences (Table 1): for example, BPI participants were more likely to be on disability (17.1%) compared with BPII and MDD depression participants (3.2% and 4.2%, respectively).

Distinguishing BPI from MDD

We divided the associated phenotypes into three categories: (1) symptoms during the most severe depressive episode; (2) lifetime clinical characteristics; and (3) co-morbidities. In the primary analysis of subjects with BPI versus those with MDD (Table 2), six symptoms showed evidence of association with BPI (using Bonferroni-corrected p value cut-off of 0.0014): psychomotor agitation [odds ratio (OR) 1.56, p < 0.001], psychomotor retardation (OR 2.51, p < 0.001), thoughts of self-harm (OR 2.11, p < 0.001), delusions (OR 7.72, p < 0.001), hallucinations (OR 4.75, p < 0.001) and functional incapacitation (OR 5.00, p < 0.001). Similarly, six lifetime clinical characteristics were also found to be strongly associated with BPI (Table 3): high after anti-depressive treatment (OR 6.24, p < 0.001), hospitalization for depression (OR 3.40, p < 0.001), greater number of lifetime depressive episodes (OR 1.02, p < 0.001), shorter most severe episode (OR 0.97, p < 0.001), greater number of mixed symptoms (defined as the count of seven potential mixed symptoms during the most severe depression) (OR 1.43, p < 0.001), and greater number of lifetime suicide attempts (OR 1.20, p < 0.001). The differences for the co-morbid diagnoses were less pronounced: a nominal association was seen for social phobia, but only the category of alcohol abuse and dependence was found to be significantly associated with BPI (OR 1.66, p < 0.001) after correcting for multiple testing.
We subsequently included all 13 associated features into a multiple logistic regression, and found that seven features remained significant in that model after Bonferroni correction (Table 4). These seven features were included in a final model and its ROCs were examined for their ability to distinguish BPI from MDD. ROC analysis of the discovery dataset showed, as expected, evidence for very good differentiation [AUC 0.84, 95% confidence interval (CI) 0.81–0.87] (see online Supplementary Fig. S1). Importantly, very similar results were found when we tested these seven factors in an independent dataset of 1000 cases with BPI and 1000 cases with MDD. As shown in Fig. 1, the ROC analysis in the independent dataset had a significant AUC of 0.83 (95% CI 0.82–0.85), with a sensitivity of 75.6% and specificity of 77.8% at the point on the curve furthest from the null. To explore which features were driving the classification performance, we split the features into symptoms during a most severe depressive episode and those lifetime clinical characteristics. As shown in Fig. 1, the four clinical characteristics (AUC = 0.78, 95% CI 0.76–0.80) and the three symptoms (AUC = 0.74, 95% CI 0.72–0.76) contributed about equally to the classification model.

**Distinguishing BPII from MDD**

In contrast to the BPI comparisons, there were very few differences in symptoms of depression between BPII and MDD, and none were significant after correction for multiple testing (see online Supplementary Table S1). Further, only two clinical characteristics were significant after correcting for multiple testing: the number of mixed symptoms during the most severe depression (OR 1.48, \( p < 0.001 \)) and feeling ‘high after depression treatment’ (OR 3.41, \( p < 0.001 \)) (see online Supplementary Table S2). Comparison of clinical co-morbidities between BPII and MDD showed a similar pattern as was observed between BPI and MDD, with only alcohol abuse being significantly associated (OR 2.21, \( p < 0.001 \)). When these three features were examined in a multiple logistic regression model, only the two clinical characteristics remained significant (see online Supplementary Table S3). As expected, ROC analyses of these features showed a much more limited ability to discriminate between BPII and MDD (AUC = 0.63, 95% CI 0.57–0.70) (see online Supplementary Fig. S2). Since the AUC value was low in the discovery dataset, we did not seek to test the final model in the independent dataset.

**Discussion**

This study provided a broad evaluation of depressive symptoms and illness features that differ between subjects with bipolar and unipolar depressions. Seven such distinguishing features were found to be statistically significant after correction for multiple testing, showing a significant ability to discriminate between the BPI and MDD diagnoses (AUC = 0.83) when tested in an independent sample. In contrast, we found relatively few differences between features of depression in BPII compared with MDD, highlighting the potentially intermediary role that BPII may occupy across the MDD–BP spectrum.

The main differences between BPI and MDD were driven by symptoms during the most severe episodes and by lifetime clinical characteristics. Among the most important symptom differences (with ORs >2) were increased likelihood of psychomotor retardation, suicidal
behavior, psychotic symptoms and overall incapacitation. Importantly, they generally indicate a pattern of greater severity in bipolar depression, which is consistent with much of the published literature (Souery et al. 2012) albeit with some exceptions potentially due to differences in ascertainment and diagnosis. Comparison of other associated clinical characteristics showed a greater risk of hospitalization, a higher number of shorter depressive episodes, and a greater likelihood of experiencing a greater number of mixed symptoms during the most severe depression. In agreement with prior studies (Mitchell et al. 2001; Moreno et al. 2012), we found that BPI subjects experienced more hypersomnia (Table 2), although this difference did not survive correction for multiple testing in our study. A number of other important differences in symptoms and clinical characteristics were consistent with prior studies, which have shown BPI subjects to be more likely to experience mixed symptoms during a depression (Angst et al. 2011), psychomotor abnormalities, delusions (Mitchell et al. 2011) and overall impairment (Das et al. 2005). Both the significant effect sizes and the consistency with the prior literature suggest that these may be particularly important features and worthy of further study.

The strongest association with BPI in our sample was experiencing a ‘high after depression treatment’ (OR = 6.24, p < 0.001), which has been shown in a multinational, large-scale study to be one of the most strongly associated clinical features with a BP diagnosis (Angst et al. 2011). However, although pharmacologically induced switching of mood may be one of the most distinctive clinical features associated with BP, it is feature limited to subjects who have been treated and will not aid the clinician in distinguishing first-onset or untreated depressions.

Perhaps surprisingly, there were relatively few differences among co-morbid diagnoses, with only an increased rate of alcoholism being significantly associated with BPI (OR = 1.66, p < 0.001). This supports a similar finding by Souery et al. (2012), but differs from other reports that suggest that anxiety disorders and drug use may also be more prevalent in epidemiologically ascertained BPI patients (Moreno et al. 2012).

The comparison between depressions in BPII versus MDD yielded very few differences. The overall pattern was one of more subtle differences, with only two features (high after depression treatment and a greater number of mixed symptoms) remaining significant in the multivariate logistic regression models; consequently, there was limited discrimination seen in the ROC analysis (AUC = 0.63, 95% CI 0.57–0.70). Notably, the number of mixed symptoms during a most severe depression was also elevated in BPII (OR = 1.48, p < 0.001), consistent with a number of prior studies more focused on BPII (Benazzi, 2007). An important caveat is that our BPII sample size was less than half that for BPI, and thus our power to detect significant differences was substantially less. However, the ORs were much smaller in most of the BPII versus MDD comparisons, suggesting that our failure to detect significant results was largely driven by a lack of true differences.

Having identified associated features in our discovery sample, we subsequently performed ROC analysis in an independent sample, also diagnosed with the DIGS, but which focused on collection of singleton subjects rather than families. ROC analysis of the independent sample showed an essentially identical ability of the selected seven features to discriminate
between BPI and MDD (AUC = 0.83, (95% CI 0.82–0.85). Under optimal conditions (the point on the ROC curve most displaced from the null), the clinical features would have a sensitivity of 76% and a specificity of 78%. Although there is no specific AUC score cut-off that renders a test or diagnostic procedure clinically ‘useful’, values > 0.70 are usually recommended, with AUC scores > 0.9 being particularly desirable for tests that require particularly high accuracy (Swets, 1988). Our AUC value in the independent sample of 0.83 falls within a range that has been typically described as providing ‘very good discrimination’ in studies screening for psychopathology in the population (Kessler et al. 2003). As a comparison, this AUC is similar, if not slightly superior to widely used cardiac outcome predictor models, which range in AUC from 0.7 to 0.8 (Cook, 2012).

As research increasingly turns towards blood-based or imaging biomarkers, what role should such clinical findings play in decision-making? Because of their ready availability, clinically based markers should represent a baseline for prediction of diagnosis and/or illness course upon which biomarkers are tested. Hence, if the goal of a hypothetical biomarker were to help distinguish between two diagnoses, the important outcome of the biomarker study would be to determine the extent to which the use of a biomarker aids in classification over and above what is provided by the ‘baseline’ of clinical features (Kendler, 2014). For example, a recent volumetric imaging study of BP compared with MDD identified a number of gray matter differences, which yielded slightly inferior classification performance (depending on classifier models, sensitivity ranged from 66% to 76% with specificity of 59% to 73%) compared with the clinical results presented in this paper (Redlich et al. 2014). In such studies, it would be of interest to know what proportion of the classification performance may be indexed by the clinical features alone, and how much additional ability to classify is provided by the putative biomarker(s). Of course, biomarkers have the added potential of providing new mechanistic insights, but in their predictive role, they are probably most likely to be useful in combination with clinical features (Ioannidis & Tzoulaki, 2012).

An important limitation of our study, common to most previous studies, is the cross-sectional nature of the diagnoses. A more informative longitudinal design would have allowed us to test whether the identified illness features could predict the development of mania in a patient who initially presents with depression. Further limitations arising from the cross-sectional design include reliance on recalled symptoms and, for feasibility, a focus only on a single ‘worst’ depressive episode. A few prior studies have benefitted from a longitudinal design, but they have been also limited by the pragmatic need to follow fewer patients (Akiskal et al. 1995) or to perform a more limited phenotypic assessment (Tondo et al. 2014). At present, the feasibility of collecting sufficient information on a sufficiently large number of affected subjects remains a challenge for the field. A second important potential limitation might be potential ascertainment bias that may emerge from collecting cases for genetic studies. For example, one potential bias is that the GenRED sample specifically recruited early-onset cases of MDD (age of onset <31 years), which precludes an inquiry into whether age at onset could be used as a distinguishing feature between bipolar and unipolar patients as has been found in previous studies (Souery et al. 2012). To limit the potential for ascertainment for more severe cases, we excluded probands from the family dataset and, reassuringly, found few differences across the discovery and independent
datasets. Although population-based surveys may provide more external validity, they are by necessity limited to self-report questionnaires [such as in the National Epidemiologic Survey on Alcohol and Related Conditions (NESARC) study] (Moreno et al. 2012) or lay interviewer-based diagnoses (as used in the Epidemiologic Catchment Area study or the National Comorbidity Survey) (Robins & Regier, 1991; Kessler et al. 1994). In contrast, our diagnoses were confirmed by a well-validated interview with best-estimate diagnoses made by two supervising clinicians. Additionally, we included only diagnoses that were made with a high degree of confidence; however, one potential limitation of excluding low confidence diagnoses is that our results may be less informative to cases with more nuanced presentations. Finally, in an era when diagnostic boundaries are being increasingly called into question, our diagnostic instrument was based on Statistical Manual of Mental Disorders (DSM) criteria, which limits its use for exploration of alternative and more dimensional methods of classification.

In summary, our study, encompassing one of the largest collections of subjects with BP and MDD mood disorders, identified seven important clinical features that successfully distinguished BP from MDD patients, both in an initial and an independent dataset, which suggests that our result may have sufficient accuracy to be relevant for clinical use. Despite increasing emphasis on the discovery of novel neuroimaging and peripheral biomarkers, our study suggests that clinical features continue to have important classification potential that should not be ignored. Rather, these features should be integrated with biological markers in future studies aiming to predict diagnosis and course of illness.
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Fig. 1.
Receiver-operating characteristic (ROC) curves for seven clinical features criteria in an independent dataset.
Table 1
Sociodemographic characteristics of participants in BPI, BPII and MDD diagnosis groups encompassing both the discovery and target datasets

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BPI (n = 1386)</th>
<th>BPII (n = 158)</th>
<th>MDD (n = 1684)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age at interview, years (S.D.)</td>
<td>42.3 (12.1)</td>
<td>41.3 (14.4)</td>
<td>39.8 (12.8)</td>
</tr>
<tr>
<td>Mean age at most severe episode, years (S.D.)</td>
<td>30.9 (11.4)</td>
<td>30.8 (12.2)</td>
<td>29.1 (11.0)</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>886 (63.9)</td>
<td>104 (65.8)</td>
<td>1356 (80.6)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>460 (33.2)</td>
<td>91 (58.0)</td>
<td>680 (40.4)</td>
</tr>
<tr>
<td>Disabled, n (%)</td>
<td>371 (26.8)</td>
<td>5 (3.2)</td>
<td>108 (6.4)</td>
</tr>
<tr>
<td>Mean duration of schooling, years (S.D.)</td>
<td>14.7 (2.6)</td>
<td>14.3 (3.1)</td>
<td>15.7 (2.8)</td>
</tr>
</tbody>
</table>

BP, Bipolar disorder; MDD, major depressive disorder; S.D., standard deviation.
## Table 2
Prevalence of depressive symptoms during most severe episode in BPI and MDD samples in discovery dataset

<table>
<thead>
<tr>
<th>Symptom</th>
<th>BPI, % (n = 386)</th>
<th>MDD, % (n = 684)</th>
<th>OR(^a) (95% CI)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease in appetite</td>
<td>58.0</td>
<td>53.2</td>
<td>1.35 (1.04–1.75)</td>
<td>0.025</td>
</tr>
<tr>
<td>Increase in appetite</td>
<td>18.4</td>
<td>22.2</td>
<td>0.85 (0.62–1.17)</td>
<td>0.321</td>
</tr>
<tr>
<td>Difficulty falling asleep</td>
<td>54.1</td>
<td>49.9</td>
<td>1.26 (0.97–1.65)</td>
<td>0.088</td>
</tr>
<tr>
<td>Early morning awakening</td>
<td>30.1</td>
<td>35.8</td>
<td>0.82 (0.62–1.08)</td>
<td>0.157</td>
</tr>
<tr>
<td>Oversleeping</td>
<td>56.5</td>
<td>49.4</td>
<td>1.43 (1.09–1.87)</td>
<td>0.009</td>
</tr>
<tr>
<td>Psychomotor agitation</td>
<td>46.6</td>
<td>36.8</td>
<td>1.56 (1.21–2.02)</td>
<td>&lt;0.001(^*)</td>
</tr>
<tr>
<td>Psychomotor retardation</td>
<td>51.3</td>
<td>31.1</td>
<td>2.51 (1.93–3.26)</td>
<td>&lt;0.001(^*)</td>
</tr>
<tr>
<td>Anhedonia</td>
<td>93.0</td>
<td>93.9</td>
<td>0.94 (0.54–1.62)</td>
<td>0.821</td>
</tr>
<tr>
<td>Fatigue</td>
<td>93.5</td>
<td>92.8</td>
<td>1.58 (0.88–2.84)</td>
<td>0.127</td>
</tr>
<tr>
<td>Feeling guilty</td>
<td>74.1</td>
<td>71.5</td>
<td>1.23 (0.92–1.65)</td>
<td>0.157</td>
</tr>
<tr>
<td>Feelings of worthlessness</td>
<td>86.0</td>
<td>84.2</td>
<td>1.31 (0.91–1.91)</td>
<td>0.148</td>
</tr>
<tr>
<td>Poor concentration</td>
<td>90.7</td>
<td>90.2</td>
<td>1.21 (0.76–1.93)</td>
<td>0.415</td>
</tr>
<tr>
<td>Passive death wish</td>
<td>71.5</td>
<td>64.5</td>
<td>1.46 (1.11–1.93)</td>
<td>0.007</td>
</tr>
<tr>
<td>Actually harmed self</td>
<td>23.3</td>
<td>13.3</td>
<td>2.11 (1.52–2.93)</td>
<td>&lt;0.001(^*)</td>
</tr>
<tr>
<td>Worse in morning</td>
<td>27.8</td>
<td>27.6</td>
<td>1.05 (0.80–1.40)</td>
<td>0.706</td>
</tr>
<tr>
<td>Worse in evening</td>
<td>20.0</td>
<td>28.7</td>
<td>0.64 (0.47–0.87)</td>
<td>0.004</td>
</tr>
<tr>
<td>Delusions</td>
<td>22.0</td>
<td>3.8</td>
<td>7.72 (4.85–12.3)</td>
<td>&lt;0.001(^*)</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>10.4</td>
<td>2.5</td>
<td>4.75 (2.64–8.55)</td>
<td>&lt;0.001(^*)</td>
</tr>
<tr>
<td>Incapacitated</td>
<td>72.5</td>
<td>36.0</td>
<td>5.00 (3.79–6.62)</td>
<td>&lt;0.001(^*)</td>
</tr>
</tbody>
</table>

BPI, Bipolar disorder I; MDD, major depressive disorder; OR, odds ratio; CI, confidence interval.

\(^a\) ORs controlled for age at interview and sex. ORs >1 indicate that a symptom is associated with greater likelihood of BPI diagnosis.

\(^*\) Association p values that meet Bonferroni-corrected threshold of 0.0014.
Table 3
Clinical characteristics and co-morbidities of depressive episodes in discovery datasets

<table>
<thead>
<tr>
<th>Feature</th>
<th>BPI (n = 386)</th>
<th>MDD (n = 684)</th>
<th>OR (a) (95% CI)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical characteristic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sought professional treatment, %</td>
<td>81.0</td>
<td>80.9</td>
<td>1.01 (0.77–1.47)</td>
<td>0.718</td>
</tr>
<tr>
<td>Took medication, %</td>
<td>72.1</td>
<td>64.0</td>
<td>1.46 (1.15–1.92)</td>
<td>0.003</td>
</tr>
<tr>
<td>High after depression treatment, %</td>
<td>27.7</td>
<td>6.2</td>
<td>6.24 (4.20–9.28)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Hospitalized for depression, %</td>
<td>41.7</td>
<td>17.4</td>
<td>3.40 (2.56–4.52)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Mean number of lifetime depressive episodes (S.D.)</td>
<td>14.2 (36.5)</td>
<td>6.7 (11.9)</td>
<td>1.02 (1.01–1.03)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Mean number of suicide attempts (S.D.)</td>
<td>1.1 (4.3)</td>
<td>0.4 (0.89)</td>
<td>1.20 (1.09–1.32)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Mean duration of most severe episode, months (S.D.)</td>
<td>8.2 (13.5)</td>
<td>16.8 (31.2)</td>
<td>0.97 (0.95–0.98)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Mean number of mixed symptoms (S.D.)</td>
<td>1.2 (1.9)</td>
<td>0.5 (1.0)</td>
<td>1.43 (1.30–1.58)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Any mixed symptoms, %</td>
<td>37.1</td>
<td>29.6</td>
<td>1.45 (1.10–1.93)</td>
<td>0.009</td>
</tr>
<tr>
<td>Three or more mixed symptoms, %</td>
<td>21.0</td>
<td>4.4</td>
<td>6.05 (3.84–9.54)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Co-morbidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism, %</td>
<td>35.2</td>
<td>23.8</td>
<td>1.66 (1.25–2.19)</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Substance abuse, %</td>
<td>12.4</td>
<td>9.6</td>
<td>1.25 (0.84–1.87)</td>
<td>0.275</td>
</tr>
<tr>
<td>Panic disorder, %</td>
<td>26.9</td>
<td>24.4</td>
<td>1.20 (0.90–1.61)</td>
<td>0.207</td>
</tr>
<tr>
<td>Simple phobia, %</td>
<td>10.1</td>
<td>10.1</td>
<td>1.10 (0.73–1.68)</td>
<td>0.642</td>
</tr>
<tr>
<td>Social phobia, %</td>
<td>9.1</td>
<td>13.3</td>
<td>0.67 (0.44–1.01)</td>
<td>0.056</td>
</tr>
<tr>
<td>OCD, %</td>
<td>6.7</td>
<td>7.4</td>
<td>0.91 (0.56–1.49)</td>
<td>0.712</td>
</tr>
<tr>
<td>Anorexia/bulimia, %</td>
<td>6.2</td>
<td>5.8</td>
<td>1.22 (0.71–2.07)</td>
<td>0.468</td>
</tr>
</tbody>
</table>

BPI, Bipolar disorder I; MDD, major depressive disorder; OR, odds ratio; CI, confidence interval; S.D., standard deviation; OCD, obsessive–compulsive disorder.

\(a\) ORs controlled for age at interview and sex. ORs >1 indicate that a symptom is associated with greater likelihood of BPI diagnosis.

* Association \(p\) values that meet Bonferroni-corrected threshold of 0.0014.
### Table 4
Multivariate logistic regression model for factors associated with BPI versus MDD in discovery dataset

<table>
<thead>
<tr>
<th>Feature</th>
<th>Multivariate OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>High after depression treatment</td>
<td>5.92 (3.50–10.01)</td>
<td>&lt;0.001 *</td>
</tr>
<tr>
<td>Number of suicide attempts</td>
<td>1.07 (0.92–1.24)</td>
<td>0.367</td>
</tr>
<tr>
<td>Actually harmed self</td>
<td>0.82 (0.44–1.50)</td>
<td>0.518</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>2.24 (0.96–5.27)</td>
<td>0.063</td>
</tr>
<tr>
<td>Delusions</td>
<td>4.27 (2.16–8.45)</td>
<td>&lt;0.001 *</td>
</tr>
<tr>
<td>Incapacitated</td>
<td>2.94 (1.87–4.60)</td>
<td>&lt;0.001 *</td>
</tr>
<tr>
<td>Psychomotor agitation</td>
<td>1.21 (0.82–1.80)</td>
<td>0.332</td>
</tr>
<tr>
<td>Psychomotor retardation</td>
<td>1.62 (1.10–2.39)</td>
<td>0.015 *</td>
</tr>
<tr>
<td>Number of mixed symptoms</td>
<td>1.32 (1.15–1.52)</td>
<td>&lt;0.001 *</td>
</tr>
<tr>
<td>Alcoholism</td>
<td>1.27 (0.83–1.94)</td>
<td>0.265</td>
</tr>
<tr>
<td>Hospitalized for depression</td>
<td>1.38 (0.83–2.28)</td>
<td>0.216</td>
</tr>
<tr>
<td>Number of lifetime depressive episodes</td>
<td>1.01 (1.00–1.02)</td>
<td>0.013 *</td>
</tr>
<tr>
<td>Most severe episode, months</td>
<td>0.95 (0.93–0.97)</td>
<td>&lt;0.001 *</td>
</tr>
</tbody>
</table>

BPI, Bipolar disorder I; MDD, major depressive disorder; OR, odds ratio; CI, confidence interval.

* P values meet Bonferroni threshold and were used as factors in the receiver-operating characteristic analysis.