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Building quantum networks using diamond nanophotonics

Abstract

The construction of a quantum internet, an interconnected network which can distribute and store quantum states, is an essential step towards the development of next generation quantum technologies, including unconditionally secure communication, enhanced metrology, and distributed quantum computing. Development of these networks require functional nodes consisting of stationary registers with the capability of high-fidelity quantum information processing and storage, which efficiently interface with photonic qubits. This thesis outlines one emerging platform for building a quantum network node using the silicon-vacancy color center in diamond (SiV). Although previous work has established the SiV as a superior optical emitter capable of strong light-matter coupling, its feasibility as a quantum memory has remained elusive, primarily due to coupling to thermal phonons. This suggests two branching research directions: one where this coupling is investigated and characterized as a nanoscale sensor, and one where this coupling is suppressed in order to realize the SiV as a quantum information processor. This thesis begins by highlighting the extreme phonon sensitivity as a metrological tool, where an ensemble of SiVs are used as an all-optical thermometer, capable of 70 mK precision at room temperature. When incorporated
into nanodiamonds, the sensing properties deviate by less than 1% between nanodiamonds, enabling calibration-free thermometry for sensing and control of complex nanoscale systems. For quantum information tasks, coherent control of the SiV electronic spin qubit is enabled by suppressing phonon-induced dephasing by five orders of magnitude at temperatures below 500 mK. By aligning the magnetic field along the silicon-vacancy symmetry axis, optical transitions are highly spin-conserving, allowing for single-shot readout of the qubit with high fidelity. This coherent control is used to demonstrate a spin coherence time $T_2 > 13 \text{ ms}$ and spin relaxation time $T_1 > 1 \text{ s}$ at 100 mK. Finally, SiV quantum memories are packaged into a fully integrated quantum network node by incorporating SiV qubits into nanophotonic cavities. The efficient SiV-cavity coupling (with cooperativity $C > 30$) provides a nearly-deterministic interface between photons and the spin qubit, which enables heralded single-photon storage. Coherent coupling to nearby $^{13}$C nuclear spins (with nearly second-long coherence times) enables multi-qubit registers and paves the way towards large-scale quantum networks.
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0.1 Introduction to quantum networks

Since its development over a century ago, quantum mechanics has proved to be an invaluable tool for describing previously unexplainable paradoxes about the universe, and enabling new technologies. A quantum mechanical description of the atom for
example, resolved the stability paradox of earlier models\(^1\), and laid the groundwork for a band theory of solids, ultimately enabling the development of modern semiconductor electronics\(^2\). Similarly, advances in pharmacology are built on the backbone of DFT, the quantum mechanical description of how electrons organize in molecular bonds\(^3\). Despite these examples, many of the interesting and unique features of quantum mechanics, such as superposition and entanglement remain a largely untapped resource for new technologies due to the difficulties of creating and controlling such exotic states. Many groups around the world are currently investigating a wide range of precisely controlled quantum systems in order to harness these properties and revolutionize modern technology.

Perhaps the most well established of these platforms is that of trapped atoms and ions. These systems are well understood both from a theoretical and experimental point of view, resulting in unprecedented levels of control over the many available degrees of freedom\(^4\).\(^5\).\(^6\). Large arrays of neutral atoms trapped in optical lattices and tweezer arrays have enabled powerful quantum simulators, capable of probing many-body dynamics and simulating complex physical problems\(^7\).\(^8\).\(^9\). Unfortunately, current implementations of these systems are limited to tens of qubits\(^5\).\(^10\), typically due to the technical complexities involved in trapping and controlling that many individual atoms.

In light of this, investigations into solid-state qubits, which don’t need to be individually trapped and cooled, are a particularly promising direction for building quan-
quantum technologies\textsuperscript{\ref{foot:4}}. These systems have the advantage of being highly engineered: their couplings and connectivity can be defined by the nanofabrication process, and they can be produced \textit{en-masse} using established semiconductor fabrication techniques. Due to this rapid development, superconducting qubit devices have demonstrated that they can perform some calculations faster than the best available classical computers; a benchmark known as 'quantum supremacy'\textsuperscript{\ref{foot:5}}. Once again however, these chips are currently limited to tens of qubits\textsuperscript{\ref{foot:5}}, due to undesirable cross-talk between qubits.

In order to scale up these quantum systems to the thousands (or millions) of qubits necessary for universal, fault-tolerant quantum computing, new methods for connecting and routing quantum information are paramount\textsuperscript{\ref{foot:6}}. In analogy to classical networking, quantum networks could serve as a bus to route information between independent 'cores' of small quantum processors. Furthermore, by connecting nodes separated by long distances, quantum networks could serve as the backbone of a quantum internet\textsuperscript{\ref{foot:11},\ref{foot:12}}, which would enable many new technologies and applications including unconditionally secure communication\textsuperscript{\ref{foot:7}}, enhanced metrology\textsuperscript{\ref{foot:8},\ref{foot:9}}, and 'blind' quantum computing\textsuperscript{\ref{foot:10}}. Similar to classical telecommunications, where information is transmitted globally at high bandwidth through optical fibers, single optical photons are a natural choice for transmitting quantum information and connecting remote nodes together. Thus, a functional quantum network requires nodes which consist of:

1. small-to-intermediate scale quantum processors
2. which can store and process quantum information with high fidelity
3. and are efficiently interfaced with single photon transmitters.

Despite this relatively minimal set of requirements, very few platforms are capable of satisfying all of these requirements simultaneously. Trapped atoms in optical cavities, for example, have demonstrated atom-photon gates\(^{20,21}\) as well as gates between two atoms mediated by cavity interactions\(^{22}\), but combining these two experiments to create a quantum network node remains an outstanding challenge. In comparison, self-assembled quantum dots in GaAs, an established solid-state system, have been incorporated into nanophotonic structures, enabling an efficient on-chip spin-photon interface\(^{23,24}\), but have yet to demonstrate long quantum storage times, limited primarily by the dense bath of nuclear spins intrinsic to the host crystal\(^{25}\).

Finally, color centers in diamond have emerged in recent decades as especially promising candidates for building quantum network nodes. The most famous of which, the nitrogen-vacancy center (NV), has been shown to be an exceptional quantum system capable of interfacing with registers of ten qubits with extremely long coherence times\(^{26}\). Pioneering experiments with NVs have even demonstrated long-range entanglement between NVs, with rates primarily limited by their poor interface to optical photons\(^{27}\).

Motivated by the successes of systems like the NV, there is significant scientific and technological motivation for finding new color centers with improved optical and coherence properties for the purposes of quantum networking and computing. Already,
many new promising candidates are emerging, including novel color centers in diamond\cite{28,29,30,31} and others\cite{32,33,34}.

### 0.2 The silicon-vacancy color center in diamond

Among these new platforms, the silicon-vacancy color center in diamond (SiV) stands out as particularly promising for quantum networking applications. Initially inspired by the observation of bright, narrow-band single-photon emission at room temperature\cite{28,35}, investigations of the SiV developed rapidly and established this as a result of its relatively unique $D_{3d}$ symmetry\cite{36,37}, which renders the optical transitions insensitive to electric fields to first order\cite{38}. This insensitivity protects SiVs from much of the disorder and noise typically present in nanostructures, and enables an efficient atom-photon interface via nanophotonic cavity quantum electrodynamics\cite{39,40,41}. Furthermore, the SiV has a rich energy spectrum, described by a single spin-1/2 hole with both spin and orbital degrees of freedom.

Unfortunately, despite SiV insensitivity to electric field noise, coherence times for SiVs have been limited to hundreds of nanoseconds\cite{42,43,44,45,46}. Attempts to explain this phenomenon propose phonon coupling between orbital states which introduce additional depolarization and dephasing mechanisms\cite{44}. An understanding of this process is necessary to unlock the full potential of the SiV for technological applications such as quantum networks.
0.3 Overview of this thesis

This thesis builds on ~ 5 years of previous experiments establishing the SiV as a superior optical emitter, and work to understand and control the phonon mechanisms preventing the use of SiV as a quantum memory. Chapter 1 demonstrates one consequence of phonon coupling to the SiV, where electron-phonon processes manifest as temperature-sensitive optical transitions. This observation confirms previous results and motivates the preceding chapters. It should be noted however that these optical transitions are remarkably sensitive (with $\Delta \lambda / \Delta T = 6.8(1)$ GHz K$^{-1}$, and stable (properties in 200 nm nanodiamonds deviate by less than 1% between samples). By carefully measuring the SiV spectrum as a function of temperature, we demonstrate an all-optical, calibration-free thermometer which can potentially be used as an integrated temperature sensor and actuator on the nanoscale.

The remaining chapters focus on improving the prospects of quantum information processing with the SiV by mitigating the effect of phonon-induced decoherence. Namely, by cooling SiVs below 500 mK in a dilution refrigerator, it was theorized that relevant phonon modes could be frozen out, allowing the SiV to be a quantum memory comparable to that of the NV. In chapter 2, we outline the experimental results of this proposal, which extend the coherence time of SiVs by five orders of magnitude compared to previous studies using SiVs. We further show that the SiV coherence
properties do not scale identically to the NV, suggesting that SiVs in bulk are not limited by the same noise baths. Even so, this work establishes the SiV as a potential qubit platform, and serves as a testbed for a set of control tools necessary for quantum control: Single-shot initialization and readout of the qubit, and coherent single-qubit gates.

In chapter 3, we place these SiV qubits into nanophotonic cavities to enable efficient atom-photon interactions. We outline fabrication and experimental upgrades to previous reports\textsuperscript{39,40,41}, and outline the technical considerations for operating SiV cavity QED experiments in a dilution fridge. The quantum control toolbox is updated to include new considerations arising from the nanophotonics platform, including generation of bipartite entanglement in the form of spin-photon Bell states.

Chapters 3 and 4 then introduce a second qubit to this platform based on nearby \textsuperscript{13}C nuclear spins and demonstrate electron-nuclear Bell states. These measurements finish characterizing a fully functioning SiV quantum network node, constituting of an interacting multi-qubit quantum register with long coherence times and a deterministic spin-photon interface. We highlight the capabilities of this node in chapter 4 by generating spin-spin and spin-photon Bell states in a single device, as well performing one of the crucial functions of a node: mapping a photonic qubit onto an atomic memory. This demonstration is the first step towards a quantum internet capable of distributing and purifying entanglement over long distances.

Finally, chapter 5 concludes by outlining several immediate technologies enabled by
this device, including memory-enhanced distribution rates for secure quantum keys.

We also outline several potential improvements to this technology, including deterministic multi-qubit registers, robust packaging, and single-sided cavity design, which will open the door to many new applications.
All-optical nanoscale thermometry with silicon-vacancy centers in diamond

This chapter has been published as

“All-optical nanoscale thermometry with silicon-vacancy centers in diamond”

1.1 Introduction

Luminescent thermometers\textsuperscript{47} utilize the sensitivity of optical transitions to temperature in order to probe thermal variations on the nanometer scale. Although these systems have lower sensitivity than, for example, scanning probes\textsuperscript{48,49}, they are non-invasive, enabling a broad class of experiments including \textit{in vivo} biological measurements\textsuperscript{47,50}. Current platforms for luminescent thermometry are often limited by intrinsic emitter properties: broad inhomogeneous distributions,\textsuperscript{51,52} weak transition dipoles,\textsuperscript{49,53,54,55} photobleaching\textsuperscript{56,57} and small Debye-Waller factors\textsuperscript{58}. These properties result in thermometers which require long acquisition times\textsuperscript{51,54,55,58} and typically require individual calibration\textsuperscript{56,57,58,59,60} in order to measure temperature variation.

Diamond based platforms have proven to be versatile for a wide range of sensing applications. The diamond crystal is chemically inert, making it naturally robust to extreme environments, and biologically compatible, capable of being located within nanometers of the sensing volume. Nitrogen vacancy color centers (NVs) in diamond, for example, utilize microwave and optical control to measure temperature\textsuperscript{58,60} (as well as magnetic\textsuperscript{61,62}, electric\textsuperscript{63}, and strain\textsuperscript{64} fields) with nanoscale resolution and
low uncertainty. While thermometry with NVs features high sensitivity, it requires simultaneous optical and microwave control, and due to inhomogeneous broadening, each emitter must be individually calibrated before use as a thermometer. The silicon-vacancy color center (SiV) in diamond has recently emerged as a superior optical emitter, belonging to a family of interstitial defects whose favorable optical properties arise from inversion symmetry. SiVs have stable optical properties featuring bright, narrowband emission, allowing for fast, accurate measurements which are consistent between emitters. This means that SiVs can be used as high-resolution, non-photobleaching thermometers without the need for calibration. In this chapter, we take advantage of the SiV’s zero-phonon line (ZPL) frequency, linewidth, and quantum efficiency temperature sensitivity to realize all-optical thermometry with SiV ensembles both in bulk and in nanodiamonds.

1.2 Photoluminescence thermometry

Following previous studies, we first focus on the photoluminescence (PL) spectrum of an ensemble of SiVs in bulk diamond at room temperature [Fig. 1.1(a,b)]. We fit the ZPL spectrum and use the ZPL peak position as the thermometry signal (PL thermometry appendix A). Although the SiV ZPL frequency shifts nonlinearly from 5K to room temperature, for a small range (295 ± 5K), it deviates by less than 1% from the linear approximation [Fig. 1.1(c)]. We measure
Figure 1.1: SiV PL thermometry in bulk diamond. 

(a) Diamond with a high SiV density is excited off resonance and SiV fluorescence spectra are measured. 

(b) Typical spectra at 15°C (blue) and 29°C (red). The ZPL peak shifts to the red at higher temperatures. 

(c) Peak position as a function of temperature. The peak sensitivity to temperature is \( \frac{\Delta \lambda}{\Delta T} = 0.0124(2) \text{nm} \text{K}^{-1} \) (6.8(1) GHz K\(^{-1}\)). Error bars (±1σ) for this measurement are the size of the data points. 

(d) Temperature uncertainty (σ\(_T\)) of the thermometer as a function of integration time. Solid line is a fit to shot noise \( 1/\sqrt{N_{ph}} \). The uncertainty is 360 mK/√Hz.
the sensitivity of the peak wavelength to temperature, \( \Delta \lambda / \Delta T = 0.0124(2) \text{nm K}^{-1} \)
(6.8(1) GHz K\(^{-1}\)), consistent with previous low-resolution measurements\(^{44,66,67,68}\). The origin of this shift is thermal lattice expansion which reduces the orbital overlap between dangling carbon bonds\(^ {44}\).

To estimate the precision of SiV thermometry, we measure uncertainty in the peak position as a function of integration time at a fixed temperature (Fig. 1d), and extract a temperature uncertainty \( \sigma_T = 360 \text{mK} / \sqrt{\text{Hz}} \), giving 70 mK temperature precision after 50 s integration time. This measurement uncertainty follows the shot-noise limit \( 1 / \sqrt{N_{ph}} \) [Fig. 1.1(d)], suggesting that the precision can be improved by increasing photon collection rates from the sample, either by increasing SiV density\(^ {71,72}\) or by improving collection efficiency. The stability of this thermometer is also measured by keeping the sample stage at a fixed temperature (as measured by an external temperature sensor) and recording the peak position every minute for 2 hours. In this way, we extract a repeatability uncertainty of 152 mK for a 10 s integration time, which is comparable to the measured temperature uncertainty for the same integration time.
Figure 1.2: SiV PLE thermometry with nanodiamonds. a. Scheme for PLE thermometry: Excite SiVs near resonance at $\lambda_p$ and measure PLE fluorescence as a function of temperature ($\Delta I$). b. ~200 nm nanodiamonds are drop cast onto a gold targeting grid. Heat is applied via a green laser at position $r_h$, which is probed via the nanodiamond at position $r_p$. c. Lock-in fluorescence contrast vs. temperature for PLE thermometry. The heating laser power $P_h$ is modulated, and PLE fluorescence is measured. The signal sensitivity to temperature is $\frac{\Delta I}{I_0}/\Delta T = 1.3(1)\%/K$ with an uncertainty of 521 mK/$\sqrt{Hz}$. $\Delta T = T_{P_h\neq0} - T_{P_h=0}$. 
1.3 Photoluminescent excitation thermometry in nanodiamonds

While measurements in bulk confirm that SiVs can be used for thermometry, many applications require localized probes for in situ measurements. To address this, we next demonstrate nanometer-scale thermometry using SiV-containing nanodiamonds. For these experiments, we use 200(70) nm high-pressure high-temperature nanodiamonds grown with silicon included in the growth chamber A. The count rates in these nanodiamonds are 200 – 400 kHz, suggesting that they contain fewer SiVs (< 10) in the probe volume than for the bulk diamond (≈ 100). With a smaller photon flux, longer integration times are needed in order to achieve the same precision. For our spectrometer CCD (Synapse BIUV), we have a readout noise of ≈ 10 counts per bin and a total of 1500 bins, which limits the detection bandwidth to 0.6 Hz for 10:1 signal to noise using the measured count rates, making the measurement sensitive to slow drifts. To overcome this limitation, we introduce a different thermometry technique based on photoluminescence excitation (PLE) spectroscopy, the near-resonant excitation of the SiV ZPL transition.

For PLE thermometry, instead of exciting SiVs off resonance and measuring the ZPL spectrum, we excite on resonance (738 nm at room temperature), and collect emission into the phonon sideband, effectively probing the absorption cross-section
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of the ZPL as a function of temperature. Physically, increasing the temperature red-shifts the ZPL peak and reduces the peak intensity when the SiVs are excited below saturation, caused by non-radiative decays from the excited state becoming more favorable at higher temperatures. Both of these effects contribute to a reduced absorption cross-section blue of the resonance peak. We therefore excite the nanodiamonds at an experimentally determined wavelength ($\lambda_p$) of maximum contrast [Fig. 1.2(a)]. For this technique, we use an avalanche photodiode (APD) with $\sim 50$ dark counts per second, giving a detection bandwidth of 200 Hz, much larger than PL thermometry for the same signal to noise. This high-bandwidth measurement also enables lock-in techniques (described below), which further mitigate slow experimental drifts.

We demonstrate PLE thermometry by patterning an array of 2 m wide, 50 nm thick gold pads onto a glass slide using photolithography and drop casting an isopropyl alcohol solution of nanodiamonds containing SiVs [Fig. 1.2(b)]. The gold pads absorb light at 520 nm and act as a local heat source when illuminated. A nanodiamond at position $r_p$ [Fig. 1.2(b)] is continually monitored while the power $P_h$ of a heating laser applied at $r_h$ is modulated. This gives rise to a PLE thermometry signal ($\frac{\Delta I}{I_0}$) defined by the normalized difference in counts between $P_h = 0$ and $P_h \neq 0$.

Unlike in PL thermometry, here we modulate the heat source rapidly in order to utilize lock-in detection. Because of this, the sample never reaches a global thermal equilibrium, necessitating a different calibration technique A. The temperature sensi-
tivity of the intensity signal, $\frac{\Delta I}{I_0} / \Delta T = 1.3(1)\%/K$ [Fig. 1.2(c)], varies by less than 1% between different nanodiamonds. Therefore, SiV incorporated nanodiamonds do not need to be individually calibrated in order to be a precise relative thermometer. The temperature uncertainty is also measured to be $521 \text{ mK}/\sqrt{\text{Hz}}$ which, in contrast to bulk measurements, is not shot noise limited, but saturates at 700 mK. This is most likely limited by residual fluorescence noise not rejected by the lock-in technique. Although we should be able to operate at a 200 Hz lock-in modulation frequency based on count rates, the optimal sensitivity occurs around 80 Hz, suggesting the bandwidth for this measurement is limited by the speed at which we can modulate the heat source. While the uncertainty of this technique is higher than that measured for bulk diamond, it involves probing a much smaller volume ($\sim 0.004 \text{ m}^3$ compared to $\sim 4 \text{ m}^3$ in bulk). When normalized by sensor volume, this technique performs twenty times better than PL thermometry.

Finally, we scan the position of the heating laser, $\mathbf{r}_h$, across our sample and measure the temperature response at the probe position, $\mathbf{r}_p$. Whenever the heating laser passes over a gold pad, the temperature at the nanodiamond increases, leading to the observed pattern in [Fig. 1.3(a)]. This map is a measurement of the temperature difference $\Delta T$ at $\mathbf{r}_p$ induced by the heating laser at $\mathbf{r}_h$. According to the steady-state heat equation for a point-source load in half-space\textsuperscript{74}, we expect $\Delta T(r) = \frac{P t_0}{4\pi k |r-r_0|}$, where $P$ is the applied laser power, $t$ is the transmission efficiency of the objective, $a$ is the absorption of a 50 nm gold pad illuminated at 520 nm, and $k$ is the thermal
Figure 1.3: Measuring local heating via PLE thermometry. a. Away from the nanodiamond, heating corresponds to the gold array (overlaid boxes). Near the nanodiamond (inset), off-resonant fluorescence from the heating laser dominates the signal. b. Temperature change on gold pads vs. their distance from the nanodiamond. These points follow a $1/(r_p - r_h)$ dependence as expected from solving the steady-state 2D heat equation, and are consistent with the absorption of a 50 nm gold film at 520 nm.
conductivity of the glass slide. This can be seen in [Fig. 1.3(b)]. Due to fabrication
imperfections, it’s possible for \( a \) to deviate from the theoretical value. We account for
this with a free parameter \( \epsilon = 0.7 \). For these measurements, the spatial resolution
is limited by the nanodiamond size and the precision with which one can focus the
heat source. Although not fundamental, these experiments were limited by the latter,
which is the confocal microscope’s optical resolution (~300 nm). By using plasmon
resonances of gold nanoparticles\(^6\) as a heat source and smaller nanodiamonds, this
resolution can be improved by an order of magnitude.

1.4 Conclusion and outlook

This chapter demonstrates nanoscale thermometry based on SiV centers in diamond
and achieves a temperature uncertainty of 360 mK/\( \sqrt{\text{Hz}} \) in bulk diamond and 521 mK/\( \sqrt{\text{Hz}} \)
in 200 nm-sized nanodiamonds. The uncertainty of PL thermometry follows shot-noise
limited scaling, which is not the case for PLE thermometry. We therefore infer that
systematic effects dominate the uncertainty of PLE thermometry at longer integra-
tion times. This is most likely due to an inability to fully reject fluorescence intensity
noise in the lock-in measurement. To address this, one can modify the lock-in tech-
nique by modulating two resonant lasers placed on the red and blue sides of the ZPL
transition. Since this method does not rely on modulating the sample temperature,
this modulation can be done at higher frequencies, which should further reduce noise
in the measurement and improve the precision of this thermometry technique. Currently, each nanodiamond has < 10 SiVs, so a straightforward method for reducing the measurement time would be to use nanodiamonds with higher SiV density. Unlike commercial nanodiamonds, which naturally contain many 1000s of NV centers, SiV nanodiamonds must be specifically fabricated, and thus are not widely available.

SiV thermometry features several unique benefits compared to other luminescent thermometers, especially for biological applications. The all-optical scheme eliminates the necessity of microwaves, and operates at low laser powers (~100 W resonant laser power), reducing measurement induced heating and potential damage to the target under investigation. In addition, SiVs have a narrow inhomogeneous distribution, which makes PL and PLE thermometry with SiVs effective as a thermometer even without individual calibration.

Other systems for luminescent thermometry also report absolute temperature uncertainties on the order of 1 Kelvin; however, due to their low spectral density and weak transition dipoles, these measurements typically require integration for several minutes to achieve sub-Kelvin uncertainty. Our approach is comparable in probe size to these techniques and achieves a similar absolute uncertainty, but does so in significantly less time. This increased speed is crucial for many practical applications. For example, typical intracellular processes occur on the 1s timescale, which can be resolved with our technique. Moreover, the SiV emission lies in the optical window for cellular imaging, a frequency-band of high transmission for a variety of biological
material typically between 650 nm to 1350 nm\textsuperscript{77}, rendering SiV thermometry a promising candidate for biological \textit{in vivo} applications\textsuperscript{47,50}. Finally, recent studies show that color centers in nanodiamonds can also be used to vary the temperature of a local environment via optical refrigeration\textsuperscript{78}. Combining SiV thermometry with this technique would allow these nanodiamonds to be an integrated temperature sensor and actuator at the cellular level.
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2.1 Introduction

Quantum networks require the ability to store quantum information in long-lived memories, to efficiently interface these memories with optical photons and to provide quantum nonlinearities required for deterministic quantum gate operations \(^{79,80}\). Even though key building blocks of quantum networks have been demonstrated in various systems\(^ {81,82}\), no solid-state platform has satisfied these requirements. Over the past decade, solid-state quantum emitters with stable spin degrees of freedom such as charged quantum dots and nitrogen-vacancy (NV) centers in diamond have been investigated for the realization of quantum network nodes\(^ {83}\). While quantum dots can be deterministically interfaced with optical photons\(^ {23}\), their quantum memory time is limited to the s scale \(^ {84}\) due to interactions with their surrounding nuclear spin bath. In contrast, NV centers have an exceptionally long-lived quantum memory\(^ {85}\) but suffer from weak, spectrally unstable optical transitions\(^ {86}\). Despite impressive proof-of-concept experimental demonstrations with these systems\(^ {87,88}\), scaling to a large number of nodes is limited by the challenge of identifying suitable quantum emitters with the combination of strong, homogeneous and coherent optical transitions and long-lived quantum memories.

The negatively-charged silicon-vacancy (SiV) has recently been shown to have bright, narrowband optical transitions with a small inhomogeneous broadening\(^ {35,38}\).
The optical coherence of the SiV is protected by its inversion symmetry\textsuperscript{89}, even in nanostructures\textsuperscript{39}. These optical properties were recently used to show strong interactions between single photons and single SiV centers and to probabilistically entangle two SiV centers in a single nanophotonic device\textsuperscript{40}. At 4 K, however, the SiV spin coherence is limited to $\sim$100 ns due to coupling to the phonon bath, mediated by the spin-orbit interaction\textsuperscript{42,43,44,45,46}.

In this chapter, we demonstrate high-fidelity coherent manipulation and single-shot readout of individual SiV spin qubits in a dilution refrigerator. In particular, we extend the coherence time of the SiV electronic spin by five orders of magnitude to 13 ms by operating at 100 mK \textsuperscript{*}.

2.2 SiV physics below 500 mK

The key idea of the present work can be understood by considering the energy level diagram of the SiV [Fig. 2.1(a)]. The ground state of the SiV is split by spin-orbit interaction and crystal strain into a lower branch (LB) and an upper branch (UB) separated by $\Delta_{GS}$. Each branch comprises two degenerate spin sublevels\textsuperscript{37}. Application of a magnetic field lifts the spin degeneracy and allows the use of the spin sub-\textsuperscript{*} The neutral SiV center (SiV\textsuperscript{0}) features suppressed phonon-induced dephasing of its spin state\textsuperscript{90,91} yielding coherence times of $T_2 \sim 200$ ms in bulk measurements at $T = 15$ K\textsuperscript{92}. However, their optical properties, including radiative quantum efficiency, are currently believed to be inferior to those of the SiV\textsuperscript{−} (SiV\textsuperscript{72}) making it challenging to realize an efficient photonic interface.
Figure 2.1: (a) SiV electronic structure. Optical transitions C and D connect the lower (LB) and upper (UB) spin-orbit branches to the lowest-energy optical excited state (LB'). Each branch is split into two spin sublevels in a magnetic field $\vec{B}$. Red and blue arrows denote optical and microwave transitions, respectively. $\gamma_+$ and $\gamma_-$ are phonon-induced decay rates. (b) Schematic of the setup. An objective is mounted on piezo positioners to image the diamond sample using free-space optics. The combined system is attached to the mixing plate of a dilution refrigerator and placed inside a superconducting vector magnet. (c) PLE spectra of an SiV ensemble at $B = 0$ for $T = 4$ K and $0.1$ K. The peak intensity $I_C$ ($I_D$) is proportional to the population in the LB (UB). (d) $I_D/I_C$ (and $\gamma_+/$$\gamma_-$) is reduced at low temperatures, following $e^{-h\Delta/k_B T}$ with $\Delta_{bs} = 42 \pm 2$ GHz in agreement with the measured $\Delta_{GS} = 48$ GHz.
levels $|\downarrow\rangle$ and $|\uparrow\rangle$ of the LB as qubit states. At 4 K, the SiV spin coherence is limited to $\sim 100\text{ ns}$ due to interactions with the thermal acoustic phonon bath at frequency $\Delta_{GS} \sim 50\text{ GHz}$. These interactions result in a relaxation at rates $\gamma_+$ and $\gamma_-$ between the levels in the LB and the UB with different orbitals and the same spin projections as shown in [Fig. 2.1(a)] and destroy spin coherence. By reducing the occupation of phonon modes at $\Delta_{GS}$ at lower temperatures, one can suppress the rate $\gamma_+$, leaving the spin qubit in a manifold free from phonon-induced decoherence, thereby increasing spin coherence.

We investigate SiV properties below 500 mK using a dilution refrigerator with a free-space confocal microscope and a vector magnet as shown in [Fig. 2.1(b)]. Details of the experimental setup for this experiment are outlined in appendix B. We first study the thermal population of the LB and the UB between 0.1 and 10 K using an ensemble of as-grown SiVs (Sample-A in Ref.\textsuperscript{90}). We probe the relative populations in the LB and the UB by measuring the ensemble photoluminescence excitation (PLE) spectra of transitions C and D. Transitions C and D are both visible in PLE at 4 K, which suggests comparable thermal population in the LB and UB [Fig. 2.1(c)]. As the temperature is lowered [Fig. 2.1(d)], the ratio of the transition D and C peak amplitudes ($I_D/I_C$) reduces by more than two orders of magnitude and follows $e^{-h\Delta_{GS}/k_B T}$. These measurements demonstrate an orbital polarization in the LB of $> 99\%$ below 500 mK. At these low temperatures, $\gamma_+ < < \gamma_-$ and the qubit states are effectively decoupled from the phonon bath.
2.3 Extending SiV coherence

To investigate the coherence properties of single emitters, we create single SiVs at a depth of $\sim 250$ nm via $^{28}$Si ion implantation at a dose of $10^9$ /cm$^2$ and an energy of 380 keV into two type-IIa ($[[N] < 5$ ppb, $[B] < 1$ ppb) diamond samples (Element Six). The first sample (Sample-13) has a natural abundance of 1.1% of $^{13}$C isotopes with a nuclear spin $I = 1/2$. The second sample (Sample-12) is engineered to have only $10^{-3}\%$ $^{13}$C to suppress hyperfine interactions between the spin qubit and the nuclear spin bath$^{85}$. After ion implantation and high-temperature annealing$^{39}$, we fabricate a shorted coplanar waveguide on the diamond to drive microwave (MW) transitions between the qubit states [appendix B].

We use spin-selective optical transitions between states $|i\rangle$ and $|i'\rangle$ at frequencies $f_{ii'}$ ($i = \{\uparrow, \downarrow\}$) [Fig. 2.2(a)] to optically initialize and readout the qubit states. Applying a magnetic field $B \sim 0.5 - 3$ kG allows us to optically resolve these transitions. Figure 2.2(b) shows the PLE spectrum of the spin-selective optical transitions at 4 K (red circles). These resonances disappear in continuous wave measurements at 100 mK (blue squares). This effect results from optical pumping of the qubit to the long-lived dark spin state. The central peak originates from off-resonant scattering from the two spin transitions.

To achieve high-fidelity readout of the spin states, it is desirable to scatter photons
Figure 2.2: (a) Spin-selective optical transitions and branching ratios. $f_{ij}$ is the transition frequency between states $i$ and $j$. $\gamma_\parallel$ and $\gamma_\perp$ are spin-conserving and spin-flipping decay rates, respectively; $f_{1\downarrow}$ is the qubit frequency. (b) PLE spectra measured at 4 K and 100 mK. (c) Schematic of the SiV molecular structure. $\alpha$ is the angle between the magnetic field $\vec{B}$ and the SiV symmetry axis set by the two lattice vacancies (empty circles) and aligned along the $\{111\}$ diamond axis. (d) Optical spin pumping timescale $\tau$ measured at different $B$. Here, $\{\alpha, B, \tau\} = \{88, 2.9 \text{kG}, 140 \text{ns}\}$ for the blue squares; $\{57, 3 \text{kG}, 10 \text{s}\}$ for the red circles; $\{45, 1.7 \text{kG}, 3 \text{ms}\}$ for the green diamonds and $\{<0.5, 2.7 \text{kG}, 30 \text{ms}\}$ for the black triangles. (e) Single-shot spin readout in $B = 2.7 \text{kG}$. A 20 ms laser pulse at frequency $f_{1\downarrow}$ is used for state readout. A second laser initializes the spin states via optical pumping. Spin readout photon statistics after initialization in state $|\uparrow\rangle$ (red) and $|\downarrow\rangle$ (blue). Average fidelity $F = 89\%$. 
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many times without causing a spin-flip\textsuperscript{93,94}. To obtain such spin-conserving optical transitions, the cyclicity of the transition $\gamma_\parallel/(\gamma_\perp + \gamma_\parallel)$ can be tuned by varying the angle $\alpha$ of the applied magnetic field with the SiV symmetry axis as shown in Figure 2.2(c)\textsuperscript{42}. Figure 2.2(d) shows the optical spin pumping timescale for different $\alpha$ when the transition $f_{\downarrow\uparrow}$ is driven near saturation. We extend the optical pumping timescale by more than five orders of magnitude from 100 ns for $\alpha \sim 90$ to 30 ms in an aligned field.

The ability to optically excite the SiV $\sim 10^5$ times without causing a spin-flip [appendix B] enables high-fidelity single-shot readout of the spin state despite the low photon collection efficiency ($\sim 10^{-4}$) in the phonon-sideband (PSB). We measure the spin state by driving the $f_{\downarrow\uparrow}$ transition near saturation and monitoring fluorescence on the PSB. Figure 2.2(e) shows the readout counts distributions for the spin initialized in state $|\downarrow\rangle$ (blue histogram) and $|\uparrow\rangle$ (red histogram) using a 150 ms pulse from a second laser at frequency $f_{\uparrow\downarrow}$ or $f_{\downarrow\uparrow}$, respectively. We detect $\langle n_\downarrow \rangle = 6.2$ photons from state $|\downarrow\rangle$ and $\langle n_\uparrow \rangle = 0.52$ from state $|\uparrow\rangle$ in a 20 ms readout window. By choosing a state-detection threshold of $n > 1$ for state $|\downarrow\rangle$ and $n \leq 1$ for state $|\uparrow\rangle$, we obtain an average readout fidelity of $F = (F_\uparrow + F_\downarrow)/2 = 0.89$ where $F_i$ is the readout fidelity for state $i$. For the measurements in Figs. 3 and 4, we roughly align the magnetic field with $\alpha < 5$ to operate in an efficient spin readout regime but do not optimize for the highest fidelity at each point. Under these conditions, we measure lifetimes ($T_1$) of the qubit states exceeding 1 s at 100 mK [appendix B].
The spin readout time (∼10 ms) is currently limited by the low collection efficiency of the setup [appendix B] and by optical pumping to the metastable UB of the ground state [appendix B] with a lifetime of ∼200 ns. This readout time can be reduced by several orders of magnitude by adding a repumping laser on transition D [Fig. 2.1(a)] and by using nanophotonic structures to improve the collection efficiency to above 10%.40

To coherently control the SiV electron spin qubit we use a MW field at frequency \( f_{\downarrow} \). In the following experiments, single strained SiVs with \( \Delta_{GS} \sim 80 \text{ GHz} \) are used. When crystal strain is comparable to spin-orbit coupling (∼48 GHz), the orbital components of the qubit states are no longer orthogonal, leading to an allowed magnetic dipole transition. This MW transition is allowed for both aligned and misaligned magnetic fields, allowing simultaneous MW control and single-shot readout of the SiV spin.

We focus on single SiVs placed less than 2 m from the coplanar waveguide to efficiently drive the qubit transition with low MW powers and maintain a steady-state sample temperature below 100 mK. The spin qubit frequency \( f_{\downarrow} \) is determined using a pulsed optically-detected magnetic resonance (ODMR) measurement as shown in Figures 2.3(a,b). A long laser pulse at frequency \( f_{\downarrow} \) initializes the spin in state \(|\uparrow\rangle\) via optical pumping. After a microwave pulse of duration \( \tau \), a second laser pulse at \( f_{\downarrow} \) reads out the population in state \(|\downarrow\rangle\). Once the ODMR resonance is found by scanning the microwave frequency [Fig. 2.3(b)], we drive the qubit transition on reso-
Figure 2.3: (a) Pulse sequence for ODMR and Rabi measurements. (b) Pulsed ODMR measurement for $\tau = 500$ s. Durations of the initialization and readout laser pulses are 15 ms and 2 ms, respectively [appendix B]. (c) Resonant driving at frequency $f_{\uparrow \downarrow}$ results in Rabi oscillations between states $|\uparrow\rangle$ and $|\downarrow\rangle$. Data in (b) and (c) are from Sample-12. (d) Ramsey interference measurement of $T_2^*$ for the two samples. MW pulses are detuned by $\sim 550$ kHz from the $f_{\uparrow \downarrow}$ for the blue data. Duration of the initialization (readout) laser pulse is 15 ms (2 ms) for Sample-12 and 1.5 ms (0.2 ms) for Sample-13. (e) $T_2^*$ as a function of qubit resonant frequency. Dashed blue line is a fit to $1/f_{\uparrow \downarrow}$ scaling [appendix B].
nance and observe Rabi oscillations [Fig. 2.3(c)]. Finally, we use Ramsey interference to measure the spin dephasing time $T_2^*$ for both samples [Fig. 2.3(d)]. For Sample-12, which contains a low density of nuclear spins (blue circles), we measure a dephasing time in the range of $T_2^* = 1.5\text{s}$ to $13\text{s}$. For this sample, we find that $T_2^*$ scales inversely with the qubit frequency $f_{\uparrow\downarrow}$ as shown in Figure 2.3(e). The observed scaling $T_2^* \propto 1/f_{\uparrow\downarrow}$ indicates that fluctuations of the electronic g-factor $\Delta g$ likely limit the $T_2^*$ via the relation $1/(T_2^*) \propto \Delta g \mu_B B$ where $\mu_B$ is the Bohr magneton. Possible origins for $\Delta g$ are discussed in appendix B. For Sample-13, which contains a natural abundance of nuclear spins (red squares), we measure $T_2^* \approx 300\text{ns}$ independent from the magnetic field magnitude which is similar to typical values observed in NVs. These results demonstrate that the dephasing time $T_2^*$ of S1Vs in Sample-13 is primarily limited by the nuclear spin bath in the diamond host with a natural abundance of $^{13}\text{C}^{95}$.

Dephasing due to slowly evolving fluctuations in the environment (e.g. nuclear spins) can be suppressed by using dynamical decoupling techniques$^{96,97}$. We extend the spin coherence time $T_2$ by implementing Carr–Purcell (CP) sequences with $N = 1, 2, 4, 8, 16,$ and 32 rephasing pulses$^{98}$ in Sample-12 [Fig. 2.4(a,b)]. Figure 2.4(c) shows that the coherence time increases approximately linearly with the number of rephasing pulses $N$. The longest observed coherence time is $T_2 = 13 \pm 1.7\text{ms}$ for $N = 32$. We also implement CP sequences for $N = 1, 2,$ and 4 in Sample-13 and find similar coherence times $T_2$ as for Sample-12 [Fig. 2.4(c)]. We repeat the CP measurements at higher temperatures: at 400mK, the $T_2$ time measured by CP2 is identical.
to $T_2$ at 100 mK (red and orange data). At a temperature of 600 mK, the spin-echo (CP1) $T_2$ is dramatically reduced to 60 s. Spin-echo measurements with Sample-13 at a weak magnetic field of 0.2 kG show high-visibility oscillations of the electronic spin coherence [appendix B]. These dynamics are suppressed at stronger fields [appendix B] and are characteristic of coherent coupling to nearby $^{13}$C nuclear spins$^{95}$.

Surprisingly, the observation in Figure 2.4 that the coherence time $T_2$ in both samples is identical for a given $N$ indicates that the coherence time $T_2$ is not limited by the nuclear spin bath, but by another noise source. This observation is also supported by the approximately linear scaling ($T_2 \sim N$) of coherence with the number of π-pulses which deviates substantially from the expected $\sim N^{2/3}$ scaling for dipolar coupling to nuclear spins$^{99,100}$. We also do not find a significant difference between $T_2$ measured at different magnetic fields [appendix B], suggesting that g-factor fluctuations are also not the limiting factor for these measurements.

While the origin of the noise source is at present not understood, the linear dependence of $T_2$ on $N$ suggests that $T_2$ can potentially be further improved by using additional rephasing pulses. In the current measurements, errors due to imperfect π-pulses [appendix B] result in reduced state fidelities for pulse sequences with $N \geq 32$. Pulse errors can be reduced by using decoupling sequences with two-axis (XY) control$^{97}$. The gate fidelities can also be improved using higher MW Rabi frequencies [appendix B] that can be obtained with low-loss superconducting coplanar waveguides$^{101}$.
Figure 2.4: 13 ms spin coherence with dynamical decoupling. (a) CPMG sequence with $N$ repulsing MW $\pi$-pulses. (b) Spin coherence for CP sequences with $N = 1, 2, 4, 8, 16,$ and 32 pulses in Sample-12 in an aligned magnetic field $B \approx 1.6 \text{kG}$ at 100 mK. The longest measured $T_2$ time is 13 ms for $N = 32$. State fidelity reduces with higher $N$ due to $\pi$-pulse errors. Durations of the initialization and readout laser pulses are $\sim 100 \text{ ms}$ and $\sim 15 \text{ ms}$, correspondingly. Dashed lines are fits to $\exp[-(T/T_2)^2]$ [appendix B]. (c) $T_2$ coherence vs. number of repulsing pulses $N$ for Sample-12. Fitting to $T_2 \propto N^\beta$ gives $\beta = 1.02 \pm 0.05$ (blue dashed line), the shaded region represents a standard deviation of $0.05$. For comparison, the red dashed line shows $N^{2/3}$ scaling. (d) $T_2$ coherence vs. number of repulsing pulses $N$ for Sample-12 and Sample-13. Green and orange points are measured with Sample-13 at elevated temperatures.
2.4 Conclusion

These observations establish the SiV as a promising solid-state quantum emitter for
the realization of quantum network nodes using integrated diamond nanophotonics\textsuperscript{40}. Although understanding the noise bath and its effects on the SiV spin dynamics is an
important area of future study, the demonstrated coherence time of 13 ms is already
sufficient to maintain quantum states between quantum repeater nodes separated by
$10^3$ km\textsuperscript{80}. The quantum memory lifetime could be further extended by implement-
ing robust dynamical decoupling schemes\textsuperscript{97} or using coherently coupled nuclear spins
as longer-lived memories\textsuperscript{102}. The SiV spin could also be strongly coupled to local-
ized acoustic\textsuperscript{103,104} modes by exploiting the large strain susceptibility of SiVs (PHz /
strain)\textsuperscript{103}. This offers new opportunities for realizing two-qubit gates\textsuperscript{105,106,107} and in-
terfacing superconducting quantum circuits with long-lived spin memories and optical
photons\textsuperscript{108}. 
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3.1 Introduction

Quantum networks have the potential to enable a plethora of new technologies including secure communication, enhanced metrology, and distributed quantum computing\textsuperscript{13,14,17,18,109}. Such networks require nodes which perform quantum processing on a small register of interconnected qubits with long coherence times. Distant nodes are connected by efficiently interfacing qubits with optical photons that can be coupled into an optical fiber [Fig. 3.1(a)].

The prevailing strategy for engineering an efficient, coherent optical interface is that of cavity quantum electrodynamics (QED), which enhances the interactions between atomic quantum memories and photons\textsuperscript{23,110,111,112,113}. Nanophotonic cavity QED systems are particularly appealing, as the tight confinement of light inside optical nanostructures enables strong, high-bandwidth qubit-photon interactions\textsuperscript{40,114,115}. In practice, nanophotonic devices also have a number of technological advantages over
Figure 3.1: (a) Schematic of a quantum network. Nodes consisting of several qubits are coupled together via an optical interface. (b) A quantum network node based on the SiV. SiV centers and ancilla $^{13}$C are incorporated into a nanophotonic device and addressed with a coupled fiber and microwave coplanar waveguide.
macroscopic optical cavities, as they can be fabricated en-masse and interfaced with on-chip electronics and photonics, making them suitable for scaling up to large-scale networks\textsuperscript{23,116}. While strong interactions between single qubits and optical photons have been demonstrated in a number of cavity QED platforms\textsuperscript{23,24,113,117,118,119}, no single realization currently meets all of the requirements of a quantum network node. Simultaneously achieving high-fidelity, coherent control of multiple long-lived qubits inside of a photonic structure is a major outstanding challenge.

Recent work has established the silicon-vacancy color-center in diamond (SiV) as a promising candidate for quantum networking applications\textsuperscript{41,45,120,121,122}. The SiV is an optically active point defect in the diamond lattice\textsuperscript{97,123}. Its $D_{3d}$ inversion symmetry results in a vanishing permanent electric dipole moment of the ground and excited states, rendering the transition insensitive to electric field noise typically present in nanostructures\textsuperscript{39}. Recent work has independently shown that SiV centers in nanostructures display strong interactions with single photons\textsuperscript{41} and that SiV centers at temperatures below 100 mK (achievable in dilution refrigerators) exhibit long coherence times\textsuperscript{44}, [Ch. 2]. While these results indicate the promising potential of the SiV center for future quantum network nodes, significant technical challenges must be overcome in order to combine these ingredients.

In this chapter, we outline the practical considerations and approaches needed to build a quantum network node with SiV centers in nanophotonic diamond cavities coupled to ancillary nuclear spins [Fig. 3.1(b)] [Ch. 4]. Section 3.2 describes recent im-
provements to the fabrication techniques used to create and incorporate SiV centers into high-quality factor, critically-coupled nanophotonic cavities with an efficient fiber-optical interface. Section 3.3 describes the millikelvin experimental apparatus and several common experimental protocols. Section 3.4 describes the SiV level structure and electronic transitions, illustrating the interplay of strain and magnetic field in enabling both coherent control of- and a photonic interface for- SiV spins. Sections 3.5, 3.6 and 3.7 outline experimental implementations of optical and microwave control of SiV centers, and use this control to create electron-photon Bell states with high fidelity in section 3.8. Section 3.9 introduces techniques for coupling to additional qubits consisting of naturally occurring $^{13}$C in diamond. We describe our method for initializing and reading out these nuclear spins via the SiV, coherent control of $^{13}$C with microwave and radio-frequency driving, probe the coherence of these nuclei, and finally entangle the SiV with a nearby $^{13}$C and demonstrate electron-nuclear Bell states.

### 3.2 Nanophotonic device fabrication

#### 3.2.1 Device design

The devices used in these experiments integrate nanophotonic cavities, implanted SiV centers, and microwave coplanar waveguides onto a single diamond chip. Here
Figure 3.2: (a) Schematic of the nanofabrication process used to produce devices. I: Titanium-HSQ mask is patterned using EBL. II: Pattern is transferred onto diamond using top down O₂ RIE. III: Angled IBE is used to separate structures from substrate. IV: Devices are covered in PMMA and implantation apertures are formed using EBL. Device are then cleaned, implanted, and annealed. V: PMMA is used in a liftoff procedure to pattern gold microwave striplines. VI: Final devices are cleaned and prepared for experiment. (b) Scanning electron micrographs corresponding to steps II, III, and VI in the fabrication procedure.
we present the fabrication process used to realize such devices.

Typically, high-quality photonic crystal resonators are fabricated from 2-D membranes, which tightly confine light due to total internal reflection off of material boundaries. Difficulties in growing high-purity, single-crystal diamond films on non-diamond substrates are one of the key challenges to fabricating such resonators in diamond\textsuperscript{124}. As a result, nanophotonic diamond structures must be etched out of bulk diamond, which requires non-traditional etching techniques\textsuperscript{125,126}. In particular, two methods have emerged for creating freestanding diamond nanostructures: Isotropic undercutting\textsuperscript{126,127} and angled ion-beam etching (IBE)\textsuperscript{128}. In this work, we use the latter technique, resulting in freestanding, triangular-cross-section waveguides.

Preliminary design of the nanophotonic structures are described in appendix C.1, and are optimized to maximize atom-photon interaction while maintaining high waveguide coupling. To take advantage of the scalable nature of nanofabrication, these optimized devices are patterned in sets of roughly 100 with slightly modified fabrication parameters. The overall scale of all photonic crystal cavity parameters are varied between different devices on the same diamond chip to compensate for fabrication errors (which lead to unexpected variations in the resonator frequency and quality-factor). Due to these errors, roughly one in six cavities are suitable for SiV experiments. Fortunately, hundreds of devices are made in a single fabrication run, ensuring that every run yields many usable devices.

The diamond waveguide region (as opposed to the photonic crystal cavity region
[Appendix. C.1]) has two distinguishing features. First, thin support structures are placed periodically along the waveguide and are used to suspend the structures above the substrate. These supports are portions of the waveguide which are adiabatically tapered to be \( \sim 30\% \) wider than the rest of the waveguide, and take longer to etch away during the angled etch process. By terminating the etch after normal waveguide regions are fully etched through, these wide sections become \( \sim 10 \text{nm} \) thick supports which tether the waveguide structures to the substrate while minimizing scattered loss from guided modes. Second, one end of the waveguide structure is adiabatically tapered into free-space\(^{129}\). These tapers are formed by a linear taper of the waveguide down to less than \( 50 \text{nm} \) wide over a \( 10 \text{m} \) length. This tapered region can be coupled to a similarly tapered optical fiber, allowing structures to efficiently interface with a fiber network [Sec. 3.3]. This tapered end of the waveguide is the most fragile portion of the structure, and can break after repeated fiber coupling attempts. This is often what limits the total measurement lifetime of a device.

The number of devices (and thus the relative yield of the fabrication process) is limited by the maximum packing density on the diamond chip. This is primarily limited by the need to accommodate \( 10 \text{m} \) wide microwave coplanar waveguides (CPWs) between devices, which are patterned directly onto the diamond surface to efficiently control SiV spins using microwaves. Simulations (Sonnet Inc) of prospective design geometries ensure that the CPW is impedance matched with our 50 \text{feed lines}, which minimizes scattered power from the waveguides. Tapers in the CPW near the center
of the cavity regions concentrate current and increase the amplitude of the microwave field near the SiVs, and CPWs are terminated with a short in order to ensure a magnetic field maximum along the device.

### 3.2.2 Device fabrication

Fabrication of the diamond structures proceeds as described in ref.\textsuperscript{129} with the notable modification that the angled etch is conducted not with a Faraday cage loaded inside a reactive ion etching chamber, but instead with an IBE. The Faraday cage technique\textsuperscript{125,130} offered the benefit of simplicity and accessibility—requiring only that the reactive ion etching chamber in question was large enough to accommodate the cage structure—but suffered from large fluctuations in etch rate across the surface of the sample, as well as between different fabrication runs, due to imperfections in the Faraday cage mesh. These irregularities could be partially compensated for by repeatedly repositioning and rotating the cage with respect to sample during the etch, but this process proved to be laborious and imprecise. Instead, IBE offers collimated beams of ions several cm in diameter, leading to almost uniform etch rates across the several mm diamond chip. This technique allowed for consistent fabrication of cavities with $Q > 10^4$, $V < 0.6[\lambda/(n = 2.4)]^3$, and resonances within $\sim 10$ nm of SiV optical frequencies.

Once the diamond cavities are fabricated [Fig. 3.2(a I-III)], SiV centers must be in-
corporated. To ensure the best possible atom-photon interaction rate [Sec. 3.5], SiVs should be positioned at the cavity mode maximum. Ideally, this requires implantation accuracy of better than 50 nm in all 3 dimensions due to the small mode volume ($\sim 0.5[\lambda/(n = 2.4)]^3$) of the cavities used. In the past, implantation of silicon ions (which form SiV centers following a high-temperature anneal) was done using focused ion-beam implantation, but this technique required specialized tools and lacked the accuracy necessary for maximally efficient mode coupling. Instead, we adapt the standard masked implantation technique and use commercial foundaries for ion implantation.

For the implantation process, we repeatedly spin and bake MMA EL11 and PMMA C4 (Microchem) to cover the nanophotonic cavities completely with polymer resist. We then spin-coat a conductive surface layer of Espacer (Showa Denko). An E-beam lithography (EBL) tool then aligns with large markers underneath the polymer layer, allowing it to expose an area surrounding smaller, high-resolution alignment markers on the diamond. The exposed regions are developed in a 1:3 mixture of MIBK:IPA. Espacer is again spin-coated, and a second EBL write can be done, aligned to the high-resolution markers. Based on these alignment markers, holes of less than 65 nm diameter (limited by the resolution of PMMA resist) are patterned onto the center of the photonic crystal cavity which, after subsequent development, act as narrow apertures to the diamond surface [Fig. 3.2(a IV)]. The rest of the diamond surface is still covered in sufficiently thick PMMA to prevent ions from reaching masked portions of
the device. Diamonds are then sent to a commercial foundry (Innovion) where they are implanted with silicon ions at the appropriate energy and dose [Fig. 3.2 (b)]. Annealing in a UHV vacuum furnace (Kurt-Lesker) at \( \sim 1400 \text{ K} \) converts these implanted ions into SiV centers\textsuperscript{39,131}.

CPWs are fabricated using a liftoff process similar to that used to create masked implantation windows. The most notable difference is an additional oxygen plasma descum after development to remove PMMA residue from the surface. Following development, a 10 nm titanium film serves as an adhesion layer for a 250 nm thick gold CPW [Fig. 3.2 (a V)]. Liftoff is performed in heated Remover PG (Microchem) [Fig. 3.2 (a VI)]. The metal thicknesses used here are chosen to improve adhesion of the gold, as well as prevent absorption of cavity photons by the metallic CPW. We observe that the cavity quality factor significantly degrades with gold films > 300 nm. Due to ohmic heating, which can degrade the coherence properties of SiV spins [Sec. 3.6], the length of the CPW is constrained to address a maximum of roughly 6 devices.

Future improvements in diamond device performance will be predicated on improvements of the fabrication technology. Device quality factors are currently limited by deviations in device cross section caused by imperfect selectivity of the HSQ hard mask to oxygen etching. Replacing this mask with a sufficiently smooth metal mask could result in improved etch selectivity and device performance. Isotropic undercut etching could also lead to improved control over device cross sections and facilitate
more sophisticated device geometries\textsuperscript{127,132} at the cost of reduced control over isotropically etched surface roughness. Various techniques exist for the formation of smaller implantation apertures\textsuperscript{133,134}, but these techniques are difficult to use in conjunction with implantation into completed nanophotonic devices. Finally, the use of superconducting striplines could reduce heating, which would enable the CPW to potentially address all devices on the diamond chip and allow for faster driving of SiV spin and nuclear transitions [Sec. 3.6, 3.9].

### 3.3 Experimental Setup

Experiments are performed in a home-built photonic-probe setup inside of a dilution refrigerator (DR, BlueFors BF-LD250) [Fig. 3.3(a)]. The diamond substrate is mounted to a gold-plated copper sample holder via indium soldering below the mixing chamber in the bore of a (6,1,1) T superconducting vector magnet (American Magnetics Inc.) anchored to the 4 K stage. A thermal link between the device and the mixing chamber plate is provided by gold-plated copper bars, as well as oxygen-free copper braids (Copper Braid Products), ensuring maximal thermal conductivity between the mixing chamber plate and the sample, which reaches a base temperature of roughly 60 mK. We address single nanophotonic devices via a tapered optical fiber, which can be coupled \textit{in-situ} with collection efficiencies exceeding 90\%\textsuperscript{129}. The tapered fiber is mounted to a 3-axis piezo stepper (ANPx101, ANPz101), and imaged in free-space by
Figure 3.3: (a) Experiment schematic. Devices ① are mounted in the bore of a SC magnet ② inside of a dilution refrigerator, and imaged with wide-field imaging ③ and piezo steppers ④. Devices are addressed with a tapered optical fiber ⑤ positioned using a second set of piezo steppers ⑥. Cavities are tuned using a nitrogen ⑦. (b) Fiber network used to probe devices. Excitation light is monitored ⑧ and sent to the device. Collected light is monitored ⑨ and filtered ⑩ then sent to one or several SPCMs ⑪. N.C. indicates no connection.
an 8f wide-field scanning confocal microscope which focuses onto a cryo-compatible objective (Attocube LT-APO-VISIR). This setup allows for coupling to several cavities during a single cooldown.

Once coupled, the cavity resonance is red-shifted via nitrogen gas condensation\textsuperscript{11}. A copper tube is weakly thermalized with the 4 K plate of the DR and can be heated above 80 K in order to flow $N_2$ gas onto the devices. This gas condenses onto the photonic crystal, modifying its refractive index and red-shifting the cavity resonance. When the copper tube is not heated, it thermalizes to 4 K, reducing the blackbody load on the sample and preventing undesired gas from leaking into the vacuum chamber.

After red-tuning all devices in this way, each cavity can be individually blue-tuned by illuminating the device with a $\sim$100 W broadband laser via the tapered fiber, locally heating the device and evaporating nitrogen. This laser-tuning can be performed very slowly to set the cavity resonance with a few GHz. The cavity tuning range exceeds 10 nm without significantly degrading the cavity quality factor, and is remarkably stable inside the DR, with no observable drift over several months of measurements.

In previous work\textsuperscript{41}, SiVs were probed in transmission via the free-space confocal microscope focused onto a notch opposing the tapered fiber. Mechanical vibrations arising from the DR pulse tube ($\sim$1 m pointing error at the sample position) result in significant fluctuations in power and polarization of incoupled light. In this work,
we demonstrate a fully integrated solution by utilizing the same tapered fiber to both probe the device and collect reflected photons. This approach stabilizes the excitation path and improves the efficiency of the atom-photon interface, allowing for deterministic interactions with single itinerant photons. High-contrast reflection measurements are enabled by the high-cooperativity, critically-coupled atom-cavity system. Resonant light is sent via the fiber network [Fig. 3.3(b)] and reflected off of the target device. We pick off a small fraction ($\sim 10\%$) of this signal and use it to monitor the wide-band reflection spectrum on a spectrometer (Horiba iHR-550) as well as calibrate the coupling efficiency to the nanocavity. The remaining reflection is then routed either directly to a single-photon counting module (SPCM, Excelitas SPCM-NIR), or into a time-delay interferometer for use in spin-photon experiments [Sec. 3.8]. Due to this high-efficiency fiber-coupled network, we observe overall collection efficiencies of $\sim 40\%$, limited by the quantum efficiency of our APDs.

### 3.4 Optimal strain regimes for SiV spin-photon experiments

Similar to other solid state emitters$^{135,136}$, the SiV is sensitive to local inhomogeneity in the host crystal. In the case of the SiV, which has $D_{3d}$ symmetry, the dominant perturbation is crystal strain. In this section, we describe the effects of strain on the
Figure 3.4: (a) SiV level diagram. Optical transitions $f_{\uparrow\uparrow}$, $f_{\downarrow\downarrow}$ $\sim 737 \text{ nm}$ are coupled to a nanophotonic cavity with mean detuning $\Delta$. Microwaves at frequency $f_{\uparrow\downarrow}$ drive rotations in the lower branch (LB). (b) Qubit frequency $f_{\uparrow\downarrow}$ for differently strained emitters. Modeled splitting for ground state g-factors $g_{gs1} = 1.99, g_{gs2} = 1.89, g_{gs3} = 1.65$ (solid lines) based on independent measurements of $\Delta_{gs}$. (inset) Angle dependence of $f_{\uparrow\downarrow}$ at fixed field $B_{\text{ext}} = 0.19 \text{ T}$. Solid lines are predictions using the same model parameters. (c) Optical splitting $f_{\uparrow\uparrow} - f_{\downarrow\downarrow}$. Fits extract excited state g-factors $g_{es1} = 1.97, g_{es2} = 1.83, g_{es3} = 1.62$ (solid lines). (inset) Angle dependence of $f_{\uparrow\uparrow} - f_{\downarrow\downarrow}$ at fixed field $B_{\text{ext}} = 0.1 \text{ T}$. (d) Histogram of MW transition frequency for two different emitters. (e) Histogram of Optical transition frequency for two different emitters. (f) Simultaneous measurement of $f_{\uparrow\downarrow}$ and $f_{\uparrow\uparrow}$ reveals correlations between optical and microwave spectral diffusion for emitter 2.
SiV spin and optical properties, and how they can enable efficient microwave and optical control of SiV centers inside nanostructures.

3.4.1 SiV Hamiltonian in the presence of strain and spin-orbit coupling

The SiV electronic structure is comprised of spin-orbit eigenstates split by spin-orbit interactions. Optical transitions connect the ground state manifold \((LB, UB)\) and excited state manifold \((LB', UB')\) [Fig. 3.4(a)]. In a DR, phonon absorption \(LB \rightarrow UB\) (and \(LB' \rightarrow UB'\)) is suppressed, resulting in thermal polarization into \(LB\).

We consider the ground state SiV Hamiltonian with spin-orbit and strain interactions, in the combined orbital and spin basis \(\{|e_y \uparrow\}, |e_y \downarrow\rangle, |e_x \uparrow\rangle, |e_x \downarrow\rangle\}\(^{37,121}\)

\[
\mathcal{H}_{SiV} = \mathcal{H}_{SO} + \mathcal{H}_{\text{strain}} \tag{3.1}
\]

\[
\begin{pmatrix}
\alpha - \beta & 0 & \gamma - i\lambda & 0 \\
0 & \alpha - \beta & 0 & \gamma + i\lambda \\
\gamma + i\lambda & 0 & \alpha + \beta & 0 \\
0 & \gamma - i\lambda & 0 & \alpha + \beta
\end{pmatrix} \tag{3.2}
\]

where \(\alpha\) corresponds to axial strain, \(\beta\) and \(\gamma\) correspond to transverse strain, and \(\lambda\) is the strength of spin-orbit interaction. Diagonalizing this reveals the orbital character
of the lower branch:

\[
LB \propto \begin{cases}
|e_x \uparrow\rangle - \frac{1+\sqrt{1+\left(\frac{\gamma/\beta}{\beta}\right)^2}}{\gamma/\beta-\frac{\lambda}{\beta}}|e_y \uparrow\rangle \\
|e_x \downarrow\rangle - \frac{1-\sqrt{1+\left(\frac{\gamma/\beta}{\beta}\right)^2}}{\gamma/\beta-\frac{\lambda}{\beta}}|e_y \downarrow\rangle
\end{cases}
\]  

(3.3)

We investigate these electronic levels in the context of the SiV as a spin-photon interface.

### 3.4.2 Effects of strain on the SiV qubit states

In the limit of zero crystal strain, the orbital factors simplify to the canonical form\(^{37}\)

\[
LB = \begin{cases}
|e_+ \downarrow\rangle \\
|e_- \uparrow\rangle
\end{cases}
\]  

(3.4)

In this regime, the spin-qubit has orthogonal electronic orbital and spin components. As result, one would need to simultaneously drive an orbital and spin flip to manipulate the qubit, which is forbidden for direct microwave driving alone. Thus, in the low strain regime, two-photon optical transitions between the qubit states in a misaligned external field, already demonstrated at millikelvin temperatures in\(^{120}\), are likely necessary to realize a SiV spin qubit.
In the high strain limit ($\sqrt{\beta^2 + \gamma^2} \gg \lambda$), these orbitals become

$$\begin{align*}
LB &= \begin{cases} 
(\cos(\theta/2)|e_x\rangle - \sin(\theta/2)|e_y\rangle) \otimes |\downarrow\rangle \\
(\cos(\theta/2)|e_x\rangle - \sin(\theta/2)|e_y\rangle) \otimes |\uparrow\rangle
\end{cases}
\end{align*}$$

(3.5)

where $\tan(\theta) = \frac{\beta}{\gamma}$. In this regime, the ground state orbital components are identical, and the qubit states can be described by the electronic spin degree of freedom only. As such, the magnetic dipole transition between the qubit states is now allowed and can be efficiently driven with microwaves.

In addition to determining the efficiency of qubit transitions, the spin-orbit nature of the SiV qubit states also determines its susceptibility to external fields. In an externally applied magnetic field, $LB$ splits due to magnetic moments associated with both spin- and orbital- angular momenta. This splitting is parameterized by an effective g-tensor which, for a fixed angle between the external field and the SiV symmetry axis, can be simplified to an effective g-factor: $\mu g B_{ext}/\hbar = f_{\uparrow\downarrow}$. In the limit of large strain, the orbital component of the two $LB$ wavefunctions converge, and g trends towards that of a free electron ($g = 2$). As a result, the qubit states behave akin to a free-electron in the high strain regime, and there is no dependence of g on external field angle or small perturbations in crystal strain.

While it is difficult to probe $\beta$ or $\gamma$ directly, they relate to the energy difference between $UB$ and $LB$ via $\Delta_{gs} = 2\sqrt{\beta_{gs}^2 + \gamma_{gs}^2 + \lambda_{gs}^2}$ [Fig. 3.4(a)]. From this, we extract
\[ \sqrt{\beta^2 + \gamma^2} \], given the known value of \( \lambda_{gs} = 46 \text{GHz}^{37,42,123} \). Numerically diagonalizing the SiV Hamiltonian using the extracted values for \( \beta \) and \( \gamma \) closely matches the measured ground state splitting, both as a function of applied field magnitude and angle [Fig. 3.4(b)].

### 3.4.3 Effects of strain on the SiV spin-photon interface

Strain also plays a crucial role in determining the optical interface to the SiV spin qubit. The treatment shown above can be repeated for the excited states, with the caveat that the parameters \( \beta, \gamma, \) and \( \lambda \) are different in the excited state manifold as compared to the ground state manifold\(^{121}\). These differences give rise to a different g-factor in the excited state (\( g_{es} \)). If the strain is much larger than both \( \lambda_{gs} = 46 \text{GHz} \) and \( \lambda_{es} = 255 \text{GHz} \), then \( g_{gs} \approx g_{es} \approx 2 \). In this case, the two spin-cycling transition frequencies \( f_{11'} \) and \( f_{1L'} \) are identical, and the only spin-selective optical transitions are the dipole-forbidden spin-flipping transitions \( f_{11'} \) and \( f_{11'} \).

Under more moderate strain, the difference \( \delta g = |g_{es} - g_{gs}| \) splits the degenerate optical transitions \( f_{11'} \) and \( f_{1L'} \), making them spin-selective as well. Due to differences in the anisotropic g-tensor in the ground and excited states, \( \delta g \) depends on the orientation of the magnetic field as well, and is minimized in the case of a \( \langle 111 \rangle \)-aligned field [Fig 3.4(c), inset]. In such an external field aligned with the SiV symmetry axis, optical transitions become highly spin-conserving [Ch. 2], allowing many photons to
scatter without altering the SiV spin state. This high cyclicity enables high-fidelity single-shot readout of the spin state [Ch. 4], even without high collection efficiencies [Ch. 2]. This makes working with the spin-cycling transitions highly desirable, at the expense of a reduced ability to resolve spin-selective transitions for a given field magnitude. The need to resolve individual transitions suggests an optimal strain regime where $\sqrt{\beta_{gs}^2 + \gamma_{gs}^2} \gg \lambda_{gs}$, where MW driving is efficient, while $\sqrt{\beta_{es}^2 + \gamma_{es}^2} \lesssim \lambda_{es}$, where one can independently address $f_{\uparrow\uparrow}$ and $f_{\downarrow\downarrow}$ [Fig. 3.4(c)].

### 3.4.4 Effects of strain on SiV stability

Despite the SiV’s symmetry-protected optical transitions, spectral diffusion of the SiV has been observed in many experiments$^{38,39}$ (but still much smaller compared to emitters without inversion symmetry, for example, nitrogen-vacancy centers$^{86,137}$). While the exact nature of this diffusion has not been studied in depth, it is often attributed to the second-order Stark effect or strain fluctuations, both of which affect the energies of SiV orbital wavefunctions. In this chapter, we also observe significant fluctuations of the spin qubit frequency.

As can be seen in reference$^{121}$, for an appropriately low static strain value, fluctuating strain can give rise to fluctuations in the g-tensor of the ground state, causing spectral diffusion of the qubit frequency $f_{\uparrow\downarrow}$ [Fig. 3.4(d)]. Since $g_{gs}$ asymptotically approaches 2 as the static strain increases$^{121}$, the qubit susceptibility to this fluctuating...
strain is reduced in the case of highly strained SiV centers, resulting in a more stable qubit.

While spectral diffusion of the optical transition should not saturate in the same way as diffusion of the microwave transition, we observe qualitatively different spectral diffusion properties for different emitters [Fig. 3.4(e) and Fig. C.2]. SiV 1 ($\Delta_{gs} = 500 \text{GHz}$) displays slow drift of the optical line which is stable to $< 100 \text{MHz}$ over many minutes [Appendix. C.3]. We do not observe significant fluctuations ($> 500 \text{kHz}$) of the microwave transition for this SiV. On the other hand, SiV 2 ($\Delta_{gs} = 140 \text{GHz}$) drifts over a wider range, and also exhibits abrupt jumps between several discrete frequencies [Appendix. C.3].

We simultaneously record the optical transition and qubit frequency for SiV 2 and observe correlations between the two frequencies [Fig. 3.4(f)], indicating that they could arise from the same environmental perturbation. In Appendix C.2, we calculate the qubit and optical transition frequencies using the strain Hamiltonian (eq. 3.2) and find that both correlations and absolute amplitudes of spectral diffusion can simultaneously be explained by strain fluctuations on the order of 1% ($\sim 10^{-7}$ strain) [Appendix C.2].

In this work we rely on static strain, likely resulting from damage induced by ion implantation and nanofabrication, and select for spectrally stable SiVs with appropriate strain profiles. This is characterized by first measuring $\Delta_{gs}$ in zero magnetic field at 4 K by exciting the optical transition $LB \rightarrow LB'$ and measuring emission from the
$LB' \rightarrow UB$ on a spectrometer. We use this to screen for SiVs with $\Delta_{gs} >100 \text{GHz}$ to ensure efficient MW driving of the spin qubit. We further apply a static external magnetic field and measure spectral stability properties as well as $f_{\uparrow\uparrow} - f_{\downarrow\downarrow}$ to guarantee a good spin-photon interface. We measured $\sim 10$ candidate emitters, and found 4 which satisfy all of the necessary criteria for spin-photon experiments.

### 3.5 Regimes of cavity-QED for SiV spin-photon interfaces

Efficient spin-photon interactions are enabled by incorporating SiV centers into nanophotonic cavities. In this section, we describe SiV-cavity measurements in several regimes of cavity QED, and comment on their viability for spin-photon experiments.

#### 3.5.1 Spectroscopy of cavity-coupled SiVs

We measure the spectrum of the atom-cavity system at different atom-cavity detunings in order to characterize the device and extract key cavity QED parameters [Fig. 3.5(a)]. The reflection spectrum of a two-level system coupled to a cavity is modeled by solving the frequency response of the standard Jaynes-Cummings Hamiltonian.
Figure 3.5: (a) SiV-cavity reflection spectrum at several detunings. The bare cavity spectrum (black) is modulated by the presence of the SiV. When the atom cavity detuning is small (Blue, orange), high-contrast, broad features are the result of Purcell enhanced SiV transitions. Far from the cavity resonance (green), interaction results in narrow SiV-assisted transmission channels. (b) Spin-dependent reflection for large SiV-cavity detuning $\Delta \approx -3\kappa$, $B_{ext} = 0.35$ T. In this regime, SiV spin states can be individually addressed. (c) Probing either transmission dip results in high-fidelity single-shot readout in an aligned field ($F = 0.97$, threshold on detecting 13 photons). (d) Spin-dependent reflection near resonance $\Delta \approx 0.5\kappa$, $B_{ext} = 0.19$ T. Dispersive lineshapes allow for distinguishable reflection spectra from both SiV spin states. (e) A probe at the frequency of maximum contrast ($f_Q$) can determine the spin state in a single shot in a misaligned field($F = 0.92$, threshold on detecting > 1 photon).
using input-output formalism for a cavity near critical coupling:\(^{111}\):

\[
\mathcal{R}(\omega) = \left| 1 - \frac{2\kappa_l}{i(\omega - \omega_c) + \kappa_{tot} + g^2/(i(\omega - \omega_a) + \gamma)} \right|^2,
\]

(3.6)

where \(\kappa_l\) is the decay rate from the incoupling mirror, \(\kappa_{tot}\) is the cavity linewidth, \(\omega_c(\omega_a)\) is the cavity (atom) resonance frequency, \(g\) is the single-photon Rabi frequency, and \(\gamma\) is the bare atomic linewidth. Interactions between the SiV optical transition and the nanophotonic cavity result in two main effects. First, the SiV center can modulate the reflection spectrum of the bare cavity, as seen in the colored curves of figure 3.5(a). Second, the coupling to the cavity can broaden the linewidth of the SiV based on the Purcell effect:

\[
\Gamma \approx \gamma + 4g^2/\kappa \frac{1}{1 + 4(\omega_c - \omega_a)^2/\kappa^2}
\]

When the cavity is far detuned from the atomic transition \(|\omega_c - \omega_a| \equiv \Delta > \kappa\) [Fig. 3.5(a), green], Purcell enhancement is negligible and the cavity and atomic linewidths \(\kappa, \gamma = 2\pi \times \{33, 0.1\} \text{ GHz}\) are estimated. When the cavity is on resonance with the atom (\(\Delta = 0\)), we fit (3.6) using previously estimated values of \(\kappa\) and \(\gamma\) to extract \(g = 2\pi \times 5.6 \text{ GHz}\). Together, these measurements allow us to determine the atom-cavity cooperativity \(C = 4g^2/\kappa\gamma = 38\). Importantly, interactions between the SiV and single photons becomes deterministic when \(C > 1\).

As mentioned in section [Sec. 3.4], we would like to make use of spectrally resolved
spin conserving optical transitions ($f_{↑′}$, $f_{↓′}$) to build a spin-photon interface using the SiV. Here, we make this criteria more explicit: $f_{↑′}$ and $f_{↓′}$ can be resolved when $|f_{↑′} - f_{↓′}| \gtrsim \Gamma$.

3.5.2 Cavity QED in the detuned regime

In the detuned regime ($\Delta > \kappa$), $\Gamma \approx \gamma$, and narrow atom-like transitions are easily resolved under most magnetic field configurations, including when the field is aligned with the SiV symmetry axis [Fig. 3.5(b)]. In this case [sec. 3.4, Ch.2], optical transitions are highly spin-conserving, and many photons can be collected allowing for high-fidelity single-shot readout of the SiV spin state ($F = 0.97$) [Fig. 3.5(c)]. Rapid, high-fidelity, non-destructive single-shot readout can enable projective-readout based initialization: after a single measurement of the SiV spin state, the probability of a measurement-induced spin flip is low, effectively initializing the spin into a known state.

While this regime is useful for characterizing the system, the maximum fidelity of spin-photon entanglement based on reflection amplitude is limited. As seen in figure 3.5(b), the contrast in the reflection signal between an SiV in $|↑\rangle$ (orange) vs. $|↓\rangle$ (purple) is only $\sim 80\%$, implying that in 20% of cases, a photon is reflected from the cavity independent of the spin state of the SiV, resulting in errors. We note that the residual 20% of reflection can be compensated by embedding the cavity inside an i-
terferometer at the expense of additional technical stabilization challenges, discussed below.

3.5.3 Cavity QED near resonance

Tuning the cavity onto the atomic resonance ($\Delta \approx 0$) dramatically improves the reflection contrast [Fig. 3.5(a) (blue curve)]. Here, we observe nearly full contrast of the reflection spectrum due to the presence of the SiV. Unfortunately, this is associated with a broadened atomic linewidth ($\Gamma = \gamma(1 + C) \sim 4\,\text{GHz}$). While it is, in principle, still possible to split the atomic lines by going to higher magnetic fields, there are several technical considerations which make this impractical. Large magnetic fields ($|B_{\text{ext}}| > 0.5\,\text{T}$) correspond to large qubit frequencies ($f_{\uparrow\downarrow}$), which can induce spontaneous qubit decay due to phonon emission ($|\uparrow\rangle \rightarrow |\downarrow\rangle$), as well as increased local heating of the device from microwave dissipation, both of which reduce the SiV spin coherence time rendering it ineffective as a quantum memory.

At intermediate detunings ($0 < \Delta < \kappa$), the SiV resonance is located on the cavity slope and results in high-contrast, spin-dependent Fano lineshapes which exhibit sharp features smaller than $\Gamma$ [Fig. 3.5(a), orange curve]. By working at an optimal $B_{\text{ext}}$ where the peak of one spin transition is overlapped by the valley of the other, the best features of the resonant and far-detuned regimes are recovered [Fig. 3.5(e)]. Probing the system at the point of maximum contrast ($f_Q \approx (|f_{\uparrow\uparrow'} - f_{\downarrow\downarrow'}|)/2$, con-
trast > 90\%) enables single-shot readout of the SiV spin state for an arbitrary field orientation, even when transitions are not cycling [Fig. 3.5(f)].

This demonstrates an optical regime of cavity QED where we simultaneously achieve high-contrast readout while maintaining spin-dependent transitions. In this regime, we still expect residual reflections of about 10\%, which end up limiting spin-photon entanglement fidelity. This infidelity arises because the cavity is not perfectly critically coupled ($\kappa_l \neq \kappa_{\text{tot}}/2$), and can in principle be solved by engineering devices that are more critically coupled. Alternatively, this problem can be addressed for any cavity by interfering the signal with a coherent reference to cancel unwanted reflections. In this case, one would have to embed the cavity in one arm of a stabilized interferometer. This is quite challenging, as it involves stabilizing ~10 m long interferometer arms, part of which lie inside the DR (and experience strong vibrations from the pulse-tube cryocooler).

A fundamental issue with critically coupled cavities is that not all of the incident light is reflected from the device. If the spin is not initialized in the highly-reflecting state, photons are transmitted and not recaptured into the fiber network. Switching to overcoupled (single-sided) cavities, where all photons are reflected with a spin-dependent phase, could improve both the fidelity and efficiency of spin-photon entanglement. Once again, however, measurement of this phase would require embedding the cavity inside of a stabilized interferometer. As such, the un-compensated reflection amplitude based scheme employed here is the most technically simple approach
to engineering spin-photon interactions.

3.6 Microwave spin control

While the optical interface described in previous sections enables high-fidelity initialization and readout of the SiV spin qubit, direct microwave driving is the most straightforward path towards coherent single-qubit rotations. Typically, microwave manipulation of electron spins requires application of significant microwave power. This presents a challenge, as SiV spins must be kept at local temperatures below 500 mK in order to avoid heating-related dephasing. In this section, we implement coherent microwave control of SiV centers inside nanostructures at temperatures below 500 mK.

3.6.1 Generating microwave single-qubit gates

The SiV spin is coherently controlled using amplitude and phase controlled microwave pulses generated by a Hittite signal generator (HMC-T2220). A target pulse sequence is loaded onto an arbitrary waveform generator (Tektronix AWG 7122B), which uses a digital channel to control a fast, high-extinction MW-switch (Custom Microwave Components, CMCS0947A-C2), and the analog channels adjust the amplitude and phase via an IQ-mixer (Marki, MMIQ-0416LSM). The resulting pulse train is subsequently amplified (Minicircuits, ZVE-3W-183+) to roughly 3 W of power, and sent via
**Figure 3.6:** (a) Experimental schematic for microwave control. The amplitude and phase of a CW microwave source ① are modulated via a microwave switch and IQ mixer controlled externally by an AWG ②. A CW radio frequency source ③ is controlled using a digital delay generator ④. Both signals are amplified by 30dB amplifiers ⑤ before entering the DR. 0dB cryo-attenuators ⑥ thermalize coax cables at each DR stage, ultimately mounted to a PCB ⑦ on the sample stage and delivered to the devices. (b) Schematic depicting microwave-induced heating of devices. (c) Modeled temperature at the SiV from a dynamical decoupling sequence. At long $\tau$, device cools down between each decoupling pulse, resulting in low temperatures. At short $\tau$, devices are insufficiently cooled, resulting in a higher max temperature ($T_{\text{max}}$). (d) Effects of microwave heating on SiV coherence time. (Top panel) At high Rabi frequencies, SiV coherence is temporarily reduced for small $\tau$. (Bottom panel) The local temperature ($T_{\text{max}}$) at the SiV calculated by taking the maximum value of the plots in figure (c). (e) Hahn-echo for even lower Rabi frequencies, showing coherence times that scale with microwave power.
a coaxial cable into the dilution refrigerator. At each cryogenic flange, a 0 dB attenuator is used to thermalize the inner and outer conductors of the coaxial line while minimizing microwave dissipation. The signal is then launched into a coplanar waveguide on a custom-built circuit board (Rogers4003C, Bay Area Circuits) so it can be wire-bonded directly to the diamond chip [Sec. 3.2, Fig. 3.6(c)]. The qubit frequency \( f_{\uparrow\uparrow} \) is measured by its optically detected magnetic resonance spectrum (ODMR) identically to the method described in chapter 2. We observe ODMR from 2 GHz to 20 GHz (corresponding to fields from 0.1 T to 0.7 T), implying that microwave control of SiV centers in this configuration is possible at a wide variety of external field magnitudes. This allows the freedom of tuning the field to optimize other constraints, such as for resolving spin transitions [Sec. 3.5] and identifying ancillary nuclear spins [Sec. 3.9].

Once the qubit frequency has been determined for a given field, single-qubit gates are tuned up by measuring Rabi oscillations. The frequency of these oscillations scales with the applied microwave power \( \Omega_R \sim \sqrt{P} \) and determines the single-qubit gate times. We can perform \( \pi \)-pulses \( R_{\phi}^{\pi} \) in under 12 ns, corresponding to a Rabi frequency exceeding 80 MHz [Ch. 4]. This coherent control is used to implement pulse-error correcting dynamical decoupling sequences, either CPMG-N sequences of the form \( R_{x}^{\pi/2} - (\tau - R_{y}^{\pi} - \tau)^N - R_{x}^{\pi/2} = x - (Y)^N - x^{98} \) or XY8-N sequences of the form \( x - (XYXYXYXYX)^N - x^{138} \). Sweeping the inter-pulse delay \( \tau \) measures the coherence time \( T_2 \) of the SiV.
3.6.2 Effects of microwave heating on coherence

As mentioned in sections 3.3 and 3.4, thermally induced $T_1$ relaxation can dramatically reduce SiV coherence times. To explain this phenomenon, we model the nanobeam as a 1D beam weakly coupled at two anchor points to a uniform thermal bath [Fig. 3.6(b)]. Initially, the beam is at the steady-state base temperature of the DR. A MW pulse instantaneously heats the bath, and the beam rethermalizes on a timescale $\tau_{th}$ set by the thermal conduction of diamond and the beam geometry. Once the pulse ends, this heat is extracted from the beam on a similar timescale. By solving the time-dependent 1-D heat equation, we find that the change in temperature at the SiV caused by a single pulse (starting at time $t_0$) scales as $T_{SiV} \propto (e^{-(t-t_0)/\tau_{th}} - e^{-9(t-t_0)/\tau_{th}})$.

We take the sum over $N$ such pulses to model the effects of heating from a dynamical-decoupling sequence of size $N$.

At early times ($\tau < \tau_{th}$), the SiV does not see the effects of heating by the MW line, and coherence is high. Similarly, at long times ($\tau \gg \tau_{th}$) a small amount of heat is able to enter the nanostructure and slightly raise the local temperature, but this heat is dissipated before the next pulse arrives [Fig. 3.6(c), blue curve]. At intermediate timescales however, a situation can arise where the nanobeam has not fully dissipated the heat from one MW pulse before the second one arrives [Fig. 3.6(c), orange curve]. We plot the maximum temperature as seen by the SiV as a function of pulse spacing [Fig. 3.6(d), lower panel], and observe a spike in local temperature
for a specific inter-pulse spacing $\tau$, which depends on $\tau_{th}$. Dynamical-decoupling sequences using high Rabi frequency pulses reveal a collapse in coherence at a similar time [Fig. 3.6(d), upper panel]. This collapse disappears at lower Rabi frequencies, suggesting that it is associated with heating-related dephasing. We fit this collapse to a model where the coherence time $T_2$ depends on temperature $^{44}$, and extract the rate of heating $\tau_{th} = 70$ s.

Typically, faster $\pi$-pulses improve measured spin coherence by minimizing finite-pulse effects and detuning errors. Unfortunately, as seen above, faster pulses require higher MW powers which cause heating-related decoherence in our system. We measure Hahn-echo at lower MW powers [fig. 3.6(e)], and find MW heating limits $T_2$ even at $\Omega_R \sim 10$ MHz. For applications where long coherence is important, such as electron-nuclear gates [Sec. 3.9], we operate at an optimal Rabi frequency $\Omega_R = 2\pi \times 10$ MHz where nuclear gates are as fast as possible while maintaining coherence for the entire gate duration. For applications such as spin-photon entangling gates where fast gates are necessary [Sec. 3.8], we operate at higher Rabi frequencies $\Omega_R = 2\pi \times 80$ MHz at the cost of reduced coherence times.

Heating related effects could be mitigated by using superconducting microwave waveguides. This approach would also enable the fabrication of a single, long superconducting waveguide that could simultaneously address all devices on a single chip. However, it is still an open question whether or not superconducting waveguides with appropriate critical temperature, current, and field properties can be fabricated
Figure 3.7: (a) T2 scaling for two different SiVs. SiV 2 exhibits no scaling with number of pulses ($T_{2,SiV2} = 30\text{s}$). (b) DEER ESR on SiV 2. Vertical red line is the expected frequency of a $g = 2$ spin based on our ability to determine the applied external field (Typically to within 10%). (c) DEER Echo on SiV 2. $T_{2,DEER} = 10\text{s}$. (d) Dynamical-decoupling on SiV 1. Data points are $T_2$ measurements used in part (a, blue curve), and solid lines are a noise model consisting of two Lorentzian noise baths.

around diamond nanostructures.
3.7 Investigating the noise bath of SiVs in nanostructures

At low temperatures, the coherence time of SiV centers drastically depends on the surrounding spin bath, which can differ from emitter to emitter. As an example, we note that the $T_2$ of two different SiV centers in different nanostructures scales differently with the number of applied decoupling pulses [Fig. 3.7(a)]. Surprisingly, the coherence time of SiV 2 does not scale with the number of applied pulses, while the coherence time of SiV 1 does scale as $T_2(N) \propto N^{2/3}$. Notably, both scalings are different as compared to what was previously measured in bulk diamond: $T_2(N) \propto N^1$ [Ch. 2]. In this section, we probe the spin bath of these two SiVs in nanostructures to investigate potential explanations for the above observations.

3.7.1 Double electron-electron resonance spectroscopy of SiVs in nanostructures

In order to investigate the poor coherence of SiV 2, we perform double electron-electron resonance (DEER) spectroscopy\textsuperscript{139} to probe the spin bath surrounding this SiV. We perform a Hahn-echo sequence on the SiV, and sweep the frequency of a second microwave pulse (taking the RF path in figure 3.6(a)), contemporaneous with the echo-
ing SiV π-pulse [Fig. 3.7(b), upper panel]. If this second pulse is resonant with a spin bath coupled to the SiV, the bath can flip simultaneously with the SiV, leading to increased sensitivity to noise from the bath [Fig. 3.7(b), lower panel]. We observe a significant reduction of coherence at a frequency consistent with that of a free-electron spin bath ($g_{\text{bath}} = 2$) (resonance expected at 12(1) GHz).

Next, we repeat a standard Hahn-echo sequence where a π-pulse resonant with this bath is applied simultaneously with the SiV echo pulse (DEER echo). The coherence time measured in DEER echo is significantly shorter than for standard spin-echo, indicating that coupling to this spin bath is a significant source of decoherence for this SiV. One possible explanation for the particularly severe bath surrounding this SiV is a thin layer of alumina ($\text{Al}_2\text{O}_3$) deposited via atomic layer deposition on this device in order to tune cavities closer to the SiV transition frequency. The amorphous oxide layer–or its interface with the diamond crystal–can be host to a large number of charge traps, all located within ~50 nm of this SiV. Unfortunately, we could not measure this device without alumina layer due to our inability to gas-tune the nanophotonic cavity close enough to the SiV resonance [Sec. 3.3].

These observations are further corroborated by DEER measurements in SiV 1, where the alumina layer was not used (only $N_2$ was used to tune this cavity). In this device, we observe longer coherence times which scale $T_2(N) \propto N^{2/3}$, as well as no significant signatures from $g_{\text{bath}} = 2$ spins using DEER spectroscopy. We fit this scaling to a model consisting of two weakly-coupled spin baths [Fig. 3.7(d), Appendix. C.4],
and extract bath parameters $b_1 = 5 \text{ kHz}$, $\tau_1 = 1 \text{ s}$, $b_2 = 180 \text{ kHz}$, $\tau_2 = 1 \text{ ms}$, where $b$ corresponds to the strength of the noise bath, and $\tau$ corresponds to the correlation time of the noise\textsuperscript{97,140}.

While the source of this noise is an area of future study, we find that the $b_2$ term (likely due to bulk impurities) is the dominant contribution towards decoherence in the system [Appendix. C.4]. Removing this term from the model results in coherence times up to a factor of 1000 times larger than measured values. Higher-temperature\textsuperscript{39} or \textit{in situ}\textsuperscript{141} annealing could potentially mitigate this source of decoherence by eliminating paramagnetic defects such as vacancy clusters. Additionally, by accompanying Si implantation with electron irradiation\textsuperscript{71}, SiV centers could be created more efficiently, and with reduced lattice damage. Finally, working with isotopically purified diamond samples with very few $^{13}\text{C}$, a spin-1/2 isotope of carbon, could also result in a reduced spin bath [Ch. 2, Appendix. C.4].

### 3.8 Spin-photon entanglement

The previous sections of this chapter characterize the SiV as an efficient spin-photon interface and a quantum memory with long-lived coherence. Here, we combine these two properties to demonstrate entanglement between a spin qubit and a photonic qubit. The mechanism for generating entanglement between photons and the SiV can be seen in figure 3.5(b,d): Depending on the spin state of the SiV, photons at the
Figure 3.8: (a) Experimental sequence for generating and verifying spin-photon entanglement. A time-bin encoded qubit is reflected by the cavity, and both the SiV and the photonic qubits are measured in the Z and X bases. (b) Spin-photon correlations measured in the Z-Z basis. Light (dark) bars are before (after) correcting for known readout error associated with single-shot read-out of the SiV. (c) Spin-photon correlations measured in the X-X basis. Bell-state preparation fidelity of $F \geq 0.89(3)$ and a concurrence $C \geq 0.72(7)$. (d) Preparation of second spin-photon Bell state. Changing the phase of the incoming photonic qubit prepares a Bell-state with inverted statistics in the X basis.
probe frequency are either reflected from the cavity and detected, or are transmitted and lost.

3.8.1 Generating time-bin qubits

We begin by explaining our choice of time-bin encoding for photonic qubits. One straightforward possibility is to use the Fock state of the photon. However, it is extremely challenging to perform rotations on a Fock state, and photon loss results in an error in the computational basis. Another, perhaps more obvious possibility is to use the polarization degree of freedom. While the SiV spin-photon interface is not polarization selective (both spin states couple to photons of the same polarization), one could consider polarization based spin-photon entangling schemes already demonstrated in nanophotonic systems\textsuperscript{142,143}. However, this requires embedding the nanostructure inside of a stabilized interferometer, which has a number of challenges [Sec. 3.5]. In addition, it requires careful fabrication of overcoupled, single-sided cavities (unlike the critically coupled diamond nanocavities used here [Sec. 3.2]). As such, we believe time-bin encoding is a natural choice given the critically-coupled SiV-cavity interface described here [Sec. 3.5].

These qubits are generated by passing a weak coherent laser though a cascaded AOM, amplitude-EOM, and phase-EOM. The time-bins are shaped by an AWG-generated pulse on the amplitude-EOM, and are chosen to be much narrower than
the delay $\delta t$ between time bins. We can choose to prepare arbitrary initial photonic states by using the phase-EOM to imprint an optional phase shift to the second bin of the photonic qubit. Since we use a laser with Poissonian photon number statistics, we set the average photon number $\langle n_{ph} \rangle = 0.008 \ll 1$ using the AOM to avoid events where two photons are incident on the cavity.

Using this encoding, measurements in a rotated basis (X-basis) become straightforward. We send the time-bin qubit into an actively stabilized, unbalanced, fiber-based, Mach-Zender interferometer, where one arm passes through a delay line of time $\delta t$. With 25% probability, $|e\rangle$ enters the long arm of the interferometer and $|l\rangle$ enters the short arm, and the two time bins interfere at the output. Depending on the relative phase between the two bins, this will be detected on only one of the two arms of the interferometer output [Fig. 3.3(b)], corresponding to a measurement in the X basis of $|\pm\rangle$.

### 3.8.2 Spin-photon Bell states

We prepare and verify the generation of maximally entangled Bell states between the SiV and a photonic qubit using the experimental sequence depicted in figure 3.8(a). First, the SiV is initialized into a superposition state $|\rightarrow\rangle = 1/\sqrt{2}(|\uparrow\rangle + |\downarrow\rangle)$. Then photons at frequency $f_Q$ [Sec. 3.5] are sent to the cavity, corresponding to an incoming photon state $|+\rangle = 1/\sqrt{2}(|e\rangle + |l\rangle)$, conditioned on the eventual detection of only
one photon during the experiment run. Before any interactions, this state can be written as an equal superposition: \( \Psi_0 = |\rightarrow\rangle \otimes |+\rangle = 1/2(|e \uparrow\rangle + |e \downarrow\rangle + |l \uparrow\rangle + |l \downarrow\rangle) \). The first time bin is only reflected from the cavity if the the SiV is in state \( |\uparrow\rangle \), effectively carving out \( |e \downarrow\rangle \) in reflection\(^{22}\). A \( \pi \)-pulse on the SiV transforms the resulting state to \( \Psi_1 = 1/\sqrt{3}(|e \downarrow\rangle + |l \downarrow\rangle + |l \uparrow\rangle) \). Finally, reflection of the late time-bin off of the cavity carves out the state \( |l \downarrow\rangle \), leaving a final entangled state \( \Psi_2 = 1/\sqrt{2}(|e \downarrow\rangle + |l \uparrow\rangle) \).

To characterize the resulting state, we perform tomography on both qubits in the \( Z \) and \( X \) bases [Fig. 3.8(a)].

In order to enable high-bandwidth operation and reduce the requirements for laser and interferometric stabilization in generating and measuring time-bin qubits, it is generally beneficial to set \( \delta t \) as small as possible. The minimum \( \delta t \) is determined by two factors: First, each pulse must be broad enough in the time-domain (narrow enough in the frequency domain) so that it does not distort upon reflection off of the device. From figure 3.5(d), the reflection spectrum is roughly constant over a \( \sim 100 \) MHz range, implying that \( \sim \) nanosecond pulses are sufficient. The second consideration is that a microwave \( \pi \)-pulse must be placed between the two pulses. In this experiment, we drive fast (12 ns) \( \pi \)-pulses. As such, we set \( \delta t = 30 \) ns and use 5 ns optical pulses to satisfy these criteria.
3.8.3 Spin-photon entanglement measurements

For Z-basis measurements, photons reflected from the cavity are sent directly to a SPCM and the time-of-arrival of the time-bin qubit is recorded. Afterwards, the SiV is read out in the Z-basis [Sec. 3.5]. Single-shot readout is calibrated via a separate measurement where the two spin-states are prepared via optical pumping and read out, and the fidelity of correctly determining the $|\uparrow\rangle (|\downarrow\rangle)$ state is $F_\uparrow = 0.85$ ($F_\downarrow = 0.84$), limited by the large 0 component of the geometric distribution which governs photon statistics for spin-flip systems [Sec. 3.5]. In other words, since we work in a misaligned field in this experiment, the probability of a spin flip is high, making it somewhat likely to measure 0 photons regardless of initial spin state. Even before accounting for this known error [Appendix. C.5], we observe clear correlations between the photonic and spin qubits [Fig. 3.8(b), light-shading]. Error bars for these correlation histograms (and the following fidelity calculations) are estimated by statistical bootstrapping, where the scattered photon histograms (post-selected on the detection of $|e\rangle$ or $|l\rangle$) are randomly sampled in many trials, and the variance of that ensemble is extracted.

Measurements in the X-basis are performed similarly. The photon is measured through an interferometer as described above, where now the detector path information is recorded for the overlapping time-bin. After a $R_\sigma^y/2$ pulse on the SiV, the scattered photon histograms again reveal significant correlations between the `+` and `-`
detectors and the SiV spin state [fig. 3.8(c)]. By adding a π-phase between the early and late time bins, we can prepare an orthogonal Bell state. Measured correlations of this state are flipped in the X-basis [Fig. 3.8(d)].

Measurements of this Bell state in the Z- and X-bases are used to estimate a lower bound on the fidelity: $F = \langle \Psi^+ | \rho | \Psi^+ \rangle \geq 0.70(3)$ ($F \geq 0.89(3)$ after correcting for readout errors) [Appendix. C.5]. The resulting entangled state is quantified by its concurrence $C \geq 0.42(6)$ ($C \geq 0.79(7)$ after correcting for readout errors) [Appendix. C.5].

This high-fidelity entangled state between a photonic qubit and a quantum memory is a fundamental resource for quantum communication$^{109}$ and quantum computing schemes$^{13}$, and can be used, for example, to demonstrate heralded storage of a photonic qubit into memory [Ch. 4].

### 3.9 Control of SiV-$^{13}$C register

While demonstrations of a quantum node with a single qubit is useful for some protocol, nodes with several interacting qubits enable a wider range of applications, including quantum repeaters$^{79}$. In this section, we introduce additional qubits based on $^{13}$C naturally occurring in diamond [sec. 3.7].
Figure 3.9: (a) XY8-2 spin echo sequence reveals coupling to nuclear spins. (Left panel) Collapses $\langle S_x \rangle = 0$ at short times indicate coupling to many nuclei. (Right panel) Collapses $\langle S_x \rangle \neq 0$ at long times indicate conditional gates on a single nuclear spin. (b) Trajectory of $^{13}$C on the Bloch sphere during a maximally entangling gate. Orange (purple) lines correspond to the SiV initially prepared in state $|\uparrow\rangle$ ($|\downarrow\rangle$); transitions from solid to dashed lines represent flips of the SiV electronic spin during the gate. (c) Maximally entangling gates of the form $R^{\phi}_{n1,n2}$ are used to initialize and readout the two-qubit register. (d) Tuning up an initialization gate. Inter-pulse spacing $\tau$ for Init and Read gates are swept to maximize polarization. Solid line is the modeled pulse sequence using the hyperfine parameters extracted from (a). (e) Nuclear Ramsey measurement. Driving the $^{13}$C using composite gates on the SiV reveals $T_2^* = 2.2\text{ ms}$. (Inset) Orange points are coherent oscillations of the Ramsey signal due to hyperfine coupling to the SiV. (f) Electron-nuclear correlations measured in the ZZ-basis. Light (dark) bars are before (after) correcting for known errors associated with reading out the SiV and $^{13}$C. (g) Electron-nuclear correlations measured in the XX-basis. We estimate a Bell state preparation fidelity of $F \geq 0.59(4)$ and a concurrence $C \geq 0.22(9)$. 
3.9.1 Coupling between the SiV and several $^{13}$C

For all of the emitters investigated in section 3.6, we observe collapses in the echo signal corresponding to entanglement with nearby nuclear spins [Fig. 3.9(a)]. As the diamond used in this work has 1% $^{13}$C [Sec. 3.7], we typically observe several such nuclei, with all of their resonances overlapping due to their second-order sensitivity to hyperfine coupling parameters [Ch. 4]. Consequently, during a spin echo sequence the SiV entangles with many nuclei, quickly losing coherence and resulting in a collapse to $\langle S_z \rangle = 0$ [Fig. 3.9(a), left side]. If single $^{13}$C can be addressed however, this entanglement results in coherent population transfer and echo collapses which can, in some cases, completely flip the SiV spin state ($\langle S_z \rangle = \pm 1$). This entanglement forms the basis for quantum gates [Fig. 3.9(a), right side]. These gates can be tuned by changing the alignment of $B_{\text{ext}}$ with respect to the hyperfine coupling tensor, or by using different timings. Unfortunately, as a result of the complicated nuclear bath for this device, a majority of field orientations and amplitudes only show collapses to $\langle S_z \rangle = 0$. The highest fidelity nuclear gates demonstrated here are based on echo resonances with the largest contrast which, crucially, were not commensurate with an aligned field. Thus, in this device, single $^{13}$C could only be isolated at the cost of lower SSR fidelity [Sec. 3.5].
3.9.2 Initializing the nuclear spin

Once a single nuclear spin is identified, resonances in spin-echo form the building block for quantum gates. For example, a complete flip of the SiV is the result of the nuclear spin rotating by $\pi$ conditionally around the axes $\pm X$ ($\mathcal{R}_{\pm x, \text{SiV} - C}^\pi$), depending on the state of the SiV. We can vary the rotation angle of this pulse by choosing different spacings $\tau$ between pulses [Fig. 3.9(a)], or by using different numbers of $\pi$-pulses. We find a maximally entangling gate ($\mathcal{R}_{\pm x, \text{SiV} - C}^{\pi/2}$) by applying $N = 8$ $\pi$-pulses separated by $2\tau = 2 \times 2.859\mu s$. This can be visualized on the Bloch sphere in figure 3.9(b), where the state of the SiV (orange or purple) induces different rotations of the $^{13}\text{C}$.

A similarly constructed entangling gate ($\mathcal{R}_{n^\uparrow, n^\downarrow_1}^\phi$, discussed in Appendix C.6) is used to coherently map population from the SiV onto the nuclear spin or map population from the nuclear spin onto the SiV [Fig. 3.9(c)]. The fidelity of these gates is estimated by polarizing the SiV, mapping the population onto the $^{13}\text{C}$, and waiting for $T \gg T_2^*$ (allowing coherence to decay) before mapping the population back and reading out [Fig. 3.9(d)]. We find that we can recover 80% of the population in this way, giving us an estimated initialization and readout fidelity of $F = 0.9$.

Based on the contrast of resonances in spin-echo (also 0.9), this is likely limited by entanglement with other nearby $^{13}\text{C}$ for this emitter, as well as slightly sub-optimal choices for $\tau$ and $N$. Coupling to other $^{13}\text{C}$ results in population leaking out of our
two-qubit register, and can be improved by increasing sensitivity to single $^{13}$C, or by looking for a different emitter with a different $^{13}$C distribution. The misaligned external field further results in slight misalignment of the nuclear rotation axis and angle of rotation, and can be improved by employing adapted control sequences to correct for these errors$^{144,145}$.

3.9.3 Microwave control of nuclear spins

As demonstrated above, control of the $^{13}$C via composite pulse sequences on the SiV is also possible. A maximally entangling gate has already been demonstrated and used to initialize the $^{13}$C, so in order to build a universal set of gates, all we require are unconditional single-qubit rotations. This is done following reference$^{146}$, where unconditional nuclear rotations occur in spin-echo sequences when the inter-pulse spacing $\tau$ is halfway between two collapses. For the following gates, we use an unconditiona $\pi/2$-pulse composed of 8 $\pi$-pulses separated by $\tau = 0.731$ s.

We use this gate to probe the coherence time $T_2^*$ of the $^{13}$C. After mapping population onto the nuclear spin, the SiV is re-initialized, and then used to perform unconditional $\pi/2$-rotations on the $^{13}$C [Fig. 3.9(d)]. Oscillations in the signal demonstrate Larmor precession of the nucleus at a frequency determined by a combination of the external field as well as $^{13}$C-specific hyperfine interactions [Ch. 4, which are seen as the orange data points in figure 3.9(d)]. The green envelope is calculated by fitting the
3.9.4 Radio-frequency driving of nuclear spins

The previous section demonstrated a CNOT gate between Si and 13C using composite MW pulses. This approach has several drawbacks. First, the gate fidelity is limited by our ability to finely tune the rotation angle of the maximally entangled gate which can not be done in a continuous fashion [Fig. 3.9(a)]. Second, this gate requires a specific number of MW pulses and delays between them, making the gate duration (~50s in this work) comparable to the Si coherence time. Finally, this scheme requires amplitude and extracting their amplitude. The decay of this envelope $T_2 = 2.2$ ms shows that the Si has an exceptional quantum memory, even in the absence of any dynamical decoupling.

We characterize the fidelity of our conditional and unconditional nuclear gates by generating and reading out Bell states between the Si and 13C [Appendix C, Appendix C.5]. By following the analysis outlined in appendix C.5, we report an error corrected fidelity of $F \geq 0.9994(4)$ and $C \geq 0.9219(5)$, depending on the initial state [Fig. 3.9 (c-f)]. Following the analysis outlined in appendix C.5, we then perform a $\pi/2$-pulse on the electron to prepare a superposition state. Afterward, a CNOT gate, comprised of an unconditional $\pi/2$ pulse followed by a maximally entangling gate, prepares one of the Bell states $|\psi_{\pm}\rangle = \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle \pm |\downarrow\downarrow\rangle)$, then perform a $\pi/2$-pulse on the electron to prepare a superposition state. Afterward, a CNOT gate, comprised of an unconditional $\pi/2$ pulse followed by a maximally entangling gate, prepares one of the Bell states $|\psi_{\pm}\rangle = \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle \pm |\downarrow\downarrow\rangle)$, then perform a $\pi/2$-pulse on the electron to prepare a superposition state. Afterward, a CNOT gate, comprised of an unconditional $\pi/2$ pulse followed by a maximally entangling gate, prepares one of the Bell states $|\psi_{\pm}\rangle = \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle \pm |\downarrow\downarrow\rangle)$, then perform a $\pi/2$-pulse on the electron to prepare a superposition state.
Figure 3.10: (a) RF Rabi oscillations. Applying an RF tone directly drives nuclear rotations of a coupled $^{13}\text{C}$. (b) SiV coherence in the presence of an RF drive. As the strength of the RF drive is increased, local heating from the CPW reduces the SiV $T_2$.

lies on a second order splitting of individual $^{13}\text{C}$ resonances to resolve individual ones; residual coupling to additional $^{13}\text{C}$ limits the fidelity for a pulse sequence of given total length.

Direct RF control\textsuperscript{122} would be a simple way to make a fast and high-fidelity CNOT gate since it would require a single RF $\pi$-pulse on a nuclear spin transition\textsuperscript{147}. Furthermore, since the nuclear spin transition frequencies depend on the hyperfine coupling to leading order, these pulses could have higher $^{13}\text{C}$ selectivity and potentially shorter gate duration.

We use the RF port inside the DR [Sec. 3.6] to apply RF pulses resonant with nuclear spin transitions. Figure 3.10(a) shows RF Rabi oscillations of the nuclear spin. Since the $^{13}\text{C}$ gyromagnetic ratio is about 3 orders of magnitude smaller compared to the SiV spin, RF driving is much less efficient than MW one and requires much more power. To investigate local heating of the SiV [Sec. 3.6] we measured the SiV spin
coherence contrast in spin-echo sequence right after applying off-resonant RF pulse
of 100 s at different power (calibrated via RF rabi oscillations) [Figure 3.10(b)]. Un-
fortunately, Even modest Rabi frequencies ($\Omega_{RF} \sim 1$ kHz) result in 20% loss in SiV
coherence. Replacing the gold CWG used in this work by superconducting ones may
solve heating issue and make RF driving practically useful.

3.10 Conclusion

The SiV center in diamond has rapidly become a leading candidate to serve as the
building block of a future quantum network. In this work, we describe the underlying
technical procedures and optimal parameter regimes necessary for utilizing the SiV-
nanocavity system as a quantum network node. In particular, we discuss the effect
of static and dynamic strain on the properties of the SiV spin qubit and its optical
interface, with direct application to quantum networking experiments. We demon-
strate techniques for coherently controlling and interfacing SiV spin qubits inside of
nanophotonic structures at millikelvin temperatures to optical photons. Finally, we
identify and coherently control auxiliary nuclear spins, forming a nanophotonic two-
qudit register.

The work presented here and in the following chapter illustrates the path towards
the realization of a first-generation quantum repeater based on SiV centers inside di-
amond nanodevices. We note that a key ingredient enabling future, large-scale exper-
iments involving several solid-state SiV-nanocavity nodes will be the incorporation of strain tuning onto each device\textsuperscript{148}. Precise tuning of both the static and dynamic strain can overcome the limitations of inhomogeneous broadening and spectral diffusion, and enable scalable fabrication of quantum repeater nodes [Sec. 3.4].
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4.1 Introduction

The realization of quantum networks is one of the central challenges in quantum science and engineering with potential applications to long-distance communication, non-local sensing and metrology, and distributed quantum computing\textsuperscript{13,14,17,18,109}. Practical realizations of such networks require individual nodes with the ability to process and store quantum information in multi-qubit registers with long coherence times, and to efficiently interface these registers with optical photons. Cavity quantum electrodynamics (QED) is a promising approach to enhance interactions between atomic quantum memories and photons\textsuperscript{23,111,112,113,149}. Trapped atoms in optical cavities are one of the most developed cavity QED platforms for quantum processing, and have demonstrated gates between atoms and photons\textsuperscript{20} as well as interactions between multiple qubits mediated by the optical cavity\textsuperscript{22}. While these experiments have demonstrated all of the individual components needed for a quantum network, combining
them to realize a full-featured node remains an outstanding challenge.

Nanophotonic cavity QED systems with solid-state emitters are appealing candidates for realizing quantum nodes as they can be interfaced with on-chip electronic control and photonic routing, making them suitable for integration into large-scale networks\cite{23,116}. Numerous advances towards the development of such nodes have been made recently. Self-assembled quantum dots in GaAs have been efficiently interfaced with nanophotonic structures, enabling a fast, on-chip spin-photon interface\cite{23,24}. Nitrogen-vacancy color centers in diamond (NVs) have demonstrated multi-qubit quantum processors with coherence times approaching one minute\cite{26}, and have been used to implement quantum error correction\cite{118} and teleportation\cite{119}. Despite this rapid progress, functional nodes combining all the necessary ingredients in a single device have not yet been realized. For example, quantum memory times in quantum dots are limited to a few s by the dense bath of surrounding nuclear spins\cite{25}. Conversely, an efficient nanophotonic interface to NVs remains elusive, in part due to the degradation of their optical properties inside nanostructures arising from electrical noise induced by the fabrication\cite{86,150}.

In this chapter, we demonstrate an integrated network node combining all key ingredients required for a scalable quantum network. This is achieved by coupling a negatively charged silicon-vacancy color-center (SiV) to a diamond nanophotonic cavity and a nearby nuclear spin, illustrated schematically in Fig. 4.1(a). The SiV is an optically active point defect in the diamond lattice\cite{37,123}. Its $D_{3d}$ inversion symmetry
Figure 4.1: (a) Schematic of a SiV-nanophotonic quantum register. A diamond nanostructure with embedded SiV centers and ancillary $^{13}$C nuclei are coupled via a waveguide to a fiber network. Spins are controlled by an on-chip microwave CPW at 0.1 K. (b) Scanning electron micrograph of several devices. The gold CPW is designed to localize microwave fields around the cavity center (green inset).
results in a vanishing electric dipole moment of the ground and excited states, rendering optical transitions insensitive to electric field noise typically present in nanofabricated structures. We enhance interactions between SiVs and optical photons by incorporating them into nanocavities [Ch. 3], which are critically coupled to on-chip waveguides. Itinerant photons in a fiber network are adiabatically transferred to this waveguide, allowing for the collection of reflected photons with efficiencies exceeding 90%\textsuperscript{129}. After an initial optical characterization of the devices, a shorted, gold coplanar waveguide (CPW) is deposited in close proximity to a small subset of cavities [Fig. 4.1 (b), inset, Ch. 3]. This enables coherent microwave manipulation of the SiV ground state spin in a cryogenic environment ($T < 0.1$ K), where phonon-mediated dephasing and relaxation processes are mitigated\textsuperscript{14,46}.

In what follows, we characterize these devices in the context of the three key ingredients of a quantum network node: (i) an efficient spin-photon interface, (ii) a long-lived quantum memory, and (iii) access to multiple interacting qubits.

### 4.2 The SiV spin-photon interface

The efficient spin-photon interface is enabled by coupling to a diamond nanophotonic cavity. For critically-coupled cavities, the presence of an SiV modulates the bare nanocavity reflection spectrum with the strength of this modulation parametrized by the cavity cooperativity $C = 4g^2/\left(\kappa\gamma\right) \sim 38$ (with the single photon Rabi fre-
Figure 4.2: (a) Level structure of SiV spin-cavity system. The SiV optical transition at 737 nm is coupled to the nanocavity with detuning $\Delta$. Spin conserving transitions (purple, orange) are split by an external magnetic field ($B_{\text{ext}}$), at an angle $\alpha$ with respect to the SiV symmetry axis. Photons at frequency $f_Q$ are preferentially reflected by the cavity when the SiV is in state $|\uparrow\rangle$. Microwave fields at frequency $f_{\uparrow\downarrow}$ coherently drive the qubit states. (b) Spin-dependent reflection spectrum for $B_{\text{ext}} = 0.19T$, $\alpha \approx \pi/2$ at $\Delta = 0.25\kappa$. Probing at the point of maximum contrast ($f_Q$) results in high-fidelity spin-photon correlations and single-shot readout (inset, $F = 0.92$). (c) SiV spin coherence time $T_2(N = 64) > 1.5\text{ ms}$ with dynamical decoupling. (inset) Fast microwave Rabi driving of the SiV spin.
quency, cavity, and atomic energy decay rate \( \{g, \kappa, \gamma\} = 2\pi \times \{5.6, 33, 0.1\} \text{ GHz} \). For 
\( C > 1 \), we expect high-contrast modulation for a small detuning (\( \Delta \)) between the cavi-
ty and the SiV resonance near 737nm. An external field \( B_{\text{ext}} \) lifts the degeneracy of 
the SiV spin-\( \frac{1}{2} \) sub-levels, creating spin-dependent reflection: photons at the frequency 
of maximum contrast (\( f_Q \)) are reflected from the cavity only when the SiV is in a spe-
cific spin state ([Fig. 4.2(a)], \( |\uparrow\rangle \)). In previous works, spin readout of the SiV was per-
formed with \( B_{\text{ext}} \) parallel to the SiV symmetry axis, where the spin-conserving trans-
sitions are highly cycling [Ch. 2]. The high collection efficiency into a tapered fiber 
allows for fast single-shot readout of the SiV even in a misaligned field [Fig. 4.2(b)], 
which is necessary for the nuclear spin control described below. We observe a readout 
 fidelity of \( F = 0.92 \) in 13 s even when only a few (~ 10) photons are scattered.

We next demonstrate that the SiV spin in a nanocavity is a suitable quantum mem-
ory. Microwave pulses at \( f_{\uparrow\downarrow} = 6.7 \text{ GHz} \) coherently manipulate the SiV spin qubit. 
The resulting Rabi oscillations, which can be driven in excess of 80 MHz while main-
taining acceptable sample temperatures [Ch. 3], are shown in the inset of Fig. 4.2(c).
These rotations are used to probe the coherence properties of the spin via dynamical 
decoupling sequences [Fig. 4.2(c)]\(^{96,151}\). We measure the coherence time of the SiV 
inside the nanocavity to be \( T_2 > 1.5 \text{ ms} \) for XY8 dynamical decoupling sequences 
[Ch. 3], and scale with the number of decoupling pulses as \( T_2 \propto N^{2/3} \). The coer-
rence scaling observed here differs from that observed in bulk diamond [Ch. 2], and is 
similar to NVs near surfaces\(^{140}\). This suggests that SiV memory in nanostructures is
limited by an electron spin bath, for example residing near the surface of the nanostructure or resulting from implantation-induced damage [Ch. 3].

4.3 Storing photonic qubits in SiV memory

We now combine the efficient spin-photon interface and control over the SiV spin state to demonstrate heralded storage of photonic qubit states in the spin-memory, a key feature of a network node. Fig. 4.3(a) outlines the experimental scheme, where photonic qubits are prepared using time-bin encoding and mapped onto the SiV spin. In our experiments, the SiV is first initialized into a superposition state $|\rightarrow\rangle \propto |\uparrow\rangle + |\downarrow\rangle$ by optical pumping followed by a microwave $\frac{\pi}{2}$-pulse. A pair of weak coherent pulses separated by $\delta t = 30\,\text{ns}$ at frequency $f_Q$ are then sent to the cavity. The single photon sub-space corresponds to an incoming qubit state $|\Psi_i\rangle \propto \beta_e |e\rangle + \beta_l |l\rangle$, where $|e\rangle$ ($|l\rangle$) denotes the presence of a photon in the early (late) time-bin. As a photon can only be reflected from the device if the SiV is in state $|\uparrow\rangle$ [Fig. 4.2(a)], particular components of the initial product state can be effectively "carved out". We invert the SiV spin with a $\pi$-pulse between the arrival of the two time bins at the cavity, such that a photon detection event indicates that the final state has no $|e \uparrow\rangle$ or $|l \downarrow\rangle$ component. This leaves the system in the final spin-photon entangled state $|\Psi_f\rangle \propto \beta_e |e \downarrow\rangle + \beta_l |l \uparrow\rangle$. The reflected photon enters a time-delay interferometer, where one arm passes through a delay line of length $\delta t$, allowing the two time-bins to
Figure 4.3: (a) Schematic for heralded photon storage. First, the SiV is prepared in a superposition of two spin states, then a photonic qubit is reflected off the device, flipping the spin state between the time bins. Detection of the photon in the X basis ($X_p$) heralds mapping of the qubit onto the spin (green box). The qubit is stored in memory for $2T = 20s$ with dynamical decoupling on the SiV (pink box). (b) Spin-photon storage fidelity. The state $|\pm\rangle = |\downarrow\rangle \pm |\uparrow\rangle$ is mapped onto the SiV, with average fidelity $\mathcal{F} = 87(6)\%$.  

$|\psi_{in}\rangle \propto |e\rangle + e^{i\phi}|l\rangle$
interfere and erase which-time-bin information. As can be seen by expressing the final state in the corresponding photon basis:

$$|\psi_f\rangle \propto |+\rangle (\beta_e |\downarrow\rangle + \beta_l |\uparrow\rangle) + |-\rangle (\beta_e |\downarrow\rangle - \beta_l |\uparrow\rangle),$$  \hspace{1cm} (4.1)

a detection event on either the ‘+’ or ‘−’ arm of the interferometer represents a measurement in the X-basis ($|\pm\rangle \propto |e\rangle \pm |l\rangle$), effectively teleporting the initial photonic state onto the electron (up to a known local rotation). We experimentally verify generation of the entangled state $|\psi_f\rangle$ for input states $|\psi_i\rangle = |\pm\rangle$ by measuring spin-photon correlations [Appendix C], and use it to extract a teleportation fidelity of 0.92(6).

After detection of the heralding photon, we store the teleported photonic states (initially prepared in $|+\rangle$ or $|-\rangle$) in spin memory for 20 s by applying an additional decoupling $\pi$-pulse on the SiV spin. Finally, we measure the SiV spin state via local rotations followed by projective readout, and find that the overall fidelity of teleportation and storage is $F = 0.87(6)$ after corrected for readout errors [Fig. 4.3(b)]. The quantum storage time can be extended by additional decoupling sequences [Fig. 4.2(c)], enabling entanglement distribution up to a $T_2$-limited range of 500 km.
4.4 Multi-qubit registers in diamond cavities

In order to extend this range and to enable more generic quantum communication protocols, we next demonstrate a two-qubit register based on the cavity coupled SiV electronic spin and a nearby $^{13}$C nuclear memory. The $^{13}$C isotope of carbon is a spin-$\frac{1}{2}$ nucleus which has $\sim 1\%$ natural abundance in diamond, and is known to exhibit exceptional coherence times$^{26}$. While direct radio-frequency manipulation of nuclear spins is impractical due to heating concerns [Ch. 3], control over $^{13}$C spins can be achieved by adapting electron mediated techniques developed for Nitrogen vacancy (NV) centers$^{117,146,152,153}$. The physical principle of the SiV-$^{13}$C interaction is depicted in Fig. 4.4(a). The SiV generates a spin-dependent magnetic field $B_{\text{SiV}}$ at the position of the $^{13}$C, which is located a few lattice sites away. This is described by a hyperfine interaction Hamiltonian:

$$
\hat{H}_{\text{HF}} = \hbar A_{||} \frac{\hat{S}_z \hat{I}_z}{2} + \hbar A_{\bot} \frac{\hat{S}_z \hat{I}_x}{2}
$$

(4.2)

where $\hat{S}_{z,x}$ ($\hat{I}_{z,x}$) are the Pauli operators for the electron (nuclear) spin, and $A_{||,\bot}$ are the coupling parameters related to the parallel and perpendicular components of $B_{\text{SiV}}$ with respect to the bias field $B_{\text{ext}}^{146,153,154}$. Hyperfine interactions manifest themselves in spin-echo measurements as periodic resonances$^{146}$, shown in Fig. 4.4(b) for an XY8-2 decoupling sequence $\pi/2 - (\tau - \pi - \tau)^{16} - \pi/2$, where $\tau$ is the free evolution...
time. The coherence envelope for this sequence is $T_2(N = 16) = 603 \text{s}$ [Fig. 4.4(b), upper panel].

For weakly coupled $^{13}\text{C}$ ($A_\perp \ll \omega_l$, and $A_{||} \ll \omega_l$, as used in this letter), the positions of the resonances\textsuperscript{146}

$$\tau_k \approx \frac{2k + 1}{2\omega_l} \left( 1 - \frac{1}{2} \left( \frac{A_\perp}{2\omega_l} \right)^2 \right), \quad (4.3)$$

where $\omega_l$ is the larmor frequency of a bare $^{13}\text{C}$, are insensitive to specific $^{13}\text{C}$ hyperfine parameters at first order, rendering them indistinguishable at early times ($\tau_k \ll 4 \text{s}$, [Fig. 4.4(b), red inset]). Individual $^{13}\text{C}$ can be isolated at longer times\textsuperscript{146}, and are used to engineer gates between a single $^{13}\text{C}$ and the SiV [Fig. 4.4(b), green inset] *. The fundamental two-qubit gate associated with such interaction is a conditional $\pm \pi/2$ rotation of the $^{13}\text{C}$-spin around the $X$ axis ($R_x^{\pm \pi/2}$), which is a maximally entangling gate. Together with unconditional rotations of the nuclear spin (which are also generated via dynamical decoupling sequences), and MW rotations on the SiV, these sequences form a universal set of gates for the register\textsuperscript{146}.

We characterize the $^{13}\text{C}$ via Ramsey spectroscopy [Fig. 4.4(c)]. The nuclear spin is initialized and read out via the optically addressable SiV spin by transferring population between the SiV and $^{13}\text{C}$ [Ch. 3]. Depending on the SiV state before the Ramsey sequence, we observe oscillations of the nuclear spin at its eigenfrequencies.

\*This is in contrast with the NV center, which is a spin-1 system and therefore features a linear shift of the resonances with coupling strength $A_{||}$ in the $S = \{0, -1\}$ sub-system.
ω_{\perp,\parallel}^2 = (ω_l \pm A_\parallel/2)^2 + (A_\perp/2)^2, allowing us to determine the hyperfine parameters \{ω_l, A_\parallel, A_\perp\} = 2\pi\{2.0, 0.70, −0.35\}MHz. This coherence persists for \(T_2^* > 2\) ms [Ch. 3], and can be further extended to \(T_2 > 0.2\) s by applying a single dynamical decoupling \(\pi\)-pulse on the nucleus, demonstrating the exceptional memory of the \(^{13}\text{C}\) nuclear spin [Fig. 4.4(d)].

We benchmark the two-qubit register by demonstrating an SiV-controlled X-gate (CNOT) on the \(^{13}\text{C}\)-spin by combining a \(R_x^{±\pi/2}\) with an unconditional nuclear \(\pi/2\) rotation [Ch. 3]. This gate results in a spin flip of the \(^{13}\text{C}\) only if the SiV spin is in the state \(|\downarrow\rangle\) [Fig. 4.4(e)]. We use this gate to prepare a Bell state by initializing the register in \(|\downarrow\downarrow\rangle\), and applying a \(\pi/2\)-rotation gate on the SiV spin followed by a CNOT gate. Correlation measurements yield a concurrence of \(C = 0.22(9)\) corresponding to a Bell state fidelity of \(F = 0.59(4)\) after correcting for readout errors [Appendix C].

### 4.5 Conclusion

Our experiments demonstrate the first prototype of a nanophotonic quantum network node combining all necessary ingredients in a single physical system. We emphasize that both spin-photon and spin-spin experiments are performed in the same device under identical conditions (cavity detuning and bias field), thereby providing simultaneous demonstration of all key requirements for a network node.

The main limitation on the demonstrated fidelities are related to the specific \(^{13}\text{C}\) in
### Figure 4.4:

(a) Schematic of an SiV coupled to nearby $^{13}$C nuclear spins. Orange (purple) vectors are conditional fields when the SiV is in state $|\uparrow\rangle$ ($|\downarrow\rangle$). (b) XY8-2 spin-echo. (Top) envelope for spin-echo shows a $T_2(N = 16) = 603\,\text{s}$. XY8-2 at early times (Center) exhibits collapses in signal due to interaction with nuclear spins. Single $^{13}$C cannot be identified at early times (red inset), but can be separated from the bath at long times (green inset). (c) Ramsey measurement on the $^{13}$C nuclear spin. The nuclear spin precesses at a different Larmor frequency depending on whether the SiV is prepared in $|\uparrow\rangle$ (orange) or $|\downarrow\rangle$ (purple). Coherent oscillations persist for $T_2 > 2\,\text{ms}$ [Ch. 3]. (d) Spin echo on $^{13}$C, revealing $T_2 > 0.2\,\text{s}$ (e) Reconstructed amplitudes for a CNOT gate transfer matrix.

| $|\downarrow e N\rangle$ | $|\uparrow e N\rangle$ | $|\downarrow e N\rangle$ | $|\uparrow e N\rangle$ |
|------------------------|------------------------|------------------------|------------------------|
| 16(2)                  | 79(2)                  | 3(2)                   | 2(2)                   |
| 79(2)                  | 14(2)                  | 5(2)                   | 3(2)                   |
| 3(2)                   | 5(2)                   | 76(2)                  | 16(2)                  |
| 2(2)                   | 3(2)                   | 16(2)                  | 79(2)                  |
the proximity of the SiV, requiring an unfavorable alignment of the external magnetic field in order to isolate a single $^{13}\text{C}$. Specifically, the fidelity of two-qubit gates is limited by residual coupling to bath nuclei, SiV decoherence during the gate operations, and under/over-rotations of the nuclear spin arising from the granularity of spin-echo sequences. To reduce these errors, fine-tuned adaptive pulse sequences can be used to enhance sensitivity to specific nearby $^{13}\text{C}$, and tailor the rotation angle and axis of rotation$^{144,145}$. Alternatively, replacing gold with superconducting microwave coplanar waveguides will significantly reduce ohmic heating, and allow direct radio-frequency control of nuclear spins. These improvements could also enable the realization of a deterministic two-qubit register based on $^{29}\text{SiV}$, which contains both electronic and nuclear spins in a single defect$^{42}$.

The fidelity of the heralded photon mapping (> 90%) is competitive with spin-photon correlations achievable in other solid state platforms$^{155,156}$, and is limited primarily by imperfect critical coupling of the cavity. The improvements of the nuclear spin control mentioned above would allow for working in an external magnetic field aligned to the SiV axis, which would improve readout fidelity from $F \sim 0.90$ (reported here) to 0.99$^{41}$. The impedance mismatch of the cavity used in this experiment also gives rise to residual reflections which are not entangled with the SiV. By using a critically coupled cavity, we have recently realized memory-enhanced quantum communication based on the techniques demonstrated in the present work$^{157}$. Switching to over-coupled cavities would also enable the use of a SiV spin-dependent phase flip for
reflected photons, improving both the fidelity and success probability of spin-photon interactions.

In conjunction with recent advances in controlling emitter inhomogeneity via improved fabrication procedures and electromechanical tuning\textsuperscript{158}, these techniques should allow for chip-scale fabrication of quantum network nodes, laying the groundwork for the realization of scalable quantum repeater\textsuperscript{79,109} architectures. The ability to store quantum information in highly coherent \textsuperscript{13}C nuclei, as well as the opportunity to extend these results to other group-IV color-centers, may open up the possibility of operating such nodes at at temperatures > 1 K\textsuperscript{31,122,159,160}. Finally, by utilizing on-demand single photon sources, the efficient quantum network node demonstrated in this Letter could enable generation of multi-dimensional cluster states of many photons, which could facilitate realization of novel, ultra-fast one-way quantum communication architectures\textsuperscript{161}. 
This thesis builds on the vast body of work on diamond color centers, and focuses on understanding the SiV in the context of a spin-photon interface. Although the specifics of the SiV are fundamentally different than its cousin the NV, studies with this defect have progressed along similar lines, and opened the door for a rich understanding of diamond color centers for quantum technologies.
5.1 Outlook for SiV nanoscale sensing

Chapter 1 identifies one application for SiVs in nanodiamonds, where they can be used as optically controlled thermometers. Unlike other systems for luminescent thermometry (including the NV), the SiV excels due to its bright, homogeneous optical transitions which render it nearly calibration free, with fast readout times, suitable for time-sensitive applications, including intracellular biological processes. Despite these advantages, this application is limited in part due to the SiV’s low quantum efficiency (only about 10% of excited state decay is radiative). While this can potentially be overcome by phonon engineering (for example by using small nanodiamonds where relevant phonon modes are suppressed), it could also be solved through the discovery of novel color centers more suitable for this application. Diamond is known to be host to a wide array of color centers, many of which have yet to be carefully investigated\textsuperscript{162}. As this work with the SiV shows, an increased understanding and familiarity with these color centers has the potential to uncover new platforms and applications for academic and industrial research. In fact, current understanding of the SiV’s favorable symmetry properties has motivated the search for a family of color centers based on group-IV point defects in diamond, all of which appear to have similar symmetry and electronic structure\textsuperscript{29,30,31}, while also having higher intrinsic quantum efficiency\textsuperscript{163}. Naturally, these centers also make for useful nanoscale thermometers\textsuperscript{164,165}.
Looking forward, we note that SiV thermometry is enabled primarily by the orbital component of the electronic wavefunctions, which are sensitive to both thermal lattice expansion and phonon-induced energy shifts. This naturally suggests other potential sensing schemes with SiVs, including strain. Recently, it has been measured that SiV electronic levels are highly sensitive to strain fluctuations\textsuperscript{121,148} [Ch. 3]. This sensitivity might prove useful in its own right as a stress sensor\textsuperscript{166}, or to motivate research in engineering SiV-SiV phononic coupling\textsuperscript{167,168}.

### 5.2 Outlook for SiV quantum networks

Chapters 2-4 represent the main results of this thesis, where we outline our efforts to establish the SiV nanocavity platform as a quantum network node. We demonstrate that this system fulfills all of the necessary criteria for building a quantum network: a small register of interacting qubits with high fidelity gates and long quantum memory times, which feature a deterministic photonic interface. Although there remains much room for improvement with this platform, the current generation of these nodes (as developed in this thesis) are already sufficient for basic applications, such as quantum key distribution\textsuperscript{16,169,170}.

In essence, quantum key distribution protocols are based on measuring quantum correlations between distributed quantum states, and are secured by the no-cloning theorem\textsuperscript{171,172}. This represents a new paradigm of security compared to current secu-
rity protocols, which are typically backed by classically difficult computations. The rate of successful communication in these schemes scales with the distance between communicating parties due to photon loss. In the case of memory-less implementations (built by shaping weak coherent laser sources or single photon wavepackets using linear optics), photon losses in optical fibers are are fundamentally rate limiting, resulting in an exponential scaling of key distribution rate with distance\textsuperscript{173}.

While new linear optics protocols are being explored to improve the pre-factors of this scaling\textsuperscript{174}, networking schemes based on quantum memories promise polynomial communication rates, based on the quantum repeater protocol\textsuperscript{79,80}. It turns out, with only slight modifications to the experiments presented in chapter 4, the SiV electron spin can be used to perform asynchronous Bell-state measurements between photonic qubits\textsuperscript{157}, one implementation of quantum key distribution which provides a rate enhancement compared to other (memory-less) schemes. By adding additional storage qubits (such as the $^{13}$C nuclear spin described in 4) and scaling to several nodes, this system is well suited for implementing the full quantum repeater protocol\textsuperscript{79,80}.

While quantum key distribution is but one of the many proposed applications of quantum networks, it serves as a useful testbed for various experimental control and diagnostic sequences, and can be extended for a variety of applications. For example, the multi-photon gate operations already demonstrated for the SiV platform\textsuperscript{157} can be adapted to generate correlations between large clusters of entangled photons\textsuperscript{175}, which are a resource for fault-tolerant quantum communication\textsuperscript{161,176} and one-way
quantum computing. Furthermore, by scaling up the number of nodes in the network, this platform has the potential for generating long-lived entangled states separated by large distances. This entanglement is a valuable resource for non-local metrology and distributed quantum computing.

5.3 Outlook for ongoing experiments

In order to facilitate some of these proposed experiments, it is worth discussing potential technical improvements to the system presented in this thesis. Currently, incorporating additional qubits based on $^{13}$C nuclear spins into our platform has the greatest room for improvement. We report [chapter 3] two-qubit entanglement with fidelity $\sim 60\%$, limited by the weak hyperfine coupling to the target $^{13}$C, the uncontrolled coupling to additional nearby $^{13}$C, and the inability to perform direct driving of the target qubit. Besides this, a second equally concerning issue is that this additional qubit relies on a statistical distribution of $^{13}$C in the host diamond lattice, which results in the probabilistic (as opposed to deterministic) realization of useful devices. This, in addition to the rest of the fabrication stack (probabilistic distribution of cavity frequencies, probabilistic nature of ion implantation, and probabilistic strain distribution of SiVs in nanostructures) presents a severe bottleneck to the practical scalability of this platform.

One potential way forward is by switching to a deterministic two-qubit system in
diamond, based on silicon nuclear spins. While the work presented above utilizes the 
$^{28}$Si isotope of silicon (a nuclear spin-0 isotope) for its simplicity, there exists a sta-
ble $^{29}$Si isotope which is nuclear spin-1/2. The strong contact interaction between the 
SiV electron spin and the $^{29}$Si nuclear spin in this system ($\sim$30 MHz $^{42}$) could enable 
fast single- and two-qubit gates for this system, without infidelities arising from cou-
pling to a nearly-resonant bath. While this cannot be naturally scaled to many qubits, 
it could be used to augment the $^{13}$C register presented in this thesis to increase the 
yield of many-qubit devices, or to facilitate entangling many SiV-cavity nodes by cre-
ating deterministic storage/communication qubit pairs within many nanophotonic 
cavities.

Improving the fidelity and efficiency of spin-photon gates represents another area 
with great potential for improvement. Current limits in this system are primarily due 
to the impedance mismatch between the cavity and waveguide regions of target de-
vices, which gives rise to a residual reflection signal not correlated with SiV spin state. 
Although tuning this mismatch to be more critically coupled would in principle solve 
this problem, it is perhaps more promising to consider working with strongly over-
coupled cavities, where all light entering the device is reflected, independent of spin 
state. With such a system, interactions with the SiV would result in a spin-dependent 
phase flip in reflected photons, which could be measured interferometrically, poten-
tially improving both fidelity and efficiency of entanglement protocol.

Finally, there are a number of intrinsic challenges in an SiV-based system, (as
briefly discussed in section 5.1) such as strain-induced spectral inhomogeneity, quantum efficiency, phonon-limited spin $T_1$, and optical transition frequency. The optical transition frequency of SiVs, while fairly well suited for biological sensing applications, is not particularly compatible with long-range quantum networks. Losses in optical fibers vary dramatically with wavelength, and these losses are orders of magnitude worse for photons at 740 nm compared to typical telecom photons. Thus, one necessary development for this platform will be frequency conversion, as has been demonstrated already for NVs\(^\text{179}\).

Similarly, spectral inhomogeneity limits the scalability of building quantum networks, as it is unlikely for several SiVs to all be optically resonant with each other. While this can in principle be addressed by the same frequency conversion described above, this process is lossy, and (especially for local networks) it would be useful to have a mechanism by which to tune several SiVs onto resonance with each other. Several schemes have already been proposed and demonstrated for this, including Raman-tuning of SiV emission\(^\text{40}\) and strain tuning of SiV resonances via electromechanics\(^\text{148}\).

As described in chapter 3, heating by both optical and microwave control fields locally heats the SiV and activates thermal phonons at the ground state splitting frequency and reduces coherence times. Strain tuning once again can mitigate this process by increasing the relevant energy scales for phonon relaxation\(^\text{121,148}\).

Finally, the intrinsic quantum efficiency of the SiV (as described in section 5.1) limits the total cooperativity of the SiV-cavity system, and thus limits the maximum
theoretical fidelity of the spin-photon interface. Although it is conceivable to engineer more complicated opto-acoustic cavities which suppress unwanted photonic and phononic decay channels, this represents a challenging fabrication effort.

Conversely, many of these challenges could be addressed by choosing alternative color centers to the SiV. Although a number of diamond electronic transitions have been observed in the telecom band, to the best of our knowledge, no careful study has been done investigating their prospects for quantum applications. Despite this, the wealth of research on known quantum emitters suggests that this search could prove fruitful. For example, studies with heavier group-IV vacancy centers have revealed similar electronic structure and symmetry, featuring larger intrinsic ground-state orbital splitting and higher quantum efficiency as compared to the SiV. This larger ground-state splitting gives an enhanced protection to thermal phonon decoherence, suggesting that these systems might have long coherence times at more accessible temperatures (i.e. without requiring an expensive dilution fridge). Alternatively, finding an inversion-symmetric orbital-singlet defect might allow for a system with the superior optical properties of the SiV, combined with the superior coherence properties of the NV. In fact, preliminary studies with the SiV charge state (as compared to the more conventional SiV studied in this work) is proposed to be exactly such a system.

Current efforts in the development of quantum technologies have been focused on engineering existing, well established quantum systems to try and tackle known prob-
lems. In light of the rapid development in diamond and related solid state platforms over recent years, there is a strong motivation taking an alternative approach based on a systematic experimental and theoretical effort investigating new color centers in the context of specific applications, selecting the particular quantum system best suited for the task.
Supplementary information for chapter 1

A.1 Bulk CVD diamond growth

In order to achieve a high density of SiVs in a diamond chip, we overgrow a Type IIa diamond using plasma-enhanced chemical vapor deposition (PECVD) in a Seki Technotron AX5010-INT PECVD reactor. A Si wafer is placed in the plasma, where it
is etched and incorporated into the overgrown layer. The growth conditions for this
layer are microwave power: 950 W, chamber pressure: 60 Torr, gas flow: 300 sccm 1:99
CH$_4$ : H$_2$ for 20 minutes$^{181}$. After growth, 1 m tall islands can be found on the edges
of the seed diamond, each of which has a high SiV density.

## A.2 SiV nanodiamond growth

To grow nanodiamonds, we use high-pressure high-temperature synthesis with luminescent SiV and NV centers based on homogeneous mixtures of naphthalene, flu-
orinated graphite (CF$_{1.1}$), and tetrakis(trimethylsilyl)silane without catalyst met-
als. Cold-pressed pellets of the initial mixture (5 mm diameter and 3 mm height) are
inserted into a graphite container and then placed into a high-pressure cell. High-
pressure high-temperature treatment of the samples is performed with the use of a
high pressure apparatus of the “Toroid” type. Details of the experimental procedure
are described in the preliminary report$^{182}$. The obtained diamond products are then
isolated by quenching to room temperature under pressure.

Separation of nano-size (~15-400 nm) diamonds was carried out in several stages
that consisted of ultrasonic dispersing of the diamond particles using UP200Ht disper-
sant (Hielscher Ultrasonic Technology), chemical treatment of the samples in a 40%
solution of hydrogen peroxide, and subsequent centrifugation of aqueous or alcohol
dispersion of diamond powders. The diamonds used in this work were measured to
have a size distribution of 200(70) nm using a DelsaNano C particle analyzer.

### A.3 PL thermometry setup

In order to measure temperature, the diamond is mounted onto an external heater and excited off resonance with 700 nm and 520 nm light (10 mW and 5 mW respectively) using a home-built confocal microscope. SiV fluorescence is filtered around the ZPL (Semrock FF01-740/13) and directed to either an APD or a spectrometer (Horiba iHR550 + Synapse CCD, 1800gr, 0.025 nm resolution). Based on fluorescence counts on an APD (10 MHz), we expect to be addressing ~100 SiVs. Interference effects on the collection arm induce a fluctuating spectral signal modulating our spectrum. To correct for this, we measure the transfer function of a blackbody source traveling through the same optical path and subtract it from the measured signal. Fitting a preliminary spectrum to a lorentzian at some fixed temperature and using the fit residuals to find the transfer function agrees to within 10%. This method has the added benefit of not requiring a separate calibration step, as the first spectrum in a given measurement can be used for calibration.
A.4 PLE fitting procedure

Afterward, we fit each spectrum to a Lorentzian using an affine-invariant Markov-Chain Monte-Carlo estimator\textsuperscript{69,70} and extract the ZPL peak position, peak width, and peak intensity, as well as estimated contributions to the noise from both photon shot noise and CCD readout noise\textsuperscript{183}. While the fit parameters achieved with this technique are almost identical to those acquired using a more naive least-squares fit, this technique is able to give a more convincing estimate for the uncertainties in the fit parameters and agrees with systematic errors extracted via repetitive measurement. As mentioned in the main text, the ZPL peak position sensitivity to temperature is 0.0124(2)nm K\textsuperscript{-1} with an uncertainty of 337 mK/√Hz. In comparison, the ZPL linewidth broadens by 0.030(1)nm K\textsuperscript{-1} with an uncertainty of 636.7 mK/√Hz, and the integrated ZPL intensity does not have a statistically significant sensitivity to temperature. Local strain in the diamond causes different SiV sub-ensembles to have different intrinsic ZPL peak positions and widths corresponding to an offset of ±2 K at room temperature. Despite this, the sensitivity to temperature varies by only ±3%, meaning there is no need for calibration in order to measure relative temperature changes.
A.5 PLE thermometry calibration

To calibrate the PLE thermometer, we first measure how the ZPL peak position varies as a function of applied laser power using PL thermometry ($\Delta \lambda/\Delta P_h$). Dividing the temperature sensitivity of the peak position measured in bulk diamond ($\Delta \lambda/\Delta T$) by this quantity gives the laser induced temperature change as a function of laser power ($\Delta P_h/\Delta T$). Finally, we measure the intensity contrast as a function of laser power ($\Delta I/I_0/\Delta P_h$), which is converted to the temperature sensitivity of the intensity signal $\Delta I/I_0/\Delta T = 1.3(1)\%/K$. 
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B.1 Dilution refrigerator setup

We use a BlueFors BF-LD250 cryogen-free dilution refrigerator (DR) modified to obtain free-space optical access [Fig. B.1]. For optical excitation and collection, we use a home-built confocal microscope. We excite SiVs with off-resonant 520 nm light and
resonant $\sim 737$ nm light combined on a dichroic mirror (DM). SiV fluorescence in
the phonon side-band (PSB) is collected using a 90:10 non-polarizing beam-splitter
cube (BSC), coupled to a multi-mode (MM) fiber, and sent to a single-photon detector (APD). For spectral filtering, we use a short-pass filter (SP) in the excitation arm
and band-pass filters (BP) in the collection arm. The optics used to deliver light into
and to collect light from the DR are mounted on a breadboard (Thorlabs PBG12102)
on top of the frame supporting the DR. This allows for DR venting and sample ex-
change without realignment of the optics.

A collimated laser beam enters at the top of the DR through a vacuum viewport
① using the central line-of-sight port. The optical beam is focused on the diamond
sample ② by a low-temperature compatible objective ③. To reduce the heat load due
to black-body radiation at the mixing chamber plate (M XC), 10 mm apertures② are
installed at each stage inside the DR. In this configuration, the base temperature at
the MXC is 20 mK. We do not use any cold windows along the optical path inside the
DR.

A 6-1-1 T cryogen-free superconducting vector magnet ④ is mounted below the
MXC and thermally linked to the 4 K plate of the DR. The diamond sample ② is sold-
dered with indium to a fixed copper sample holder ⑤ and placed inside the magnet
bore on a science plate ①. We operate this magnet in a persistent mode to reduce
SiV spin dephasing due to fluctuations of applied magnetic fields.

A vented cryo-compatible objective ③ is mounted on 3-axis piezo steppers ⑧, ⑩.
Figure B.1: Schematic of a dilution refrigerator with free-space optical access. MXC: Mixing chamber plate; Still: Still plate; 4K: 4K plate; 50K: 50K plate; RT VC: Outer vacuum can; SP: 758-nm short-pass filter (Semrock FF01-758/SP-25), tilted by a small angle to tune the cut-off frequency; BP: Band-pass filters (Semrock FF01-775/46-25 and FF01-785/62-25); MM: 25 μm-core MM fiber; DM: dichroic mirror (Semrock Di03-R561-t1-25x36); APD: Single-photon counting module; BSC: Non-polarizing beam-splitter cube with T:R = 90:10; 1 vacuum viewport; 2 10 mm apertures at 50 K, 4 K and Still plates of the DR; 3 Objective L-bracket 4 Low-temperature, vacuum compatible objective (Attocube LT-APO-VISIR) with NA = 0.82; 5 Attocube stepper (ANPx311) which moves the objective vertically; 6 Three-axis Attocube scanner (ANSxyz100); 7, 9 Thermalization plates, each braided to 11; 8, 10 2 Attocube steppers ANPx311 which position the sample laterally; 11 A science plate positioned inside a vector magnet 14 and thermally anchored to the MXC; 12 Diamond sample; 13 Sample holder; 14 Cryogen-Free MAxes 6-1-1 T superconducting vector magnet with persistent switches (American Magnetics Inc.).
(5) and 3-axis piezo scanners (6) via L-brackets (3). X-Y steppers (8), (10) are mounted on the science plate (11) which is connected to the MXC via two copper rods (not shown). The diamond sample holder (13) and the science plate (11) are thermally anchored to the MXC via oxygen-free copper braids (Copper Braid Products). Thermalization plates (7), (9) and the objective L-bracket (3) are thermally anchored to the science plate via copper braids (11). Microwave (MW) pulses are delivered to the diamond sample via coaxial lines (semi-rigid 2.19 mm SCuNi-CuNi lines between room temperature and 4 K, superconducting 0.86 mm NbTi-NbTi lines between 4 K and MXC) which are thermalized at each stage. A temperature sensor (Lake Shore Crytronics, RX-102B-CB) is placed on the sample holder (13) and measures a sample temperature of $\leq 100 \text{ mK}$ in the absence of microwave driving.

We fabricate a shorted coplanar waveguide (CPW) on the diamond surface to efficiently deliver MW pulses [Fig. B.2(a,b)]. To fabricate the CPW, we first deposit 50 nm of Ti and 600 nm of Au onto the diamond surface using thermal evaporation. Next, a photolithography mask is patterned on the surface, and the unmasked Au and Ti are selectively etched away using Transene Gold Etchant Type TFA diluted 2:1 with water for 120 s, then 5.6% HF by weight (49% HF diluted 9:1 with water) for 30 s.

We adjust focus with stepper (5) and use steppers (8), (10) for coarse positioning. We take confocal images of the diamond sample by moving the objective using piezo scanners (6). Optical resolution of the microscope is $\approx 3 \text{ m}$ [Fig. B.2(c)] and is limited by
residual mechanical noise from a pulse tube and the collection pinhole diameter (25 μm) set by the MM fiber.

### B.2 3-level saturation measurements

In Figure 2.1(d), we compare the PSB counts during resonant excitation of transitions C and D (PLE spectroscopy). Laser driving can affect steady-state population of the UB or the LB via optically pumping to the opposite branch [Fig. B.3(a)]. This effect is minimized when laser power is below the three-level saturation intensity set by the
Figure B.3: Three-level saturation in PLE measurements. (a) Relaxation rates in the three-level system formed by the LB and the UB of the SiV ground state and the first excited state (LB'). $\gamma_0$ is the total decay rate from the excited state; $\gamma_+(\gamma_-)$ is the upward (downward) phonon relaxation rate. (b) Saturation measurement of the PLE intensity. Blue data is displaced vertically for clarity. Vertical dashed line represents the laser power at 3-level saturation. Power is measured before entering the DR.

The decay rate of the excited state ($\gamma_0$) and the phonon relaxation rates ($\gamma_+$ and $\gamma_-$). By solving master equations for the corresponding 3-level system, we find that at temperatures $T < 1 \text{ K}$, for which the thermal population of phonon modes at the frequency $\Delta_{\text{GS}}$ is $n(T, \Delta_{\text{GS}}) \rightarrow 0$, the saturation intensity is $\propto \gamma_-/\gamma_0$. The downward phonon relaxation rate is $\gamma_- \propto (n(T, \Delta_{\text{GS}}) + 1)^4$ and does not depend on $T$ in this regime. Thus, saturation intensity is also constant for $T < 1 \text{ K}$.

In Figure B.3(b), we measure PLE counts for transitions C and D at different laser powers at the fixed $T = 0.75 \text{ K}$. For both transitions, saturation corresponds to a laser power of $\sim 60 \mu\text{W}$. Since at $T = 0.75 \text{ K}$, $n < 0.1$, saturation intensity does not change at lower $T$ and can only increase at higher temperatures due to faster phonon relaxation.
Figure B.4: (a) Splitting of spin-selective transitions in a magnetic field and (b) ODMR frequency. Red data: Orthogonal field for SiV with $\Delta_{GS} = 75$ GHz in Sample-12; Blue: the same SiV in an aligned field. Black: SiV with $\Delta_{GS} = 85$ GHz in Sample-13 in an orthogonal field. Solid lines are linear fits.

In Figure 2.1(d), we use a laser power of 0.5 W and thus work deep below 3-level saturation for the whole temperature range. In this case, the ratio of PLE counts is proportional to the ratio of the thermal populations of the LB and the UB of the SiV ground state as stated in Chapter 2.

B.3 Magnetic field alignment for single-shot spin readout

The cyclicity of the spin-conserving transitions depends on the angle between the SiV symmetry axis and applied magnetic field $B^{38}$. In this section, we describe our procedure to align the magnetic field to the SiV symmetry axis with 0.1 precision. The SiV symmetry axis can be pointed along four possible ⟨111⟩ orientations in the diamond
Figure B.5: Magnetic field alignment (a) Optical pumping times at different $B_x$ at $\{B_y = 2.2 \text{ kG}, B_z = 1.5 \text{ kG}\}$. (b) Optical pumping times at different $B_y$ at $\{B_x = 63 \text{ G}, B_z = 1.5 \text{ kG}\}$

lattice. Based on the Hamiltonian in Ref.\textsuperscript{37}, the Zeeman splittings of the ground states and excited states depend on both the orientation of the magnetic field and the amount of strain in the crystal. For strained emitters with $50 \text{ GHz} < \Delta_{GS} < 100 \text{ GHz}$, off-axis magnetic fields lead to a larger Zeeman splitting in the ground states compared with the excited states. Magnetic fields along the symmetry axis however, result in a comparable Zeeman splitting in ground and excited states. As shown in Figure B.4(a), this leads to a larger frequency splitting between spin-conserving transitions for misaligned fields. We use this approach to determine the orientation group of an SiV center.

For a given SiV, we apply a magnetic field along all 4 possible SiV orientations (111). Based on the discussion above, the smallest optical splitting corresponds to the magnetic field pointed along the SiV axis. Experimentally, this procedure gives a pointing error of few degrees.
Finally, we fine tune the orientation of the magnetic field by probing SiV spin dynamics. Figure B.5 shows measured optical spin pumping times at different field orientations. These measurements indicate that the spin dynamics are very sensitive to the magnetic field orientation and a precision of \( \sim 0.1 \) is required to scatter photons for 30 ms without a spin flip.

### B.4 Scattering rates and collection efficiency

For measurements in Figure 2.3(e) in the Main Text, power of the readout laser is set at a 3-level saturation [Section B.2]. This maximizes the number of scattered photons and minimizes off-resonant excitation of the other spin-conserving transition.

In this case, the lifetime of the metastable UB \( \tau = \frac{1}{\gamma} \) limits the photon absorption rate to \( R \sim 1/\tau \). For an unstrained emitter (\( \Delta_{GS} \approx 45 \text{ GHz} \)), \( \tau \sim 200 \text{ ns} \) at 100 mK citejahnke2015electron. Since the phonon emission probability is proportional to \( (\Delta_{GS})^3 \), the absorption rate for a strained SiV is \( R \sim \frac{1}{200 \text{ ms}} \cdot \left( \frac{\Delta_{GS}[\text{GHz}]}{45 \text{GHz}} \right)^3 \). During a 20 ms readout window, the SiV in Fig. 3(e) should absorb \( \sim 2 \times 10^5 \) photons. In the same readout window we detect \( \sim 10 \) photons. Thus, the overall system efficiency is \( \sim 2 \times 10^{-4} \). This assumes a \( \sim 10\% \) quantum efficiency for the SiV optical transition and a \( \sim 30\% \) fraction of the PSB (Debye-Waller Factor) in the total emission spectrum.

We can also estimate the collection efficiency in a different way. At 3-level satura-
tion, the steady-state PLE count rate is also limited by $1/\tau \approx 5 \times 10^6$ Hz. In our experiment, the typical steady-state PLE count rate are 1 kHz. This gives $\sim 2 \times 10^{-4}$ for the overall system efficiency which agrees with the previous estimate.

### B.5 Optical spin initialization and readout

To initialize the SiV qubit, in state $|\uparrow\rangle$ for example, we drive the spin-resolved transition $|\downarrow\rangle \rightarrow |\downarrow\rangle$. Optical pumping [Fig. 2.2(a)] eventually brings the qubit into state $|\uparrow\rangle$. For higher initialization fidelity, the initialization laser pulse was several times longer than the characteristic time $t_p$ for optical pumping [Fig. 2.2(d)].

We optically readout the qubit states by driving the corresponding spin-conserving transition. For better readout signal-to-noise, we keep the duration of the readout pulse to less than the optical pumping time $t_p$. Intensities of both initialization and readout pulses were at 3-level saturation [Sec. B.2].

### B.6 Spin lifetime measurement

We measure a lower bound for the spin lifetime ($T_1$) of the SiV spin qubit in a magnetic field of 1.1 kHz aligned along the SiV symmetry axis within a few degrees. Pulse sequence for the $T_1$ measurement is illustrated in figure B.6. First, a 3 ms long laser pulse at frequency $f_{\downarrow\uparrow'}$ initializes the qubit in state $|\uparrow\rangle$. Next, a readout laser at fre-
Figure B.6: SiV spin $T_1$ measurement. (a) Simplified SiV electronic level structure. $f_{\uparrow \downarrow}$ and $f_{\uparrow \uparrow}$ are frequencies of spin-conserving transitions. (b) Pulse sequence for spin $T_1$ measurement (see text) (c) Time-resolved PLE signal for a sequence in (b). BG denotes a level of background fluorescence.

Quency $f_{\uparrow \uparrow}$ probes the population in state $|\uparrow\rangle$ at time $t_0$ and pumps the qubit into state $|\downarrow\rangle$. After a delay $\tau$, we probe the population in state $|\uparrow\rangle$ again. The remaining spin polarization depends on the $T_1$ time. The corresponding pulse sequence is shown in figure B.6(b).

We measure the absence of any fluorescence signal above the background level (BG) after a delay of $\tau = 1$ s [Fig. B.6(c)]. This indicates an almost perfect spin polarization after 1 s and means that the SiV spin $T_1$ is much greater than 1 s.
B.7 Microwave driving

We use the SiV states $|\uparrow\rangle$ and $|\downarrow\rangle$ as a spin qubit. In a small aligned magnetic field $B$ ($\mu_B B \ll h\lambda_{SO}$), these states are of the form $^{37}$

\[
|\uparrow\rangle = |\uparrow\rangle_{\text{spin}} \otimes \left( |e_-\rangle + \frac{1 - \sqrt{1 + \xi^2}}{\xi} |e_+\rangle \right) \\
|\downarrow\rangle = |\downarrow\rangle_{\text{spin}} \otimes \left( |e_+\rangle + \frac{1 - \sqrt{1 + \xi^2}}{\xi} |e_-\rangle \right)
\]

$\xi = \frac{\alpha}{\lambda_{SO}}$,

where $\alpha$ is an off-diagonal ($E_g$) strain $^{103}$, $\lambda_{SO} \approx 46$ GHz is the spin-orbit coupling in the ground manifold of the SiV ($\Delta_{GS} = \sqrt{\alpha^2 + \lambda_{SO}^2}$); $|\uparrow\rangle_{\text{spin}}, |\downarrow\rangle_{\text{spin}}$ are spin states; and $|e_+\rangle, |e_-\rangle$ are orthogonal electronic orbital states.

To coherently manipulate the SiV spin qubit, we drive the transition $|\uparrow\rangle \rightarrow |\downarrow\rangle$ with resonant MW pulses. The Rabi frequency is $\Omega_{\text{MW}} \sim \sqrt{P_{\text{MW}}} \cdot \frac{1 - \sqrt{1 + \xi^2}}{\xi}$, where $P_{\text{MW}}$ is the MW power. We verify a square-root dependence of $\Omega_{\text{MW}}$ on the MW power [Fig. B.7.

In the low strain regime ($\alpha \ll \lambda_{SO}$), the qubit magnetic dipole transition $|\downarrow\rangle \rightarrow |\uparrow\rangle$ is only weakly allowed. This makes a coherent control of the spin with the MW driving difficult due to heating of the sample via ohmic losses in the gold stripline.
In this work, we use SiV centers with $\Delta_{GS} \approx 80$ GHz. This corresponds to a moderate crystal strain of $\alpha \approx 1.5\lambda_{SO}$ allowing the qubit transition and reducing the necessary amount of MW power. This facilitates maintaining a steady-state sample temperature of $\sim 100$ mK.

**B.8 $T_2^*$ limiting processes and pulse errors**

The measurements in figure 2.3 demonstrate that $T_2^*$ scales approximately inversely with the static magnetic field in the isotopically purified sample (Sample-12). In this section, we discuss a microscopic mechanism that can lead to the observed $(T_2^*)^{-1} \propto g\mu_B B$ dependence. As discussed in Sec. B.7 and Ref. \textsuperscript{37}, the wavefunction of the spin qubit consists of both an electronic orbital and a spin degree of freedom that each
contribute to the electronic Landé g-factor.

The electronic orbitals $|e_-\rangle$ and $|e_+\rangle$ can be mixed via strain and large electric fields. The mixing mechanism via strain is described in Sec. B.7. While electric fields cannot mix the two orbitals $|e_-\rangle$ and $|e_+\rangle$ that have the same parity to first order, second-order processes (mediated by the excited states of the opposite parity) can result in a mixing between the two orbitals. The presence of such electric or strain field fluctuations can therefore lead to fluctuation of the orbital wavefunctions and a corresponding change in the g-factor of the qubit states. This can cause spin dephasing at a rate proportional to an applied magnetic field $B$.

The resulting $T_2^*$ also limits the single qubit gate fidelities. We operate with MW Rabi frequencies $\Omega_{\text{MW}}$ in the range from 1 to 10 MHz. In this case, MW $\pi$-times of $\sim 100$ ns are comparable with $T_2^*$ resulting in imperfect MW $\pi$-pulses with errors at the percent level. For CP sequences involving 32 rephasing $\pi$-pulses [Fig. 2.4(b)], this results in a reduction of the state fidelity to $\sim 70\%$. In our experiments, stronger MW driving (corresponding to larger $\Omega_{\text{MW}}$) causes heating of the sample due to Ohmic losses in a gold coplanar waveguide which destroys spin coherence [Fig. 2.4(d)]. By using low-loss superconducting coplanar waveguide \cite{101} for MW delivering, larger $\Omega_{\text{MW}}$ can be achieved without additional heat load.
B.9 Coupling to nuclear spins

The effect of a $^{13}$C nuclear spin on a spin-echo signal depends on the ratio of the external magnetic field and the magnetic field produced by an SiV at the nuclear site (Knight shift). In a large external magnetic field of 3 kG, this Knight shift is negligible and we do not observe any effect of nuclear spins in the spin-echo measurements [black data in Fig. B.8(a)]. We repeated this measurement with a spin-echo sequence modified such that the second $\pi/2$ pulse was replaced by a $3\pi/2$ pulse (red data). This allows us to normalize the readout signal. The mean value of the spin-echo (modified spin-echo) signal at $\tau \ll T_2$ corresponds to finding the SiV spin in state $|\downarrow\rangle$ ($|\uparrow\rangle$).

In contrast, repeating these measurements in a low magnetic field of 0.2 kG yields
high-visibility oscillations of the SiV spin coherence [blue data in Fig. B.8(a)] suggesting a coherent coupling to several $^{13}$C nuclear spins in Sample-13.

Coherent coupling to nuclear spins does not affect the $T_2$ time as measured by the spin-echo envelope [Fig. B.8(b)]. We observe the same $T_2$ times for Sample-13 in magnetic fields from 0.2 to 1 kG and for Sample-12 in a 2 kG magnetic field. This suggests that coupling to nuclear spins is not the main factor which limits the SiV spin $T_2$ time.

B.10 Spin coherence analysis

For each curve in figure 2.4(b), the measured background was subtracted from the signal and the result was normalized such that the steady state value is equal to 1/2, corresponding to an equal mixture between the qubit levels; no additional rescaling was implemented.

The observed scaling of the coherence time $T_2$ with number $N$ of rephasing pulses [Fig. 2.4(c)] is close to linear: $T_2 \propto N^{\beta}$, where $\beta = 1.02 \pm 0.05$. This scaling contradicts dephasing due to a pure Lorentzian noise power spectrum which gives $T_2 \sim N^{2/3}$.

Different noise bath models can produce similar $T_2$ scaling but lead to different shapes of the CP curves. Fig. B.9 shows the CP curve [from Fig. 2.4(b)] fit using different stretched exponentials $\exp \left[-(T/T_0)^\gamma\right]$. To fit the data shown in figure 2.4(b),
Figure B.9: Experimental CP curve with $N = 8$ (blue points) fitted by stretched exponentials with $n = 3, 4, 5, 6$. Inset: fit residuals for stretched exponentials with $n = 2, 3, 4, 5, 6, 8, 10$. 
we use a stretched exponential with $n = 4$ since is gives the smallest fit residuals [Fig. B.9(inset)]. Using the present data it is not possible to distinguish between different noise models as we can't directly deconvolve the noise power spectrum$^{100,184}$.

In figure 2.3(f), we show the dependance of the $T_2^*$ time on the magnetic field amplitude which indicates additional noise in the system (see sec. B.8). In contrast, we do not observe any dependence of the $T_2$ time on magnetic field [Fig. B.8(b)]. This suggests a bimodal noise power spectrum: a slow-frequency component limits the $T_2^*$ time while a high-frequency component determines the $T_2$ time. For example, a double-Gaussian noise power spectrum:

$$S(\omega) = A \times \exp \left[ -\left( \omega/\omega_0 \right)^2 \right] + B \times \exp \left[ -\left( \omega/\omega_1 \right)^2 \right],$$  \hspace{1cm} (B.1)$$

where $A \approx 1$ MHz, $\omega_0 \approx 1.8$ kHz, $B \approx 1$ GHz, and $\omega_1 \approx 50$ Hz, provides a good agree-
ment with the observed $T_2$ scaling [Fig. B.10(a)] and the correct order-of-magnitude for $T_2^* \approx 10s$. In this case, the calculated CP8 curve is close to a stretched exponential with $n = 4$ [Fig. B.10(b)]. The same result can be obtained using a double-Lorentzian noise power spectrum with hard frequency cutoffs$^{185}$. 
Figure C.1: (a) Unit cell of a photonic crystal cavity (bounded by black lines). $H_x$ and $H_y$ define the size and aspect ratio of the hole, $a$ determines the lattice constant, and $w$ sets the waveguide width. (b) Electric field intensity profile of the TE mode inside the cavity, indicating strong confinement of the optical mode inside the waveguide. (c) Schematic of photonic crystal design. Blue shaded region is the bandgap generating structure, red shaded region represents the cavity structure. (d) Plot of $a$, $H_x$, and $H_y$ for the cavity shown in (c), showing cubic taper which defines the cavity region. All sizes are shown in fractions of $a_{\text{nominal}}$, the unperturbed lattice constant.
Supplementary information for chapters 3 and 4

C.1 Nanophotonic cavity design

We simulate and optimize our nanophotonic structures to maximize atom-photon interactions while maintaining high waveguide coupling, which ensures good collection efficiency for the devices. In particular, this requires optimizing the device quality-factor to mode volume ratio, the relative rates of scattering into waveguide modes, and the size and shape of the optical mode. Each of these quantities are considered in a three-step simulation process (FDTD, Lumerical). We first perform a coarse parameter sweep over all possible unit cells which define the photonic crystal gemometry and identify families of bandgap-generating structures. These structures are the starting point for a gradient ascent optimization procedure, which results in generating high quality-factor, low mode volume resonators. Finally, the generated designs are modified to ensure efficient resonator-waveguide coupling.

Optimization begins by exploring the full parameter space of TE-like bandgap gen-
erating structures within our waveguide geometry. For hole-based cavities [Fig. C.1(a)],
this sweep covers a 5-dimensional parameter space: The lattice constant of the unit
cell (a), the hole size and aspect ratio (H_x and H_y), the device etch angle (θ) and the
waveguide width (w). Due to the size of this parameter space, we start by performing
a low-resolution sweep over all parameters, with each potential design simulated by
a single unit cell with the following boundary conditions: 4 perfectly matched layer
(PML) boundary conditions in the transverse directions and 2 Bloch boundary con-
ditions in the waveguide directions. The band structure of candidate geometries are
determined by sweeping the effective k-vector of the Bloch boundary condition and
identifying allowed modes. Using this technique, families of similar structures with
large bandgaps near the SiV transition frequency are chosen for further simulation.
Each candidate photonic crystal is also inspected for the position of its optical mode
maximum, ensuring that it has first-order modes concentrated in the center of the
diamond, where SiVs will be incorporated [Fig. C.1(b)].

The second step is to simulate the full photonic crystal cavity design, focused in
the regions of parameter space identified in step one. This is done by selecting a fixed
θ, as well as a total number of unit cells that define the structure, then modifying
the bandgap of the photonic crystal with a defect region to form a cavity mode. We
define this defect using a cubic tapering of one (or several) possible parameters:

\[
A(x) = 1 - d_{\text{max}} |2x^3 - 3x^2 + 1| \quad \text{(C.1)}
\]
where $A$ is the relative scale of the target parameter(s) at a distance $x$ from the cavity center, and $d_{\text{max}}$ is the defect depth parameter. Photonic Crystal cavities with multi-parameter defects are difficult to reliably fabricate, therefore, devices used in this work have cavity defect geometries defined only by variations in the lattice constant. The cavity generated by this defect is scored by simulating the optical spectrum and mode profile and computing the scoring function $F$:

$$F = \min(Q, Q_{\text{cutoff}})/(Q_{\text{cutoff}} \times V_{\text{mode}})$$

(C.2)

Where $Q$ is the cavity quality-factor, $Q_{\text{cutoff}} = 5 \times 10^5$ is an estimated maximum realizable $Q$ based on fabrication constraints, and $V_{\text{mode}}$ is the cavity mode volume. Based on this criteria, we employ a gradient ascent process over all cavity design parameters (except $\theta$ and the total number of unit cells) until $F$ is maximized, or a maximum number of iterations has occurred. Due to the complexity and size of the parameter space, a single iteration of this gradient ascent is unlikely to find the optimal structure. Instead, several candidates from each family of designs found in step one are explored, with the best moving on to the final step of the simulation process. These surviving candidates are again checked to ensure confinement of the optical mode in the center of the cavity structure and to ensure that the structures fall within the tolerances of the fabrication process.

The final step in the simulation process is to modify the optimized designs to max-
imize resonator-waveguide coupling. This is done by removing unit cells from the
input port of the device, which decreases the overall quality-factor of the devices in
exchange for better waveguide damping of the optical field. Devices are once again
simulated and analyzed for the fraction of light leaving the resonator through the
waveguide compared to the fraction scattering into free-space. The number of unit
cells on the input port is then optimized for this ratio, with simulations indicating
that more than 95% of light is collected into the waveguide. In practice, fabrication
defects increase the free-space scattering rate, placing resonators close to the critically-
coupled regime. Finally, the waveguide coupling fraction is increased by appending a
quadratic taper to both ends of the devices such that the optical mode is transferred
adiabatically from the photonic crystal region into the diamond waveguide. This pro-
cess produces the final cavity structure used for fabrication [Fig. C.1(c)].

C.2 Strain-induced frequency fluctuations

In this Appendix we calculate changes the SiV spin-qubit frequency and optical transi-
tion frequency arising from strain fluctuations. We start with the Hamiltonian for SiV
in an external magnetic field $B_z$ aligned along the SiV symmetry axis$^{37,121}$:

$$H = -\lambda \begin{pmatrix} 0 & 0 & i & 0 \\ 0 & 0 & 0 & -i \\ -i & 0 & 0 & 0 \\ 0 & i & 0 & 0 \end{pmatrix} + \begin{pmatrix} \alpha - \beta & 0 & \gamma & 0 \\ 0 & \alpha - \beta & 0 & \gamma \\ \gamma & 0 & \beta & 0 \\ 0 & \gamma & 0 & \beta \end{pmatrix} + q\gamma_L B_z \begin{pmatrix} 0 & 0 & i & 0 \\ 0 & 0 & 0 & i \\ -i & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \end{pmatrix} + \frac{\gamma_S B_z}{2} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad (C.3)$$

where $\lambda$ is a spin-orbit coupling constant, $\gamma_L = \mu_B$ and $\gamma_S = 2\mu_B$ are Landé g-factors of the orbital and spin degrees of freedom ($\mu_B$ the Bohr magneton), $q = 0.1$ is a Ham reduction factor of the orbital momentum$^{37,166}$, and $\alpha, \beta, \gamma$ are local strain parameters which can be different for the ground and excited states [Sec. 3.4]. As measuring the exact strain parameters is challenging [Sec. 3.4] we assume only one non-zero component in this tensor ($\epsilon_{zz}$) in order to simplify our calculations. In this case, strain
parameters are:

\[ \beta = f_g(e) \epsilon_{zz}, \quad \alpha = \gamma = 0, \]  

where \( f_g(e) = 1.7 \times 10^6 \) (3.4 \( \times \) 10^6) \( \text{GHz/strain} \) for the ground (excited) state and the GS splitting is:

\[ \Delta_{GS} = 2\sqrt{\lambda_g^2 + \beta^2}, \]  

where \( \lambda_g \approx 25 \text{ GHz} \) is the SO-constant for the ground state. Next, we solve this Hamiltonian and investigate how the qubit frequency changes as a function of relative strain fluctuations (\( \xi \)):

\[ \Delta f_{\text{MW}} = \frac{2 (f_g \epsilon_{zz})^2 \lambda_g B_x q \gamma L \xi}{\left( (f_g \epsilon_{zz})^2 + \lambda_g^2 \right)^{3/2}}, \]  

The corresponding change in the optical frequency is:

\[ \Delta f_{\text{optical}} = \left( \frac{f_g \epsilon_{zz}^2}{\sqrt{(f_g \epsilon_{zz})^2 + \lambda_g^2}} - \frac{(f_e \epsilon_{zx})^2}{\sqrt{(f_e \epsilon_{zx})^2 + \lambda_e^2}} \right) \xi, \]  

where \( \lambda_e \approx 125 \text{ GHz} \) is the SO-constant for the excited state.

For SiV 2 [Sec. 3.4] we measured \( \Delta_{GS} = 140 \text{ GHz} \) and find \( \epsilon_{zx} = 3.8 \times 10^{-5} \). With \( \xi = 1\% \) strain fluctuations (corresponding to \( \sim 10^{-7} \) strain), frequencies change by \( \Delta f_{\text{MW}} \approx 4 \text{ MHz} \) and \( \Delta f_{\text{optical}} \approx -300 \text{ MHz} \). This quantitatively agrees with the data.
Figure C.2: (a) Spectral diffusion of SiV 2. We observe slow spectral wandering as well as spectral jumps. (b) Applying a short green repumping pulse before every measurement significantly speeds up the timescale for spectral diffusion. (c) Spectral diffusion of SiV 1 in nanostructures. Line is stable to below 100 MHz over many minutes. Scale bar indicates normalized SiV reflection signal.

presented in [Fig. 3.4(f)].

C.3 Mitigating spectral diffusion

In order to couple SiV centers to a quantum network, electronic transitions must be stabilized with respect to a probe laser. We note that such spectral diffusion is a universal challenge for solid-state quantum systems\textsuperscript{86,187,188}. In the case of the SiV center, spectral diffusion can be seen explicitly in figure C.2(a), where the optical transition frequency can either drift slowly (central region), or undergo large spectral jumps. As this diffusion can be larger than the SiV linewidth, any given instance of an experiment could have the probe laser completely detuned from the atomic transition,
resulting in a failed experiment.

There are several possible solutions to mitigate this spectral diffusion. First, exploiting a high-cooperativity interface, one can Purcell-broaden the optical linewidth [sec. 3.5] to exceed the spectral diffusion\textsuperscript{40}. Second, a high collection efficiency can be used to read out the optical position faster than the spectral diffusion. The frequency can then be probabilistically stabilized by applying a short laser pulse at 520 nm which dramatically speeds up the timescale of spectral diffusion,\textsuperscript{41,163} [Fig. C.2(b)]. Alternatively this signal could be used to actively stabilize the line using strain-tuning\textsuperscript{148,189}.

From the observations in figure 3.4(f), this technique should mitigate spectral diffusion of both the optical and spin transitions. Strain tuning also offers the capability to control the DC strain value, which has important effects on qubit properties as discussed previously, and enables tuning multiple SiV centers to a common network operation frequency. As such, this tunability will likely be an important part of future quantum networking technologies based on SiV centers.

The severity of spectral diffusion is different for different emitters however, and this control is not always necessary, especially for proof-of-principle experiments with a small number of emitters. For SiV 1, the main SiV used in the following sections, and the SiV used in chapter 4, we find almost no spectral diffusion, with optical transitions stable over many minutes [Fig. C.2(c)]. This is an ideal configuration, as experiments can be performed without any need to verify the optical line position.
C.4 Model for SiV decoherence

The scaling of $T_2(N) \propto N^{2/3}$ is identical to that found for nitrogen-vacancy centers, where it is assumed that $T_2$ is limited by a fluctuating electron spin bath\textsuperscript{97,140}. Motivated by DEER measurements with SiV 2, we follow the analysis of ref.\textsuperscript{140} to estimate the noise bath observed by SiV 1.

The measured coherence decay is modeled by:

$$\langle S_z \rangle = \text{Exp} \left( - \int d\omega S(\omega) F_N(t, \omega) \right),$$  \hspace{1cm} \text{(C.9)}

where $S(\omega)$ is the noise power-spectrum of the bath, and $F_N(t, \omega) = 2 \sin(\omega t/2)(1 - \sec(\omega t/2N))^2/\omega^2$ is filter function for a dynamical-decoupling sequence with an even number of pulses\textsuperscript{140}. We fit successive $T_2$ echo curves to the functional form $A + Be^{-(t/T_2)^\beta}$, with $A, B$ being free parameters associated with photon count rates, and $\beta = 3$ providing the best fit to the data. This value of $\beta$ implies a decoherence bath with a Lorentzian noise power-spectrum, $S(\omega, b, \tau) = b^2\tau/\pi \times 1/(1 + \omega^2\tau^2)$, where $b$ is a parameter corresponding to the strength of the noise bath, and $\tau$ is a parameter corresponding to the correlation time of the noise\textsuperscript{97,140}.

Empirically, no one set of noise parameters faithfully reproduces the data for all measured echo sequences. Adding a second source of dephasing $\tilde{S} = S(\omega, b_1, \tau_1) + S(\omega, b_2, \tau_2)$, gives reasonable agreement with the data using parameters $b_1 = 5 \text{kHz}$,
\( \tau_1 = 1 \text{s}, \quad b_2 = 180 \text{kHz}, \quad \tau_2 = 1 \text{ms} \) [Fig. 3.7(d)]. The two drastically different set of noise parameters for each of the sources can help illuminate the source of noise in our devices.

As explained in the previous section, one likely candidate for this decoherence is a bath of free electrons arising from improper surface termination or local damage caused during nanofabrication, which are known to have correlation times in the \( \sim \text{s} \) range. The SiV studied in this analysis is approximately equidistant from three surfaces: the two nearest holes which define the nanophotonic cavity, and the top surface of the nanobeam [sec: 3.2], all of which are approximately 50 nm away. We estimate a density of \( \sigma_{\text{surf}} = 0.067 \text{ spins/nm}^2 \) using:

\[
b_1 = \gamma_{\text{SiV}} \langle B_{\text{surf}} \rangle = \frac{g^2 \mu_B^2 \mu_0}{\hbar} \frac{1}{4 \pi \sum d_i^2} \sqrt{\frac{\pi}{4 \sigma_{\text{surf}}}}
\]

where \( b_1 \) is the measured strength of the noise bath, \( g \) is the electron gyromagnetic ratio, and \( d_i \) are the distances to the nearest surfaces. This observation is consistent with surface spin densities measured using NVs\textsuperscript{140}.

The longer correlation time for the second noise term suggests a different bath, possibly arising from free electron spins inside the bulk diamond. Vacancy clusters, which can persist under annealing even at 1200 C, are known to posses \( g = 2 \) electron spins, and are one possible candidate for this noise bath\textsuperscript{190}. Integrating over \( d \) in eq. C.10, we estimate the density of spins required to achieve the measured \( b_2 \). We estimate
$\rho_{\text{bulk}} \sim 0.53$ spins per nm$^3$, which corresponds to a doping of 3ppm. Interestingly, this is nearly identical to the local concentration of silicon incorporated during implantation (most of which is not successfully converted into negatively charged SiV), and could imply implantation-related damage as a possible source of these impurities.

Another possible explanation for this slower bath could be coupling to nuclear spins in the environment. The diamond used in this experiment has a natural abundance of $^{13}$C, a spin-1/2 isotope, in concentrations of approximately 1.1%. Replacing $\mu_B \rightarrow \mu_N$ in the term for $\langle B \rangle$ gives an estimated nuclear spin density of $\rho_{\text{bulk},N} = 0.6\%$, only a factor of two different than the expected nuclear spin density.

### C.5 Concurrence and Fidelity calculations

#### C.5.1 Spin-photon concurrence and fidelity calculations

From correlations in the Z- and X-bases, we estimate a lower bound for the entanglement in our system. Following reference$^{191}$, we note that the density matrix of our
system conditioned on the detection of one photon can be described as:

\[
\rho_{ZZ} = \frac{1}{2} \begin{pmatrix}
  p_{e\uparrow} & 0 & 0 & 0 \\
  0 & p_{e\downarrow} & c_{e\downarrow,l\uparrow} & 0 \\
  0 & c_{e\downarrow,l\uparrow}^\dagger & p_{l\uparrow} & 0 \\
  0 & 0 & 0 & p_{l\downarrow}
\end{pmatrix}
\]  \tag{C.11}

where \( p_{ij} \) are the probabilities of measuring a photon in state \( i \), and the spin in state \( j \). \( c_{e\downarrow,l\uparrow} \) represents entanglement between \( p_{e\uparrow} \) and \( p_{l\downarrow} \). We set all other coherence terms to zero, as they represent negligibly small errors in our system (for example, \( c_{e\uparrow,e\downarrow} > 0 \) would imply that the SiV was not initialized properly at the start of the measurement). We quantify the degree of entanglement in the system by its concurrence \( C \), which is 0 for separable states, and 1 for a maximally entangled state:\(^{192}\):

\[
C = \text{Max}(0, \lambda_0^{1/2} - \sum_{i=1}^{N} \lambda_i^{1/2}),
\]  \tag{C.12}

where \( \lambda_i \) are the eigenvalues of the matrix \( \rho_{ZZ} \cdot (\sigma_y \cdot \rho_{ZZ} \cdot \sigma_y^\dagger) \), and \( \sigma_y \) is the standard Pauli matrix acting on each qubit basis separately (\( \sigma_y = \sigma_{y,ph} \otimes \sigma_{y,el} \)). While this can be solved exactly, the resulting equation is complicated. Taking only the first-order terms, this can be simplified to put a lower bound on the concurrence:

\[
C \geq 2(|c_{e\downarrow,l\uparrow}| - \sqrt{p_{e\uparrow}p_{l\downarrow}})
\]  \tag{C.13}
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We measure $p$ directly in the Z basis, and estimate $|c_{e\downarrow,t\uparrow}|$ by performing measurements in the X basis. A $\pi/2$-rotation on both the photon and spin qubits rotates:

$$
|e\rangle \rightarrow \frac{1}{\sqrt{2}}(|e\rangle + |l\rangle), \quad |l\rangle \rightarrow \frac{1}{\sqrt{2}}(|e\rangle - |l\rangle)
$$

$$
|\downarrow\rangle \rightarrow \frac{1}{\sqrt{2}}(|\downarrow\rangle + |\uparrow\rangle), \quad |\uparrow\rangle \rightarrow \frac{1}{\sqrt{2}}(|\downarrow\rangle - |\uparrow\rangle)
$$

After this transformation, the signal contrast directly measures $c_{e\downarrow,t\uparrow}$:

$$
2c_{e\downarrow,t\uparrow} = p_{-\leftarrow} + p_{+\rightarrow} - p_{-\rightarrow} - p_{+\leftarrow}
$$

$$
\Rightarrow C \geq 0.42(6) \quad \text{(C.15)}
$$

Similarly, the fidelity of the entangled state (post-selected on the detection of a photon) can be computed by the overlap with the target Bell state$^{155}$:

$$
F = \langle \Psi^+ | \rho_{ZZ} | \Psi^+ \rangle = \left( p_{e\uparrow} + p_{l\downarrow} + 2c_{e\downarrow,t\uparrow} \right) / 2 \geq 0.70(3) \quad \text{(C.16)}
$$

### C.5.2 Correcting for readout infidelity

Errors arising from single-shot readout incorrectly assign the spin state, results in lower-contrast histograms for spin-photon correlations. We follow the analysis done
in ref.\textsuperscript{155}, and correct for readout errors using a transfer matrix formalism. The measured spin-photon correlations \(p_{ij}\) are related to the ‘true’ populations \(P_{ij}\) via:

\[
\begin{pmatrix}
  p_{e\downarrow} \\
  p_{e\uparrow} \\
  p_{l\downarrow} \\
  p_{l\uparrow}
\end{pmatrix}
= \begin{pmatrix}
  F_{\downarrow} & 1 - F_{\uparrow} & 0 & 0 \\
  1 - F_{\downarrow} & F_{\uparrow} & 0 & 0 \\
  0 & 0 & F_{\downarrow} & 1 - F_{\uparrow} \\
  0 & 0 & 1 - F_{\downarrow} & F_{\uparrow}
\end{pmatrix}
\begin{pmatrix}
  P_{e\downarrow} \\
  P_{e\uparrow} \\
  P_{l\downarrow} \\
  P_{l\uparrow}
\end{pmatrix}
\] (C.17)

with \(F_{\downarrow}\), \(F_{\uparrow}\) defined above. After this correction, an identical analysis is performed to calculate the error-corrected histograms [Fig. 3.8(b,c,d) dark-shading]. We find an error-corrected concurrence \(C \geq 0.79(7)\) and fidelity \(F \geq 0.89(3)\).

### C.5.3 Electron-nuclear concurrence and fidelity calculations

For spin-spin Bell states, in contrast to the spin-photon analysis, we can no longer set any of the off-diagonal terms of the density matrix [eq. C.11] to zero due to the limited (\(\sim 90\%\)) nuclear initialization fidelity. We note that neglecting these off-diagonal terms can only decrease the estimated entanglement in the system, thus the concurrence can still be written as:

\[
C \geq 2(|c_{\downarrow\uparrow}| - \sqrt{P_{\downarrow\uparrow}P_{\downarrow\downarrow}})
\] (C.18)
where the first subscript is the electron spin state, and the second is the nuclear state. We estimate \( c_{\uparrow \downarrow} \) again by using the measured populations in an orthogonal basis. In this case, off-diagonal terms add a correction:

\[
2c_{\uparrow \uparrow} + 2c_{\downarrow \downarrow} = p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow}
\]  \hspace{1cm} (C.19)

In order for the density matrix to be properly normalized, \( c_{\uparrow \downarrow} \leq \sqrt{p_{\parallel \downarrow} p_{\parallel \downarrow}} \), giving us the final concurrence:

\[
C \geq p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow} - p_{\rightarrow \rightarrow} - 4\sqrt{p_{\parallel \downarrow} p_{\parallel \downarrow}}
\]  \hspace{1cm} (C.20)

Additionally, both electron readout error as well as \(^{13}\text{C}\) mapping infidelity can mis-report the true spin state. As such, the new transfer matrix to correct for this error is:

\[
\begin{pmatrix}
F_{\downarrow,e}F_{\downarrow,N} & F_{\downarrow,e}(1 - F_{\uparrow,N}) & (1 - F_{\uparrow,e})F_{\downarrow,N} & (1 - F_{\uparrow,e})(1 - F_{\uparrow,N}) \\
F_{\downarrow,e}(1 - F_{\downarrow,N}) & F_{\downarrow,e}F_{\uparrow,N} & (1 - F_{\uparrow,e})(1 - F_{\downarrow,N}) & (1 - F_{\uparrow,e})F_{\uparrow,N} \\
(1 - F_{\downarrow,e})F_{\downarrow,N} & (1 - F_{\downarrow,e})(1 - F_{\uparrow,N}) & F_{\uparrow,e}F_{\downarrow,N} & F_{\uparrow,e}(1 - F_{\uparrow,N}) \\
(1 - F_{\downarrow,e})(1 - F_{\downarrow,N}) & (1 - F_{\downarrow,e})F_{\uparrow,N} & F_{\uparrow,e}(1 - F_{\downarrow,N}) & F_{\uparrow,e}F_{\uparrow,N}
\end{pmatrix}
\]  \hspace{1cm} (C.21)

Where \( F_{\downarrow,e} \approx F_{\uparrow,e} = 0.85 \) and \( F_{\downarrow,N} \approx F_{\uparrow,N} = 0.72 \). Following this analysis, we report an error-corrected concurrence of \( C \geq 0.22(9) \).
C.5.4 Electron-nuclear CNOT gate

We further characterize the CNOT gate itself as a universal quantum gate. Due to the relatively poor readout fidelity (see above), we do not do this by performing quantum state tomography. Instead, we estimate entries in the CNOT matrix using measurements in only the Z-basis. As a control measurement, we first initialize the two qubits in all possible configurations and read out, averaged over many trials. Next, we initialize the qubits, perform a CNOT gate, and read out, again averaged over many trials, normalized by the control data. Any reduction in contrast after normalization is attributed to the opposite spin state, establishing a system of equations for determining the CNOT matrix. We solve this system of equations, marginalizing over free parameters to determine a MLE estimate for the CNOT transfer matrix, as seen in chapter 4.

C.6 Nuclear initialization and readout

Initialization (and readout) of the $^{13}$C spin can be done by mapping population between the SiV spin and the $^{13}$C. Following reference $^{146}$, we note that Z and X gates are possible with dynamical-decoupling based nuclear gates, thus a natural choice for initialization are gates comprised of both $\mathcal{R}_{\pm x, \text{SiV-C}}^{\pi/2}$ and $\mathcal{R}_{\pm r, \text{SiV-C}}^{\pi/2}$, as shown in figure C.3(a) and in reference $^{146}$. We note here that it should be possible to combine the
Figure C.3: (a) Original initialization sequence from\textsuperscript{146}, note $R_{z,C}^{\pi/2}$ rotation. (b) Simplified initialization sequence used in this work. (c) Simulated performance of the initialization gate from (b) using 8 $\pi$-pulses per each nuclear gate, the initial state is $\uparrow\uparrow$ (blue) and $\uparrow\downarrow$ (orange). The resonances are narrow compared to (d) due to applying effectively twice more $\pi$-pulses (d) Simulated performance of $R_{z,\pm x,\text{SiV}-c}^{\pi/2}$ gate for 8 $\pi$-pulses for SiV-$^{13}$C register initialized in $\uparrow\uparrow$ (blue) and $\downarrow\uparrow$ (orange).
effects of $\mathcal{R}_x$ and $\mathcal{R}_z$ rotations in a single gate, which has the potential of shortening and simplifying the total initialization gate. One proposed sequence uses the following entangling gate:

$$
\mathcal{R}^\phi_{n^\uparrow, n^\downarrow} = 
\begin{pmatrix}
(1 + i)/2 & i/\sqrt{2} & 0 & 0 \\
-1/\sqrt{2} & (1 - i)/\sqrt{2} & 0 & 0 \\
0 & 0 & (1 + i)/2 & -i/\sqrt{2} \\
0 & 0 & -i/\sqrt{2} & (1 - i)/2
\end{pmatrix}
= 
\begin{pmatrix}
R^{\pi/2}_{\Theta = \pi/4} & R^{\pi/2}_{z} \\
0 & R^{\pi/2}_{\Theta = \pi/4} R^{\pi/2}_{z}
\end{pmatrix}
$$

which corresponds to a rotation on the angle $\phi = 2\pi/3$ around the axes $n_{\uparrow, \downarrow} = \{\pm \sqrt{2}, 0, 1\}/\sqrt{3}$. The matrix of entire initialization gate [Fig. C.3(b)] built from this gate would then be:

$$
\text{Init} = 
\begin{pmatrix}
0 & 0 & -(1 + i)/2 & -1/\sqrt{2} \\
i/\sqrt{2} & -(1 + i)/2 & 0 & 0 \\
0 & 0 & -(1 - i)/2 & -i/\sqrt{2} \\
1/\sqrt{2} & (1 - i)/2 & 0 & 0
\end{pmatrix}
$$

which results in an initialized $^{13}$C spin.

To demonstrate this, we numerically simulate a MW pulse sequence using the ex-
act coupling parameters of our $^{13}\text{C}$[Ch. 4] and 8 $\pi$-pulses for each $R^{\phi}_{n_\uparrow, n_\uparrow}$ gate. Figure C.3(c) shows that regardless of the initial state, the $^{13}\text{C}$ always ends up in state $|\downarrow\rangle$ (given that the SiV was initialized in $|\uparrow\rangle$). As expected, the timing of this gate ($\tau_{\text{init}} = 2.857 \text{s}$) is noticeably different from the timing of the $R^{\pi/2}_{x,x,\text{SiV-C}}$ gate ($\tau_{\pi/2} = 2.851 \text{s}$), which occurs at spin-echo resonances [Fig. C.3(d)].

The rotation matrix for this sequence at $\tau = \tau_{\text{init}}$ (with the SiV initialized in $|\uparrow\rangle$) is:

$$R^{\phi}_{n_\uparrow} = \begin{pmatrix}
0.55 + 0.51i & 0 + 0.65i \\
0.65i & 0.55 - 0.52i
\end{pmatrix}$$  \hspace{1cm} (C.24)

corresponding to a rotation angle $\phi = 0.63\pi$ around the axis $n_\uparrow = \{0.78, 0, 0.62\}$, very close to the theoretical result.

Since the experimental fidelities for both initialization gates [Fig. C.3 (a,b)] are similar, we use sequence (b) to make the gate shorter and avoid unnecessary pulse-errors.
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