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Abstract

The transition to a low-carbon economy requires fundamental advances in clean energy technologies. Functional materials are critical to designing more efficient devices for energy generation, storage, and transmission. However, discovering energy materials is an inherently time-consuming and resource-intensive process. Current strategies are primarily based on the synergistic interplay of physical models describing macroscopic materials characteristics and experimental techniques to probe their properties. This dissertation targets the amplification of cutting edge technologies for materials discovery with data-driven tools founded on machine learning (ML). We focus on formulating restructured discovery workflows and discussing their potential to approach clean energy challenges, including natural photosynthesis and artificial light-harvesting.

In the first part, we outline the benefits of data-driven methods to the acquisition and interpretation of empirical evidence in the absence of tractable computational or experimental approaches. We demonstrate how ML tools can inexpensively estimate excitation energy transfer properties in natural light-harvesting complexes at higher accuracies than approximative physical models. We also highlight opportunities to simplify experimentation for organic electronics by identifying and exploiting statistical relations between experimentally inaccessible electronic properties from easily accessible optical properties. Finally, we showcase how ML can evidence mechanistic insights into the dynamics of light-matter interactions. We further focus on the development of data-driven tools enabling autonomous workflows to discover advanced solar cell materials. This next-generation approach to scientific discovery integrates automated platforms with data-driven methods to iteratively design, synthesize, and characterize materials candidates in closed-loops. In the second part, we formulate data-driven strategies to suggest promising materials candidates with real-time experimental feedback. In the third part, we detail algorithmic frameworks for the orchestration of autonomous workflows and demonstrate their benefits to clean energy research on two applications: (i) the discovery of conductive thin-film materials for perovskite solar cells, and (ii) the discovery of photostable polymer blends for organic photovoltaics. In both applications, the autonomous approach identified
promising materials with more complex compositions in larger design spaces at reduced operations costs. Our findings suggest that transitioning to autonomous experimentation with predictive, intuitive, and interpretable data-driven tools can extend the boundaries of forefront technologies for the discovery of clean energy materials.
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Introduction
Strategies for scientific research

Humanity strives to explore the world, to understand its fundamental governing principles, and to evaluate how the laws of nature can be leveraged to advance society. Science has always been at the heart of these efforts. In our modern understanding, scientific research entails systematic investigations of causal relations and the acquisition of knowledge about nature and society. To this end, scientists aspire to conceive hypotheses, collect observations, organize knowledge and formulate insights about the systems they study, intending to conceptualize inexplicable phenomena and devise testable predictions about the world. Scientific discoveries have brought immense benefits and shape our daily lives in several facets.

Fundamental advances in biology, physics, and chemistry can stimulate such breakthroughs in medicine, technology. The discovery of insulin, for example, as a robust and reliable treatment for diabetes mellitus, was enabled by foundational studies on the role of pancreatic extracts on blood sugar levels in the early 20th century.\cite{1,2} Based on these pioneering findings, Frederick Banting in collaboration with Charles Best and John Macleod demonstrated the isolation and controlled production of insulin in 1922.\cite{3} The first injections of the newly discovered insulin extract confirmed its use to treat diabetes mellitus,\cite{4} and quickly prompted its industrial production by the pharmaceutical company Eli Lilly. Several human and animal-source analogs of insulin are available today and are considered to be among the safest and most effective medications regularly used by millions of people. The discovery of the transistor by John Bardeen, Walter Brattain and William Shockley in 1947\cite{5} marked a scientific advance leading to remarkable technological developments. Transistors are semiconductor devices which enable the control of an electrical signal \textit{via} an external voltage. The functionality to amplify and switch electrical signals had already been demonstrated with vacuum tubes in the early 20th century. However, the point-contact transistor developed by Bardeen, Brattain, and Shockley presented revolutionary improvements over vacuum tube designs regarding size, power consumption, and overall reliability and durability. Thus, the transistor suddenly provided a
substantially more viable design to the development of integrated circuits for microprocessors and eventually paved the way to modern classical computing. But single scientific achievements can also benefit multiple disciplines at once. For instance, the successful reconstruction of the light-harvesting reaction center via X-ray crystallography by Johann Deisenhofer, Hartmut Michel, and Robert Huber in 1984 offered groundbreaking insights into natural photosynthesis with new technological invention to study membrane proteins. Resolving the reaction center at the atomic level catalyzed our microscopic understanding of natural solar energy conversion. The identified principles of photosynthetic processes in plants and bacteria sparked the development of artificial clean energy technologies, particularly nature-inspired light-harvesting devices. But the work of Deisenhofer, Michel, and Huber also benefitted further investigations on other membrane proteins, as their detergent-based protocol for the crystallization of the reaction center proved to become a critical and widely transferable tool.

The revolutionary studies mentioned in the previous paragraph arguably provided immeasurable benefits to society. Yet, this century still poses critical open challenges, ranging from climate change over food security to global health. The development of solutions to these challenges involves the discovery of novel materials for renewable energy, environmentally friendly pesticides and next-generation antibiotics and requires advanced approaches to scientific investigation. These efforts can be categorized into basic and applied science based on their intentions and scopes. Basic science focuses on the investigation of the fundamental outstanding questions about nature, motivated by intrinsic curiosity and the desire to complete our understanding its governing principles. To that end, basic science is mostly hypotheses-driven and targets the formulation and validation of physical models. Applied science, in contrast, is pursued to leverage existing scientific knowledge to approach practical problems by devising technologies built upon established principles to control and modulate the properties of physical systems. Both of these intentions are highly complementary with basic research providing the critical foundations to fuel innovations of practical relevance. The discovery of advanced materials, for example, is recognized as one of the critical efforts which requires substantial advances in both basic in applied science. Advanced materials already affect some aspects of society today including clean energy generation with solar cell technologies, energy transmission and storage via battery solutions, or water filtration with novel catalysts. Yet, the discovery of such materials is heavily involved and to date requires significant amounts of resources over several years of research before materials technologies reach the market. One of the fundamental challenges in materials discovery, particularly for clean energy technologies, consists in
understanding the causal relations based on which macroscopic materials properties emerge from microscopic phenomena. Complete and comprehensive theoretical approaches to model materials properties are rarely computationally tractable due to the many degrees of freedom in these systems, while dominant microscopic features might be unobservable with experimental approaches. In this dissertation, we explore opportunities to amplify cutting edge theoretical models and experimental technologies with data-driven approaches to enable more elaborate and more streamlined workflows for scientific discovery with a focus on clean energy technologies to face some of the immediate societal challenges.

Scientific investigation follows a discovery process which primarily relies on the interplay of systematic observation and experimentation, inductive and deductive reasoning, and the formation of testable hypotheses and theories. In some cases, this iterative process can be initiated by a fortuitous event, such as the discovery of X-radiation and its implications for medical diagnostics. In 1895, Wilhelm Conrad Röntgen was working with an X-ray emitting cathode ray tube, when he realized that a nearby fluorescent screen would glow when the tube was on, even though it was covered. While trying to block the tube further, Röntgen realized that an image of the bones his hand was projected on the screen whenever he placed his hand directly between the tube and the screen. A similarly coincidental scientific advancement was the discovery of penicillin. This group of antibiotics derived from common molds was first observed and described by Alexander Fleming in 1928. Although Fleming had already been studying the antibacterial properties of different types of molds, it was an accident that focused his attention specifically on penicillin. A Petri dish with Staphylococci had been mistakenly left open. Fleming found that it got contaminated by mold, which he later correctly classified as penicillin. He described a halo of inhibited bacteria growth around the mold, which motivated him to analyze it in more detail and eventually describe penicillin as a potent antibiotic. Although the initial observations in these two examples might have been incidental and without the intent to provoke discoveries of such impact, a substantial amount of further reasoning and experimenting was needed to quantify and conceptualize these findings. In fact, most of today’s technologies, such as modern computing and treatments for fatal diseases, have primarily emerged from our flourishing understanding of the physical and the life sciences. This interplay between systematic observation and theoretical reasoning is commonly summarized in the scientific method.
1.1 INTRODUCTION TO THE SCIENTIFIC METHOD

Advancements in science are driven by the cooperative interaction of two fundamental approaches to gaining insights: (i) empirical trials to systematically probe and observe the governing principles of nature, and (ii) theoretical modeling and hypothesizing to describe physical systems, conceptualize empirical findings, and to make testable predictions. Scientists across all fields routinely conceive and revise theoretical models based on empirical evidence in an iterative, cyclical process referred to as the scientific method.\textsuperscript{[20,21]} The scientific method includes a series of tools, techniques, and best practices for systematic investigation. It further spans the formulation of hypotheses via induction based on the observations and the thorough testing of these hypotheses with possibly additional experimental evidence and measurements. Essential to this process is that researchers remain unbiased in their interpretations of collected observations by applying rigorous skepticism to derive the most plausible conclusions supported by the empirical evidence. Although different formulations of the scientific method exist, it is generally recognized to involve empirical observations about a studied system and is comprised of variations of four indispensable steps, which can be followed in an arbitrary order.\textsuperscript{[22,23]}

(i) EXPERIMENTING: The experimentation step targets the collection of empirical evidence to unveil governing principles. To that end, the studied system is systematically observed by measuring its responses upon controlled interactions with the environment.

(ii) CHARACTERIZING: Given empirical evidence of the properties or the behavior of a studied system, this step aims to provide the context for these observations. Accordingly, the characterization can require profound statistical analyses of the collected evidence and the uncertainties about fluctuations in the measurements.

(iii) HYPOTHESIZING: Inspired by the characterized observations, this step focuses on the development of physical models to describe causal relations determining the behavior of the studied system. The hypothesizing step could evaluate the level of agreement between predictions of existing models (see next step) and the collected evidence. However, the hypothesizing step can also be the start of the investigation cycle when conceiving theoretical models to describe physical systems before collecting empirical evidence.

(iv) PREDICTING: Following the formulation of a physical model to explain the empirical evidence, the prediction step uses this model to make testable predictions for future experimentation via
inductive reasoning.

Although the term scientific method only emerged in the 19th century, when science was increasingly institutionalized with a focus on the introduction of defining terminologies, this inquiry strategy to gain scientific understanding has been applied throughout the centuries. The process typically requires multiple iterations of generating hypotheses and conducting experiments before satisfyingly accurate theories are identified. In this process, it is not uncommon that individual steps are carried out by different researchers. In some cases, the scientific method is followed implicitly over decades, questioning established pictures of nature and re-evaluating prior assumptions. For instance, more than 2,000 years ago, Aristotle introduced an early theory of gravity based on observations he made at his time, which states that massive objects fall at a speed that is proportional to their masses. This hypothesis has been questioned on multiple occasions by several scholars, including Galileo Galilei, who conducted a series of experiments in 1591. Galilei is said to have dropped geometrically identical spheres of different masses from the top of the leaning tower of Pisa. His measurements indicated that there is no significant difference in the times at which the spheres hit the ground, based on which he concluded that Aristotle’s theory of gravity is incorrect. Instead, he suggested a law of odd numbers, which states that the distances which the spheres travel are proportional to the squares of the elapsed times. While this phenomenological law seemed to provide reliable predictions about the fall of massive objects, it was not before 1687, when Isaac Newton’s introduced his Second Law and Law of Gravity, that a physical model provided a causal explanation and quantitatively accurate predictions for the fall of massive bodies.

The iterative character and inherent skepticism are essential components of the scientific method and fundamental to judging how well physical models describe experimental evidence. This critical point is illustrated by the Kaufmann-Bucherer-Neumann experiments, conducted at the beginning of the 20th century, which aimed to measure the dependence of the inertial mass of an electron on its velocity. Towards the end of the 19th century, it had been speculated that the mass of the electron increases with its velocity. Walter Kaufmann started a series of experiments in 1901 to test this hypothesis. Kaufmann used radium as a source of beta radiation to generate electron beams where electrons could reach speeds of up to 0.9 c. He homogenized the speed of the electrons in the beam with a Wien filter and subsequently bent the path of the electrons with carefully arranged electromagnetic fields. The curvature of the bent electron beam is modulated by the charge to mass ratio of the electrons, which indirectly enabled measurements of the dependence of the elec-
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electron’s mass on its velocity. Kaufmann’s experiments confirmed the theoretical speculation that the
charge to mass ratio indeed decreases with increasing speed. At the time that Kaufmann published
his results, multiple competing physical models to describe such a decrease had been introduced,
including models from George Searle,\textsuperscript{30} and Hendrik Antoon Lorentz.\textsuperscript{31} Kaufmann concluded that
his experimental observations did not agree with any of these models. This disagreement sparked
the construction of further physical models, such as the one introduced by Max Abraham in 1902.\textsuperscript{32} Abraham assumed that the electron is a rigid sphere of finite volume where the charge is distributed
evenly across the surface. He expressed the electronic mass as a combination of longitudinal and
transversal masses with respect to the direction of movement of the electron. Lorentz also refined
his theory by the assumption that the charge of the electron was distributed throughout the sphere
and that the sphere would be compressed longitudinally.\textsuperscript{33} Further refinements of this theory by
Poincare would yield results which were quantitatively in agreement with the later established principle of relativity.\textsuperscript{34} Kaufmann also refined his experimental apparatus to reduce uncertainties in
the observations. He published an update to his experiment in 1902, where he corrected mistakes in
his calculations and repeated the experiments at higher statistical confidence.\textsuperscript{35} Despite his updates,
the apparatus of Kaufmann still had some significant measurement uncertainties. With these un-
certainties, Kaufmann’s analysis suggested that Abraham’s theory would be correct, thus rejecting
the mathematically correct expression of Lorentz. But Max Planck repeated Kaufmann’s analysis
in 1906 to find that the analysis was inconclusive, such that neither of the theories would agree
to a satisfactory degree with the experimental observations.\textsuperscript{36} Meanwhile, in 1905, Albert Einstein
introduced his theory of special relativity, which he used to explain the mass increase of the electron
based on transformations between the rest frame of the particle and the laboratory frame. In his
theory, the electron was described as a point charge, thus questioning the geometry of the electron
even more profoundly than previous theories.\textsuperscript{37} The mass increase of the electron derived from special
relativity is mathematically equivalent to the expression derived by Lorentz, despite substantial
differences in the underlying physics, such that Einstein’s theory did not agree with Kaufmann’s
results. Alfred Bucherer went on to improve Kaufmann’s experimental apparatus in 1909 by replac-
ing the parallel magnetic and electric fields with perpendicular magnetic and electric fields to bend
the electron beam.\textsuperscript{38} Calculating the charge to mass ratio at rest from electrons at different speeds,
Bucherer found that only the Lorentz-Einstein equation gave consistent results and concluded that
his experimental evidence favors this theory over Abraham’s model. The apparatus was further
refined by Günther Neumann in 1914, whose results again confirmed Lorentz-Einstein.\textsuperscript{39} Further ex-
periments and analyses aimed to distinguish between the competing theories, and multiple disputes were held to discuss experimental setups and measurement analyses, but special relativity eventually emerged as the most predictive physical model, also because of accurate predictions for other problems in physics at that time. These discussions, however, demonstrate that systematic observation and experimentation, inductive and deductive reasoning, the formation of testable hypotheses and theories, and a certain amount of skepticism towards observations and interpretations are at the heart of scientific research and the essential tools to drive scientific understanding.

1.2 Empirical trials in the scientific method

Theoretical hypotheses can drive our quantitative understanding of nature’s governing principles and the development of physical models to predict the state or behavior of a studied system. However, the collection of empirical evidence from experiments is critical to the scientific method as it provides insights into prevalent interactions between physical systems. Experiments in the natural sciences can be conducted in different settings with various tools. The most conventional form of an experiment might be the laboratory experiment, where physical systems are prepared in a well-defined initial state, and their behavior and properties are observed over time under controlled environmental influences and interactions. In some instances, the careful manipulation of the system to prepare the initial state is not possible, for example in astronomical studies where experiments mostly rely only on observations. Computational tools can also provide insights into the credibility of a given physical model by generating empirical data within the possibilities and limitations of the computational model. To that end, computational models are typically validated via the reproduction of observations obtained in laboratory experiments. Assuming that predictions of the computational model agree with the laboratory observations, further empirical evidence can be collected computationally, which is otherwise inaccessible to laboratory experiments. For example, atomistic simulations of biomolecular many-particle systems can reveal the governing mechanisms of vital metabolic processes at length and time scales which cannot be reached experimentally. Yet, computational experiments do not necessarily model the physical reality, and information extract from computational experiments is only valid with respect to the computational model from which it has been generated. Experiments in engineering can resemble experiments in the natural sciences, for example, in nondestructive testing where properties of materials or components are measured and evaluated. However, while experiments in the natural sciences tend to study causal relations be-
tween physical systems, experiments in engineering are mostly executed to confirm the final outcome of a mechanical or electrical process. Throughout this dissertation, we will use the term *experiment* to collectively refer to any of these three types of experiments, *i.e.*, laboratory experiments, computational experiments and nondestructive testing, and, more generally, to any method which probes hypotheses in the broader context.

Crucial to the empirical testing of a hypothesis is the degree of agreement between theoretical predictions and empirical observations. Experiments require precise measurement instruments and well-defined setups, *i.e.* carefully prepared and clearly described initial states of the physical system, which is observed and studied over time. The effort and resources required to prepare this initial state can vary widely between experiments. Measuring the frequency of a resonant LC circuit, for example, can be as simple as connecting an inductor and a capacitor to an electric circuit and using a voltmeter to measure the voltage over time. Other setups can be more elaborate by several orders of magnitude, such as the Large Hadron Collider (LHC) which was constructed to test different theories of particle physics and constitutes the highest-energy particle collider to date. For an experiment to represent an adequate test of a physical model, and to be considered sufficiently significant to reject a hypothesis or decide between theories, the experiment is typically repeated with different setups and by different researchers. A detailed description of the experimental setup is therefore as essential as the diligent execution of the experiment to achieve accurate and reproducible results.

Even with precisely controlled initial states and measurement procedures, experiments are subject to observational errors which can arise due to many factors. These errors are not to be confused with mistakes but are rather an inherent part of the experimental setup or the measurement process, which cannot be further reduced or entirely avoided. Understanding the accuracy and reproducibility of the experimental setup is of fundamental importance, especially when comparing theoretical models, to avoid misinterpretations as in the case of Kaufmann (see Sec. 1.1). An agreement between the predictions and the measurements still does not prove that the theory is true, but only supports the theory. The example of Lorentz (see Sec. 1.1) illustrates that a physical model can produce numerically accurate predictions for specific experiments. Nevertheless, such a theory might be replaced in favor of another physical model, which also accurately predicts the outcomes of other experiments where properties of different systems are measured. If the observation of the collected measurements is highly unlikely under the inspected theory even with sources of noise much larger than those expected to be present in the experiment, the experiment might not support the theory. Thus, conclusive statistical analyses of experimental results must always be guided by a notion
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of expected error on the collected observations. Measurements can be modulated by systematic and random observational errors potentially introduced both at the time of the preparation of the initial state and at the time of the measurement. Systematic errors describe deviations in the measurements from their expected physical values which are caused by an inaccuracy inherent to the experimental setup. As such, a systematic error will reproducibly modulate the experimental outcome such that measurements subject to systematic errors consistently over- or underestimate the expected values. Random errors instead are stochastic and are expected to average out for multiple repetitions. Experiments usually present with both sources of errors, and a detailed description of the experimental setup is required to recognize all relevant factors which could modulate the experimental outcome. Omitting or not recognizing the influence of an environmental variable, such as the humidity in the laboratory, can result in seemingly unexplainable fluctuations in the measurements.43,44

Empirical trials for hypothesis testing generally comprise the more resource-demanding step of the scientific method and need to balance measurement accuracies and confidence in the empirical evidence with a given budget for the required resources. Budgets can be constrained by a variety of factors concerning both the experimental setup and the measurement procedures. These constraints can include time and experimentation throughput, money to purchase laboratory equipment and consumables, or even opportunity costs and safety aspects. Planning an experimental setup requires to compensate several of these constraints, which in some cases can impede the scope or even the feasibility of an experimental study. Innovation on experimental equipment and tools to lower these obstacles is imperative to advance scientific research and enable more comprehensive investigations, as it was demonstrated for obtaining the crystal structure of the reaction center.6 The discovery of functional materials for clean energy technologies is one example where the discovery of viable materials solutions can require up to two decades of basic and applied research, and tools to lower the demands crucial for a timely transition to a low-carbon economy.

1.3 DATA-DRIVEN SCIENTIFIC INVESTIGATION

The scientific method relies on an iterative process of suggesting, building, testing, discarding and, refining physical models to describe the causal relations governing the processes observed in nature (see Sec. 1.1).45 Experiments provide empirical evidence to test and validate the conceived models but can be highly resource-demanding and, in some cases, not realizable without limitations arising
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from constrained budgets (see Sec. 1.2). Thoroughly analyzing and conceptualizing experimental observations constitutes a crucial step of this procedure. It is through statistical approaches that we quantify the correspondence between model predictions and experimental observations while accounting for measurement accuracies and hidden factors. Statistical modeling has, therefore, always been at the heart of scientific investigations. Although the statistical analysis of collected data is often treated as the final subsidiary step to a successful experiment, the ambition to extract robust statistical statements can influence the design and strategy of the experiment. Statistical tools can, therefore, be considered as an opportunity to maximize the information gain from empirical evidence and thus catalyze scientific research by lowering the requirements on experimental trials and inspire promising physical models to describe causal relations detected from empirical correlations.

To that end, artificial intelligence (AI) notably machine learning (ML) experience rising interest by the scientific community motivated by remarkable successes on complex tasks such as image recognition, natural language processing, or strategic decision making.

The fields of ML and statistics share many similarities, and both statistical methods and ML models may be used for inference and prediction to make quantitative statements about physical systems. However, both fields also present subtle differences with individual advantages and limitations. The appeal to use statistical methods for scientific investigation is mostly established from their robust modeling and inference capabilities. While statistical models are often based on prior assumptions about the physical reality, their main focus is on the identification of empirical relations between physical variables and the significance of these relations. As statistical models are explicitly condition on existing knowledge and expectations, their predictions are generally amenable to further interpretations. ML models, on the other hand, leverage general-purpose non-parametric algorithms which require minimal assumptions about the data-generating system and can model highly non-linear interactions at high prediction accuracies from data alone. As such, ML collectively comprises data-driven approaches to extract patterns from data based on the empirical correlations to achieve high prediction accuracies on a given task. By alleviating the requirements of prior assumptions about the studied system, techniques developed in the field of ML promise opportunities to automate the data analysis and inference steps of scientific investigation. In this process, ML models rely on fundamental concepts of statistics. The boundaries between statistical inference and ML are, therefore, sometimes blurry.

Data-driven models feature one aspect, which fundamentally sets them apart from physical models and could be understood as a strength and a weakness alike. Physical models aspire to describe
an underlying reality and can be wrong in their description. Data-driven models, however, are constructed based on empirical correlations and cannot be wrong about the empirical evidence. Albeit, they cannot be right about the physical reality either. Instead, data-driven models intend to be useful for a given task and could be highly accurate or poor and inconclusive in this process. It is essential to acknowledge this aspect when incorporating data-driven tools into scientific research and to leverage this feature as an advantage. In this dissertation, we explore opportunities to benefit from these strengths of data-driven approaches in every individual step of the scientific method to enhance and amplify clean energy research.

1.4 Outline of the main chapters

This dissertation is divided into three parts, which collectively explore opportunities to enhance scientific research on clean energy technologies with data-driven approaches. In the first part, we suggest and discuss possibilities to leverage the predictive capabilities of data-driven strategies in the absence of physical models to lower the resource demands of computational and experimental studies. In this spirit, we specifically follow the goal to facilitate the inexpensive large-scale collection of empirical evidence, to probe experimentally inaccessible properties of physical systems, and to inspire physical insights and scientific understanding of molecular mechanisms. This part specifically focuses on the augmentation of the Characterizing and Hypothesizing steps of the scientific method with data-driven approaches (see Sec. 1.1). The second part targets the vision to streamline scientific discovery, especially in the context of discovering functional molecules and advanced materials for artificial light-harvesting, by introducing algorithmic approaches for data-driven experiment planning in autonomous workflows based on computations and experiments. To that end, we explore how the Predicting step of the scientific method can be executed with data-driven tools. The third part extends this vision by introducing the layout of control software to orchestrate autonomous experimentation workflows with minimal human intervention. This final part demonstrates developments towards the digitization of all steps of the scientific method and showcases the applicability and the benefits of autonomous experimentation on two different applications on clean energy technologies.
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**PART I: MACHINE LEARNING IN THE SCIENCES**

ML is emerging as a versatile tool for scientific research for light-harvesting technologies on various levels, notably for the rapid screening of materials properties, candidate selection, results analysis, and interpretation. With the capacity to construct inexpensive predictive models from empirical data, ML technologies find applications in areas where profound physical models are not known, computational approaches are intractable, and experimental investigations are too time-consuming or resource-demanding. In this part, we outline possibilities to augment conventional approaches to scientific research with data-driven techniques in several aspects, including straightforward property prediction tasks but also going further towards the flexible integration of proxy properties into scientific workflows, and inspiring physical insights and chemical concepts from collected data. In this process, we directly exploit the capacity of ML models to make testable predictions based on empirical evidence, intending to estimate selected properties of physical systems at a high degree of accuracy. We will demonstrate that the capacity of ML to infer patterns from data can have a substantial impact on the design of scientific studies as it enables novel routes to knowledge acquisition.

In Chapter 3, we present a purely predictive application of ML models as tools to obtain accurate, low-cost estimates of the excitation energy transfer (EET) properties of excitonic systems as they are found in natural photosynthesis and artificial light-harvesting technologies. Understanding the structure-property relation of excitonic networks is recognized to be of fundamental importance to the design of novel light-harvesting technologies (see Sec. 2.1). Yet, experimental approaches and computational models to study EET properties of excitonic systems are often resource-demanding or numerically involved, and can only be afforded for selected systems. This chapter introduces a deep learning architecture based on feedforward neural networks, which predict EET properties of excitonic systems on the millisecond timescale at accuracies comparable to approximative physical models, which require several minutes of evaluation time. The data-driven models developed in this chapter, therefore, enable the large-scale investigation of EET characteristics of excitonic systems with vastly different structures to unveil the causal structure-property relations and inspire future design choices.

Chapter 4 extends the idea of using ML models to predict the properties of physical systems for light-harvesting applications to enable large-scale data acquisition experimentally. Here, we focus on organic electronics applications relevant to solar cell architectures. Specifically, we consider
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the organic polymer mixture poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS), which is one of the cornerstone materials in organic electronics due to its high conductivity. However, PEDOT:PSS presents with a highly disordered morphology on multiple length scales, which modulates its electronic properties. While the microscopic structure of molecule and polymer packing is challenging to measure directly, optical spectra can be easily obtained experimentally. We suggest that data-driven approaches can enable indirect characterizations of electronic properties via optical measurements, which are significantly more accessible experimentally. While physical models relating absorption spectra to intermolecular couplings are unknown, and a strict causal relation is unlikely to exist, we demonstrate that our data-driven approach can indeed identify correlations between optical and electronic properties of PEDOT:PSS blends without using additional structural information which could not be obtained in experiments. The data-driven models constructed in this chapter are based on Bayesian formulations of feedforward and convolutional neural networks (CNNs) particularly suited for robust predictions with little data. The ML models constructed in this study are capable of estimating electronic couplings between PEDOT:PSS dimers from their electronic absorption spectra. With this result, this study constitutes an example where ML technologies can be used to enable experimental investigations of the conductive properties of a material via measurements of other properties, based on identifying and exploiting a property-property relation.

Finally, Chapter 5 demonstrates how data-driven tools can be used to spark physical understanding and inspire mechanistic insights into the dynamical behavior of a physical system. As a model system, we study the thermally activated chemiluminescent dissociation of 1,2-dioexatane. The prevalent nuclear motions governing the dissociation mechanism in this compound are highly debated, with much speculation about molecular modifications to modulate dissociation time scales. We suggest that data-driven approaches are not only capable of implicitly identifying the relevant nuclear coordinates from a sparse set of computationally simulated dissociation trajectories, but also explicitly evidence the dominant collective motions which promote or delay the dissociation. Robust predictions at high accuracies are achieved with Bayesian feedforward neural networks. We demonstrate how the architecture of the trained ML models can be analyzed to promote physical insights and how the trained models can be deliberately used to confirm or reject hypotheses regarding the dissociation mechanism which are inaccessible experimentally and intractable computationally.
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PART II: ALGORITHMS FOR CLOSED-LOOP EXPERIMENTATION

The scientific method provides a framework for scientific research founded on the interplay between
the conception of physical models hypothesizing about the governing principles of nature, and the
empirical investigation of physical systems to study the causal relationships between them (see
Sec. 1.1). In Part I we mostly focused on the predictive capabilities of data-driven approaches
to make quantitative predictions about physical systems and inspire scientific insights during this
process. Parts II and III instead explore the benefits of the data-driven modeling capacities of
ML tools to scientific research, specifically to scientific discoveries in a slightly narrower context.
Although scientific discovery broadly describes any successful scientific inquiries, it can also be
related to questioning the existence of a physical system with desired properties, which is a task
commonly encountered in the applied sciences or engineering. Prominent examples of this narrower
context include drug discovery and materials discovery.

In this context, scientific discovery is closely related to inverse-design tasks, which aim to identify
the structural features of a physical system from which desired properties emerge. While data-driven
generative inverse-design workflows are emerging, the dominant strategy for such tasks in the
absence of complete and comprehensive theoretical descriptions consists of undirected empirical
searches. Such Edisonian trial-and-error approaches are based on the explicit or implicit construc-
tion of a pool of promising materials candidates. The generation of this candidate library can be
inspired from theoretical expectations, experimental evidence, or constraints due to limited available
resources, and is usually subject to a combination of these factors. Promising candidates are identi-
fied via an exhaustive evaluation of all library candidates. While this strategy is highly parallelizable
and can enable remarkable experimentation throughputs, it is also highly resource-demanding for
large libraries and requires numerous experiments. The search for promising candidates can, in prin-
ciple, be streamlined if feedback collected from evaluations of some candidates is used to hypothesize
about the properties of the remaining candidates. When assuming a deterministic structure-property
relation for the considered material system, structural similarity could be leveraged to estimate the
properties of materials candidates. This strategy can be implemented in a closed-loop process, where
artificial decision-makers use previously collected measurements to select the most promising ma-
terials candidates to evaluate iteratively. Viable search strategies balance the expectation on the
properties of untested library candidates with the uncertainty on this estimate. In cases where the
physical structure-property relation for the library candidates is unknown, data-driven approaches
can be used to infer materials properties from previously measured examples. For the rapid identification of the most desired library candidates, data-driven models do not necessarily need to achieve high prediction accuracies. Instead, the data-driven tools need to provide robust modeling capacities in low-data scenarios to estimate both expected properties and uncertainties on these estimates reliably.

ML offers several strategies to enable the robust modeling and identification of unknown structure-property relations in closed-loop processes, including Bayesian optimization and active learning. Bayesian optimization targets the perhaps slightly narrower goal of global black-box optimization to identify parameter values within a given domain for which an unknown response function yields optimal values. Active learning, in contrast, describes a broader class of scenarios where learning algorithms can query the evaluation of specific parameter points to reach pre-defined goals. Bayesian optimization can, therefore, be applied directly in closed-loop processes that aim to maximize or minimize a physical property, while active learning strategies allow us to broaden the scope and the goal of the closed-loop process to scenarios where the desired outcome is more vaguely defined. Such goals can include the sparse exploration of a considered parameter space or the maximization of diversity in the responses of queried points. The capacity of these ML models to condition decisions on collected feedback enables more directed and guided searches for promising parameters which have the potential to significantly reduce the number of experiments required to make a discovery.

In this part, we introduce three novel ML algorithms for scientific discovery with autonomous strategies in closed-loop processes. Chapter 6 introduces PHOENICS, a data-driven approach for the rapid identification of optimal values for continuous process parameters, such as annealing temperatures in fabrication procedures or compositions for multi-component materials which are abundant factors to the design of organic solar cells (OSCs) (see Chapter 12). PHOENICS is implemented as a Bayesian optimizer which operates well on low-data regimes. The search policy used by PHOENICS aims to avoid redundant experiments to reduce the number of closed-loop iterations. Contrary to existing methods, PHOENICS leverages concepts of Bayesian kernel density estimation (BKDE) which natively enable the parallelization of the search, such that multiple experiments can be proposed in one closed-loop iteration. Chapter 7 extends this optimization framework to categorical parameters, which could encode the choice of material constituents, molecular structures, or individual processing steps. This algorithm, which we called GYFFIN, provides a competitive optimization framework for categorical parameters. Unlike existing methods, GYFFIN can accelerate the search significantly by exploiting physical domain knowledge in the form of continuous physicochemical
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descriptors associated with the individual categorical choices. A dynamic sensitivity analysis with respect to the supplied descriptors allows GRYFFIN to identify the relevance of the provided descriptors to estimate the measured responses. With this feature, GRYFFIN can evidence physical insights and inspire scientific understanding. While both PHOENICS and GRYFFIN target the optimization of single objectives, Chapter 8 introduces an a priori method for multi-objective optimization on closed-loop processes. This approach, referred to as CHIMERA, allows researchers to express preference information based on an importance hierarchy in the objectives. CHIMERA enables global optimization algorithms to identify parameter points that satisfy the stated objectives in the order of the importance hierarchy. To this end, CHIMERA requires trade-offs for each objective to determine accepted degradations based on which improvements on less important objectives can be realized. By supporting the declaration of dynamic, relative trade-offs with respect to the achievable range of objective values, CHIMERA can be applied in closed-loop processes without requiring detailed knowledge of the response surfaces. All algorithms introduced in this part are designed with the goal to be deployed in autonomous experimentation workflows and are made available on GitHub.

PART III: AUTONOMOUS EXPERIMENTATION FOR LIGHT-HARVESTING TECHNOLOGIES

The capacity of ML approaches to model causal relations governing physical systems outlined in Part II provides opportunities to digitize some aspects of the scientific method and streamline scientific discovery. In combination with automated experimentation equipment, data-driven tools can enable autonomous workflows for scientific discovery in the search for optimal process parameters for an experimental setup or to identify the best design choices which lead to the discovery of a functional molecule or advanced material. Self-driving laboratories can realize this vision for autonomous experimentation, where experiments are designed by data-driven tools and executed by robotic platforms without human intervention. Several prototypic designs for autonomous experimentation platforms have recently been reported and are summarized in recently published comprehensive reviews.61-63 In principle, the closed-loop approach can be implemented sequentially, such that ML tools and automated platforms are invoked one after another until one iteration completes and the cycle starts again. Yet, the tight integration of ML tools and automated platforms opens opportunities for much more interleaved and streamlined workflows. Such workflows pose challenges on the control software and require a flexible and adaptive orchestration of autonomous experimentation. Chapter 9 reviews existing technologies following this vision, highlights the im-
mediate challenges to the wide-spread deployment of self-driving laboratories and outlines future developments which further advance autonomous experimentation for scientific discovery. Based on these considerations, we introduce CHEMOS in chapter 10, a first-generation operating system for self-driving laboratories. CHEMOS provides the essential layers indispensable for autonomous experimentation, including versatile databases, human-robot interactions, and automated results analyses. At its core are a variety of ML-driven strategies for experiment planning such as those introduced in Part II and interfaces to a selection of off-the-shelf robotic hardware for automated experimentation in chemistry and materials science. As such, CHEMOS lowers the obstacles to the implementation of closed-loop approaches to scientific discovery. This chapter demonstrates several diverse proof-of-concept applications of CHEMOS, highlighting the ease-of-use in addition to the benefits of ML augmented closed-loop experimentation over standard approaches.

Finally, in Chapters 11 and 12 we demonstrate two self-driving laboratories for autonomous experimentation to discover advanced light-harvesting technologies. Chapter 11 introduces ADA, a fully autonomous platform capable of optimizing thin films materials used for energy conversion, storage, and conservation. Specifically, ADA targets the maximization of the hole mobility of organic hole-transport material (HTM) commonly used in perovskite solar cells (PSCs). ADA modulates the optical and electronic properties of thin-film materials by simultaneously modifying compositions and processing conditions. The closed-loop approach to thin-film discovery is implemented with CHEMOS (see Chapter 10) and process parameters are optimized with PHOENICS (see Chapter 6). The autonomous experimentation approach enables ADA to be configured for a wider range of doping levels than those typically explored in manual experiments. This broader experimentation scope leads to an unexpected scientific finding, where the parameter space revealed a region of enhanced thermal stability of the generated thin-films. The benefits of autonomous experimentation can, therefore, go beyond increased experimentation throughput at reduced cost and exhibit an enabling character based on which unexpected scientific discoveries can be made. Chapter 12 presents an autonomous platform for the discovery of photostable polymer blends for OSCs. The platform introduced in this chapter is capable of synthesizing photoactive polymer blends at specific composition ratios subject to the choices made by the data-driven experiment planner, and assesses their photostability via spectroscopic measurements under harsh environmental conditions. Similar to the self-driving laboratory presented in Chapter 11 this platform is orchestrated by CHEMOS and leveraged PHOENICS for the rapid identification of promising materials compositions. This chapter further compares the advantages and limitations of autonomous experimentation to high-throughput
experimentation (HTE) and manual approaches on a quantitative level. Our comparisons indicate that autonomous experimentation can enable scientific investigations at significantly lower materials consumptions while theoretically achieving experimentation throughputs comparable to HTE when parallelizing across applications.
Background

Greenhouse gas emissions arising from human activity have been identified as the dominant cause of observed global warming since the mid-20th century. The continued emission of greenhouse gases such as carbon dioxide or methane is expected to induce long-lasting climatic changes which can increase the likelihood of severe, pervasive and irreversible impacts for people and ecosystems. Transitioning into a low-carbon economy with substantially reduced greenhouse gas emissions could alleviate these imminent economical, environmental and societal challenges. The transformation to a low-carbon economy requires the widespread deployment of clean energy technologies, along with possibilities for carbon utilization, storage and capture. The abundance of solar power, and the fact that plants have successfully developed photochemical processes to convert sunlight into chemical energy, provides the opportunity to use it as a massive clean energy resource. In fact, the energy provided by the sun is expected to be sufficient to satisfy the worldwide energy consumption. The key to viable artificial light-harvesting systems is the discovery of materials which operate at high power conversion efficiencies (PCEs) with long life times and low production costs. However, materials discovery is an inherently time-intensive and resource-consuming process with typical time scales of up to a decade of basic and applied research before a material candidate reaches the market.

A common strategy to the discovery of functional molecules or advanced materials for light-harvesting technologies consists in the testing of several candidates, and modulating the structures of tested candidates to drive their properties closer to the desired behavior. In this spirit, the identification of a promising molecule or material can be related to the mathematical task of global optimization, which offers algorithmic techniques to determine the element of a set of available options which best satisfies a selection criterion. Scientific hypotheses for such discovery problems speculate about the performance of individual candidates, while experiments are used to measure properties of interest and generally collect data about the probed candidates. Yet, experimental
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Converting sunlight into chemical energy constitutes a key metabolic step for many biological organisms. This process, which is catalyzed by the photon-induced separation of electronic charges, provides inspiration for the design of artificial light-harvesting devices. For example, photovoltaic systems create electrical voltage and current upon photon absorption, excitonic networks (see Chapter 3) are developed for efficient excitation energy transport, and functional materials powered by sunlight facilitate carbon dioxide (CO$_2$) reduction and water splitting. While artificial solar energy conversion is on the rise, current technologies need to be advanced to expedite the transition to a low-carbon economy. Detailed mechanistic understanding and structural insights into the physiological processes in biological organisms to harvest sunlight could inspire the design of more efficient and more robust artificial light-harvesting devices.
2.1.1 **Natural light-harvesting**

Over millions of years, photoautotrophs, notably cyanobacteria and plants, have developed efficient and robust strategies to achieve direct solar-to-fuel conversion, a process referred to as *photosynthesis*. In this process, the absorption of photons drives chemical reactions to convert water and carbon dioxide into carbohydrate molecules such as sugars. The primary steps of natural photosynthesis involve the creation of spatially separated electron-hole pairs upon photon absorption in the light-dependent reactions (see Fig. 2.1a). The resulting electric potential drives the oxidation of water to oxygen in the light-independent reactions. This water-splitting process is at the heart of the energetics of photosynthesis. The key processes of the light-dependent reactions are facilitated by self-assembled light-harvesting pigment-protein complexes at high energy conversion efficiencies and robustness: the formation of electronic excitations induced by photon absorption as the primary energy conversion step, followed by *excitation energy transfer* (EET) and finally charge-separation, via charge-transfer excitations, to drive chemical reactions (see Fig. 2.1a).

![Figure 2.1: Light harvesting in phototrophic organisms (A) and organic solar cells (B). (A) Variants of the chlorophyll pigment molecules can create excitons upon photon absorption, which are transferred to the reaction center for charge separation. (B) Excitons created upon photon absorption by the donor material are transferred to the donor-acceptor interface for charge separation.](image)

At optimal environmental conditions, photoautotrophs can convert almost all absorbed photons into stable photoproducts and thus operate at nearly 100% quantum efficiency. However, their energy conversion efficiency, quantified via the energy content of the harvestable biomass produced relative to the local annual solar irradiance, typically does not exceed 1% for crop plants or 3% for microalgae. Artificial light-harvesting devices to date can achieve almost as high quantum efficiencies at overall higher energy conversion efficiencies. However, solar energy conversion efficiency must ultimately be assessed from the perspective of complete life cycles of the biologi-
2.1. Light-harvesting as an approach to a carbon free economy

cal organisms or the light-harvesting device. Photosynthetic organisms are more concerned about survival than high biomass production. Adverse, rapid changes in the incident photon flux are accounted for by small structural changes of one or more of the light harvesting proteins to open up energy dissipation pathways and thus limit the formation of harmful photoproducts such as reactive oxygen species. For this reason, the vital property of the photosynthetic apparatus is functional robustness in constantly fluctuating environments. Light-harvesting technologies based on low-cost molecular materials including polymers, organic semiconductors, and nanoparticles, face similar challenges of phototoxicity. The design principles on which natural photosynthesis operates could therefore inspire the design of more robust and long-lived light-harvesting materials.

2.1.2 Theoretical descriptions of light-harvesting processes

Theoretical analyses and descriptions of natural photosynthesis rely on known microscopic structures of the involved pigment-protein complexes. Green sulfur bacteria have emerged as one of the most widely used model organisms to study the mechanistic details of photosynthesis. Their light-harvesting apparatus is generally composed of photosynthetically active bacteriochlorophyll units which are spatially arranged into several interconnected functional units. The main element is the chlorosome, an ellipsoidal shaped body densely packed with bacteriochlorophyll-c pigments which, is generally regarded as an antenna complex to absorb incoming photons. The chlorosome is connected to the baseplate which funnels excitations to the reaction center (RC) to induce the charge separation (see Fig. 2.1). In all of these complexes, protein scaffolds promote a precise spatial arrangement of bacteriochlorophyll pigments. The first crystal structure of a light-harvesting pigment-protein complex was resolved in 1974, and named Fenna-Matthews-Olson (FMO) complex after the scientists who lead these efforts. The FMO complex funnels excitations to the RC and is commonly found in green sulfur bacteria. The next milestone in the structural analysis of photosynthesis was the resolution of the RC on the atomic level, as mentioned earlier in Chapter 1.

From photon capture to charge transfer, quantum mechanical phenomena are at the heart of the fundamental processes governing photosynthesis. Full theoretical descriptions and detailed understanding of these processes are most desirable to derive roadmaps for the design of artificial light-harvesting devices. Over the last decade, and charge-transfer events in large photosynthetic complexes have been a topic of interest from both a theoretical and experimental perspective. Obtaining the dynamics of the excitonic processes in photosynthesis requires to
solve the time dependent Schrödinger equation,

\[ i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = H |\psi(t)\rangle, \]  

(2.1)

for the light-harvesting system and its environment, described by a wave function $|\psi(t)\rangle$ and a Hamiltonian $H$. However, only the two body problem has an exact analytic solution under the Schrödinger equation, such that the dynamics of larger systems can only be obtained numerically. The large system sizes, typically exceeding 100,000 atoms, and the relevant time scales ranging from ultrafast electronic processes in the order of femto- or picoseconds to slow reorganization events over micro- or milliseconds render a full quantum mechanical treatment of all degrees of freedom computationally intractable. In fact, closing the gap between the length-scales of single molecules and macroscopic materials as well as the time-scales constitutes one of the outstanding computational challenges.

Physical models for EET and charge transfer excitations in light-harvesting complexes typically describe the studied complex as an open quantum system. In this approach, the total Hamiltonian $H$ of the light-harvesting complex is decomposed into contributions from a system $S$, a bath $B$, and interactions between the system and the bath,

\[ H = H_S + H_B + H_{SB}. \]  

(2.2)

The system $S$ describes a subset of all degrees of freedom, usually the pigment molecules, while the remaining degrees of freedom, i.e., the protein scaffold and the solvent, are summarized in the bath. The time evolution of the entire system can be obtained from the Liouville equation,

\[ \frac{\partial}{\partial t} \rho(t) = -\frac{i}{\hbar} [H, \rho(t)], \]  

(2.3)

where $\rho(t) = \sum_j |\psi_j(t)\rangle \langle \psi_j(t)|$ denotes the density matrix. The decomposition of the total Hamiltonian allows us to compute the system dynamics explicitly while treating the bath dynamics implicitly and can thus significantly lower the computational demand. Computational methods for open quantum system dynamics commonly leverage hybrid quantum mechanics/molecular mechanics (QM/MM) simulations, where the electronic structure of the system is modeled quantum mechanically, while the surrounding bath is described by a classical force field.

Molecular excitations in natural photosynthesis are governed by excitations between the ground and the first excited states, and are modulated by thermal fluctuations in the nuclear geometries.
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of the pigments and their surroundings. In a first approximation, excitation energy correlation functions can be determined from low-cost quantum chemistry methods for estimating excitation energies of molecular pigments in conformations generated with classical molecular dynamics.\[114,136,137\] Extensions of this approach include quantum mechanical corrections to molecular geometries at increased computational demand\[138\] or ground state dynamics calculations based on density functional theory (DFT)\[139\]. Several methods for the numerical treatment of open quantum system dynamics have been developed. Numerically accurate methods such as the hierarchical equations of motion (HEOM) approach\[119,140,141\] or the hierarchy of pure states (HOPS)\[142,143\] can treat system-bath interactions non-perturbatively and account for non-Markovian noise correlations but are computationally demanding, and can only be afforded for selected systems (see Chapter 3). Approximative schemes allow to compute the dynamics under certain assumptions, such as weak or strong couplings between the system and the environment at lower computational demand but might violate some physical constraints, for example the positivity of the density matrix or the correct thermalization of the final state. Breuer and Petruccione provide an comprehensive in-depth overview of the most common open quantum system dynamics approaches.\[144\]

2.1.3 Selected solar cell models

The bio-inspired design of molecules and materials for light-harvesting applications has been of interest for decades.\[145\] Solar cells constitute artificial devices which, inspired by the light-dependent reactions of photosynthesis, convert sunlight into electrical energy by generating spatially separated electron-hole pairs upon photon absorption. Several device architectures have been proposed, differing in their material constitutions and compositions. The National Renewable Energy Laboratory (NREL) maintains a comprehensive chart with existing and emerging solar cell technologies and their achieved efficiencies.\[146\] The efficiency of the light-to-energy conversion process is determined by the electronic properties of the constituting materials that regulate photon absorption and exciton dissociation events.

Solar cells can generally be categorized into three generations with individual mechanisms, advantages and drawbacks. Most of the commercially available solar cell technologies belong to the first generation, which are based on pn-junctions created from inorganic materials in the form of doped polycrystalline or single-crystal silicon.\[146\] First generation solar cells facilitate charge separation as a spontaneous process and to date achieve remarkable power conversion efficiencies, but require
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purified silicon which poses a major cost to the fabrication process. Second generation solar cells are based on inorganic thin film materials including cadmium telluride (CdTe)\textsuperscript{137,139} and copper indium gallium selenide (CIGS) technologies.\textsuperscript{139} Although this class of solar cells does not reach power conversion efficiencies as high as first generation solar cells, they can be fabricated at much lower cost. Emerging third generation photovoltaic cells offer a wide spectrum of low-cost applications, including inorganic and organic materials, which are actively being research as they have the potential to achieve higher power conversion efficiencies.

For example, emerging third-generation designs in the form of hybrid organic-inorganic perovskites promise to offer more cost effective and competitive solutions if produced at large scale,\textsuperscript{150} although their efficiencies are currently below that of first- or second-generation devices.\textsuperscript{146} Perovskite solar cells (PSCs)\textsuperscript{151–153} are typically composed of inorganic lead halide matrices, and contain inorganic or organic cations. Power conversion in PSCs is achieved by the direct absorption and conversion of incoming photons into free electrons and holes. The free charges are then extracted through p- and n-type contacts. Recently, PSCs have experienced increased attention as breakthroughs in materials and device architectures boosted their efficiencies and stabilities.\textsuperscript{154} The architectures in which PSCs can function efficiently can slightly differ in the role the perovskite material in the device and the nature of the electrodes. In Chapter \textsuperscript{11}, we report an autonomous platform for the discovery of optimal hole-transport materials (HTMs) for the p-type contact of PSC architectures.

In contrast, organic solar cells (OSCs) have been suggested as an alternative architecture for third-generation designs. OSCs use phase-separated mixtures of two or more organic materials in bulk-heterojunction architectures to absorb light and split the exciton into electron-hole pairs at the interface between the materials (see Fig. 2.1b).\textsuperscript{155–157} Thus, OSCs fall somewhere between the limits of natural photosynthesis and crystalline solar-cells with desirable properties often limited by energetic and structural disorder.\textsuperscript{15,158,159} In comparison to their inorganic counterparts, OSCs exhibit several appealing advantages such as mechanical flexibility or lower energy payback times. Initially, OSC designs have been proposed with fullerenes as acceptor materials due to their excellent electron-transporting properties and favorable bulk heterojunction morphology.\textsuperscript{160–163} Yet, fullerene-based OSCs are limited by fundamentally constrained energy levels,\textsuperscript{164} and photochemical instability\textsuperscript{165} which limits their efficiency to <12%.\textsuperscript{146} The discovery of several families of non-fullerene acceptor molecules provided a major advance in engineering OSC candidates.\textsuperscript{166,167} Currently, these acceptors replace fullerene derivatives in all highly-efficient OSCs,\textsuperscript{156,157} reaching power conversion efficiencies well beyond the most efficient fullerene-based OSCs. The large number of degrees of freedom arising
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from the complex aromatic structures allows to fine tune the electronic properties of non-fullerene acceptors including their optical gap, exciton diffusion length, exciton binding energy, the energy level alignment with the donor, or the charge-carrier mobility. Further development is required to make OSCs based on non-fullerene acceptors ready for commercial applications, mostly to reduce their chemical complexity and thus enable their inexpensive production on large scales. One approach to further improve OSC properties is demonstrated in Chapter 12 where we introduce an autonomous platform to enable the discovery of photostable multi-polymer blends.

2.2 Scientific discovery with Bayesian statistics

Statistics and statistical analyses are at the heart of investigations in the physical sciences and fundamental to quantifying the correspondence between the theoretical predictions of a physical model and experimentally observed responses and properties of the studied system (see Sec. 1.3). Statistical methods are used to collect and organize empirical evidence, but can also make inferences under the framework of probability theory when modeling experiments as random events. While probability has been axiomatically formalized as a real-valued measure ranging from 0 to 1 (see Sec. 2.2.1), two major competing interpretations of probability with different views about its fundamental nature have emerged. An objective approach to probability is commonly described by the frequentist’s interpretation, which understands probability as the limit of relative frequencies or occurrences of an experiment after infinitely many trials. In this interpretation, the probability of an event can be approximated with a finite number of trials by counting the number of times the event occurred, compared to the number of times the experiment was conducted. A probability of 0 indicates that the event does not occur, while a probability of 1 denotes that the event always occurs.

Contrary subjective approaches to probability, however, such as Bayesian interpretations, state that probabilities express a degree of belief in the occurrence of an event. In this interpretation, the degree of belief can range from 0 (disbelief, or false) to 1 (certainty, or true). This interpretation has long-ranging implications to approaching scientific discovery via probabilistic statements, which we will explore in detail in Sec. 2.2.2.

The appeal to apply a Bayesian interpretation of probability to experimental contexts is based on the fact that it does not require infinitely many repetitions of an experiment, allows to generalize events to propositions or statements, and can infer probabilities for an event from both expert knowledge and experimental data. Bayesian statistics formulates statements about physical sys-
tems modeled by a set of unobservable variables or not yet observed quantities in terms of probability distributions. These distributions are conditioned on modeling decisions possibly based on domain knowledge and observed events obtained from empirical data. Since Bayesian statistics treats probabilities as a degree of belief, Bayesian inference can quantify distributions on the values of the modeling parameters and adjust them to the experimental evidence. The possibility to condition statements and conclusions on observed data sets Bayesian inference apart from commonly described retrospective approaches to statistical inference, and allows to directly relate Bayesian data analysis to the scientific method (see Sec. 1.1), as we will explore in more detail in Sec. 2.2.3.

2.2.1 Brief introduction to probability axioms

Probability is a measure which is used to describe random events. To define probability axiomatically, we first introduce a few technical terms commonly used in probability theory. We consider experiments which are conducted under defined test conditions and can have different outcomes. The outcomes of an experiment are stochastic, which implies that the specific outcome of a single execution of the experiment can change every time the experiment is conducted. However, the set of all possible outcomes for an experiment is known in advance and summarized in the sample space. Finally, an event describes a set of outcomes of an experiment, and the event space summarizes all unique events for the experiment. Events which contain exactly one outcome are called elementary events. With these definitions, we can introduce probability as a measure space, \((\Omega, F, p)\), where \(p\) represents the probability of an event \(E\) of the event space \(F\), denoted as \(p(E)\), and \(\Omega\) comprises the sample space. The probability \(p\) measures the occurrence of an event \(E\) and follows three axioms, which were first formalized by Kolmogorov in 1933:

(i) **Non-negativity**: the probability \(p\) of an event \(E \subset F\) is a non-negative real number,

\[
p(E) \in \mathbb{R}, p(E) \geq 0 \quad \forall E \in F.
\] (2.4)

(ii) **Unitary**: the probability that at least one of the elementary events in the entire sample space will occur is 1,

\[
p(\Omega) = 1.
\] (2.5)
(iii) **σ-additivity**: any countable sequence of disjoint sets of events, \( E_1, E_2, \ldots \), satisfies

\[
p \left( \bigcup_{i=1}^{\infty} E_i \right) = \sum_{i=1}^{\infty} p(E_i).
\]  

(2.6)

Following these three axioms, additional properties of probability as a measure can be derived. For example, one can show that probability is a monotonic measure, which implies that the probability of an event \( A \) which is a subset of an event \( B \) is less than or equal to the probability of \( B \), \( p(A) \leq p(B) \). A consequence of this observation is that the probability of the empty set, i.e. the probability that no event occurs, is zero.

### 2.2.2 DERIVATION OF BAYES’ THEOREM

Bayes’ theorem, alternatively known as Bayes’ rule, relates the probability of an event to prior assumptions about the event and data collected from empirical evidence about occurrences of the event. Inference in the Bayesian context invokes Bayes’ theorem to update the degree of belief about an event, expressed as probability, based on additional data. To derive Bayes’ theorem, we first introduce the notion of conditional probability for two events \( A \) and \( B \). In some cases, the observation of an event \( B \) allows us to update our belief about the occurrence of an event \( A \). This notion of conditioning is captured by the conditional probability of \( A \) given \( B \), denoted as \( p(A|B) \), which quantifies the belief about \( A \) knowing that \( B \) has already happened. We further consider the conjoint probability of the two events \( A \) and \( B \). The probability of the event that both events \( A \) and \( B \) have occurred, denoted as \( p(A \cap B) \), can be expressed for two possible scenarios: (i) event \( B \) could occur with probability \( p(B) \), and subsequently trigger event \( A \) with probability \( p(A|B) \), or (ii) event \( A \) could occur with probability \( p(A) \), and subsequently trigger event \( B \) with probability \( p(B|A) \). The probability \( p(A \cap B) \) of both events occurring can thus be expressed as

\[
p(A \cap B) = p(A|B)p(B),
\]  

(2.7)

\[
= p(B|A)p(A),
\]  

(2.8)
where Eq. 2.7 corresponds to scenario (i) and Eq. 2.8 corresponds to scenario (ii). From these two equations, we can find an expression for the conditional probability of $A$ given $B$,

$$p(A|B) = \frac{p(B|A)p(A)}{p(B)},$$

which already constitutes one formulation of Bayes’ theorem. The predictive power of Bayes’ theorem can be rationalized when assuming that some events can be observed and others cannot. For example, the beta radiation sources used by Kaufmann in the early 20th century (see Sec. 1.1) emit electrons upon the decay of specific radium isotopes. While the emission of an electron can be directly observed, the decay rate of the radium isotope is not directly observable. Yet, we can estimate the decay rate of the radium isotope indirectly by detecting and counting the emitted electrons. In the example discussed for the derivation, we can consider $A$ to be an unobservable event while $B$ describes an observable event. For this scenario, Eq. 2.9 infers information about the unobservable event $A$ from observations of possibly several instances of $B$. We thus get access to information about $A$ and can refine our belief about $A$ indirectly via the related observable $B$. The distinction between observable and unobservable events might not always be precisely defined or possible at all, but illustrates the capacity of Bayes’ theorem to statistically model phenomena of the physical world.

2.2.2.1 Diachronic interpretation

The relevance of Bayes’ theorem to the scientific method can be justified under the diachronic interpretation of Eq. 2.9. This interpretation allows us to consider statistical models describing physical phenomena, and refining these models based on empirical evidence collected, e.g., in laboratory experiments or computer simulations (see Sec. 1.2). As such, the diachronic interpretation can be used to identify the statistical model which best describes a studied physical phenomenon or a structure-property relation in light-harvesting materials. With the Bayesian interpretation of probability as a degree of belief, $A$ and $B$ do not necessarily need to be interpreted strictly as events. Instead, we can consider $A$ to represent a hypothesis, $H$, for a causal relation in a physical system, and $B$ to summarize the data, $D$, that we have collected about the system in laboratory experiments or generally represent empirical evidence. For example, we empirically estimate and discuss the relation between optical and electronic properties of organic electronics materials in Chapter 4. With this
interpretation, Eq. 2.9 transforms to

\[ p(H|D) = \frac{p(D|H)p(H)}{p(D)}. \]  

(2.10)

Although Eq. 2.10 is mathematically identical to Eq. 2.9, this diachronic interpretation of Bayes’ theorem clearly provides a rigorous approach to refining the belief about a given hypothesis, \( p(H) \), given the belief about collected data \( p(D) \) and the conditional probability to have observed this data under the hypothesis at question, \( p(D|H) \). If the hypothesis \( H \) contains adjustable parameters, \( \theta \), this interpretation of Bayes’ theorem provides a mathematical framework to refine these parameters based on collected data. One step further, this interpretation of Bayes’ theorem can be used as a tool for the data-driven validation or rejection of scientific hypotheses. The individual terms of Eq. 2.10 are commonly interpreted as follows:

(i) **Prior, \( p(H) \):** The prior summarizes our belief about a hypothesis \( H \) before observing any data. As such, the prior includes all modeling decisions, background information, domain expertise and our physical expectations about the hypothesis, which could be inspired from experience, intuition or scientific concepts.

(ii) **Likelihood, \( p(D|H) \):** The likelihood describes the belief that the considered hypothesis \( H \) has generated the observed data \( D \) by quantifying the probability to have observed \( D \) under the assumption that \( H \) is true.

(iii) **Evidence, \( p(D) \):** The evidence accounts for our belief in the data, \( i.e., \) it accounts for the probability of having observed the data under any valid hypothesis. Computing the evidence can be numerically involved or even entirely intractable such that approximative schemes need to be leveraged.

(iv) **Posterior, \( p(H|D) \):** The posterior constitutes a refined belief in our hypothesis \( H \) after having collected data \( D \) about the physical system.

The computation of the normalizing constant can be computationally intractable, especially for large hypothesis spaces. The calculations can be simplified if the hypothesis space can be constructed such that the hypotheses are mutually exclusive, \( i.e., \) at most one hypothesis can be true, and collectively exhaustive, \( i.e., \) at least one of the hypotheses is true. However, this simplification is not always applicable, such that Bayesian methods are typically regarded as computationally demanding compared to frequentist approaches to data analysis.
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The belief about a hypothesis $H$ after collecting data $D$ depends on the prior belief about the hypothesis, $p(H)$ (see Eq. 2.10). Thus, the choice of the prior directly affects the posterior belief. Choosing a prior is a non-trivial task and usually requires background knowledge about the studied system. Generally, the prior can be constructed following two different approaches: (i) the population approach, and (ii) the state of knowledge approach. The population approach interprets the prior distribution as a population of possible hypotheses from which the hypothesis of current interest is drawn. In this context, the prior represents the probability with which the considered hypothesis is formulated. The state of knowledge approach, in contrast, has a more subjective interpretation of the prior distribution in the absence of a population of hypotheses, and expresses our prior belief based on accumulated knowledge and uncertainty about this knowledge. Regardless of the interpretation, the prior distribution should comprise all plausible hypotheses such that the hypothesis space is collectively exhaustive, but does not necessarily need to be localized around the true value assuming the possibility to accumulate sufficient amounts of data to eventually outbalance the choice of the prior and dominate the shape of the posterior (see Sec. 2.2.2.3).

In some cases, where no background information is available, a sensible choice might consist in the construction of an uninformative prior. Such a choice can be justified via the principle of insufficient reason, i.e., the lack of any prior knowledge, or the expectation that all outcomes are equally likely. The construction of an uninformative prior, however, is not straightforward and requires careful considerations. For many tasks, there is no clear choice of a flat prior distribution. A distribution which is flat in one parametrization of the hypothesis space might not be flat if the space is reparameterized. This observation illustrates the difficulty of applying the principle of insufficient reason, as it is not always clear on what scale it should apply. One approach to alleviate this challenge consists in the construction of Jeffrey’s prior, which is invariant under coordinate transformations on the parameters of a hypothesis. This invariance implies that relative probabilities assigned to volumes of the probability space are independent of the parametrization of the problem. Jeffrey’s prior is constructed from the square root of the determinant of the Fisher information matrix. In any case, the search for a truly uninformative prior and prioritizing a particular specification of uninformativity might not be necessary for practical applications as the likelihood is expected to dominate the posterior with sufficient empirical evidence, such that minor differences in generally flat priors will not significantly impact the posterior.
2.2.2.3 Statements about the posterior

Bayesian inference describes the process of computing a posterior distribution from a prior distribution following Bayes' theorem (see Eq. 2.10). Assuming that the hypothesis \( H \) is parametrized by parameters \( \theta \), and that data \( D \) are collected in the form of samples \( y \), Bayes’ theorem can be used to express some general relations between the prior \( p(\theta) \) and the posterior \( p(\theta|y) \). For example, we can relate the mean of the posterior distribution to the mean of the prior distribution and find

\[
E(\theta) = E(E(\theta|y)).
\]

This equation states that the prior mean of \( \theta \) is identical to the average of all possible posterior means over the distribution of possible data \( y \). For the variances of the prior and the posterior we find

\[
\text{var}(\theta) = E(\text{var}(\theta|y)) + \text{var}(E(\theta|y)),
\]

which states that the expected posterior variance \( E(\text{var}(\theta|y)) \) is smaller than the prior variance \( \text{var}(\theta) \). This observation has long ranging implications, as it suggests that the collection of observations and the incorporation of this acquired information into the posterior generally reduces our uncertainty in the belief about the hypothesis. Thus, Bayesian inference immediately relates to knowledge acquisition in the scientific discovery context (see Sec. 1.1). Yet, the two relations in Eqs. 2.11 and 2.12 only describe expectations, such that the posterior variance can be similar to or even larger than the prior variance in some cases. An increase in the variance with the collection of data, however, might indicate a conflict or inconsistency between the sampling model and the prior distribution.

2.2.3 Bayesian data analysis

Data analysis is a process ubiquitous to the physical sciences, the life sciences and the social sciences, which covers the inspection, transformation and modeling of empirical data with the goal to extract useful information, to draw conclusions and to support decisions. Although data analysis is a collective term which covers multiple facets and approaches, we will mostly focus on data analysis in a Bayesian context in this section and explicitly use probability to quantify the uncertainty and
degree of our belief on the derived inferences. Bayes’ theorem as derived in Sec. 2.2.2 provides the foundation for this approach as it describes a rigorous framework for statistical inference, *i.e.*, to draw conclusions based on data that is subject to random variation such as observation errors and sampling variations (see Sec. 1.2). Bayesian data analysis includes the following three steps:

(i) **Modeling**: The modeling step does not require empirical data yet. Instead, this step focuses on the construction of a complete probabilistic model to describe all observable and hidden variables of the considered physical system. This probabilistic model needs to be constructed such that it spans a joint probability distribution for all involved variables. In addition, the probabilistic model needs to be consistent with the physical knowledge about the underlying scientific problem. This aspect includes the adherence to conservation laws and other physical constraints. Once constructed, the probabilistic model represents the prior to the inference step and should thus include all background knowledge and expectations on the behavior of the studied system.

(ii) **Inference**: The inference step combines the constructed prior with collected empirical data into the posterior *via* Bayes’ theorem (see Eq. 2.9). Depending on the complexity of the constructed model, this step can be computationally involved or even intractable. For this reason, considerations about the feasibility of the inference step are sometimes accounted for already when making modeling decisions such that the prior probabilistic model is approximated, or possible shapes of the posterior distribution are constrained to known, computationally tractable probability distributions.

(iii) **Reasoning**: The final step of Bayesian data analysis involves the detailed evaluation and analysis of the posterior model. This process could involve assessments of the predictive power of the constructed model, *i.e.*, determining how accurately the constructed model fits the data, and if the observed data can be explained with the inferred model at all. Assuming the model generally constitutes a good fit, predictions about observed and hidden physical parameters of the model can be made, which could inspire conclusions or decisions about the studied physical system. The reasoning step is usually subjective as acceptable model accuracies can vary from task to task, and specialized analyses might be required to reason about particular problems.

The steps of Bayesian data analysis can thus be directly related to the steps of the scientific method which are outlined in Sec. 1.1 by associating the probabilistic model constructed in the modeling step
with the testable hypothesis in the scientific method, and interpreting the inference and reasoning steps as the collection of evidence from experiments and the refinement of the hypothesis based on the empirical evidence. To illustrate the process of Bayesian data analysis, we consider an example which is inspired by Chapter 8 of *Think Bayes* by Allen Downey.\[178\]

### M2 Analysis

The Boston area is a thriving center for scientific research with lots of opportunities to learn. One such opportunity is a seminar series called *TheoChem*, which is jointly hosted between Boston University, the Massachusetts Institute of Technology (MIT), and Harvard University. *TheoChem* is designed for and run by graduate students at these three institutions who invite researchers in the fields of theoretical chemistry and physics to give lectures on their favorite research topics. Topics cover diverse areas spanning open quantum systems dynamics and network biology. Overall, this seminar series is a great opportunity for graduate students to meet with the leading scientists in their fields and learn about cutting edge research. However, most of the lectures are hosted at MIT, which requires graduate students from Harvard and Boston University to travel to MIT to attend the seminars.

Luckily, Harvard operates shuttle buses, such as the M2, which takes affiliates safely from the Harvard main campus to the medical campus in downtown Boston and stops at MIT in between. Although the M2 shuttle operates on a fixed schedule the traffic in the Cambridge and Boston area can cause irregularities in the schedule of the otherwise reliable M2 shuttle. Given the distance between the Harvard and the MIT campuses and the expected travel times by bus, it could sometimes be faster to walk to MIT, while at other times it might be worth to wait for the next M2 shuttle. We know that if there are many people waiting at the bus stop, the M2 could arrive shortly, but we might have to wait for a significantly longer time if there are only a few people at the bus stop by the time we get there. The problem we would like to address in this example concerns the question of finding the fastest option to go from Harvard to MIT, walking or taking the bus, given the number of people waiting at the bus stop. For a Bayesian analysis of this task, we first start with some modeling decisions.

**Premise 1:** We model the time interval, \( \tau \), between two consecutive M2 shuttle buses as a random variable, where the expected time interval between two consecutive shuttles follows a

---

* The weekday schedule of the M2 shuttle bus can be found here: [https://www.masco.org/system/files/downloads/m2_vanderbilt_weekdays.pdf](https://www.masco.org/system/files/downloads/m2_vanderbilt_weekdays.pdf)
pre-determined schedule but fluctuations in the time interval arise from varying traffic conditions. *TheoChem* seminars are usually scheduled for 4 pm, when the M2 operates on a targeted interval of 10 minutes. We assume that the time interval between two consecutive shuttles, which we refer to as *gap*, can be modeled as a gamma process described by a constant shape parameter, $\alpha$, and a constant inverse scale parameter, $\beta$.

$$
\tau \sim \text{Gamma}(\alpha, \beta), \quad \text{where} \quad p_{\text{gap}}(\tau|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} \tau^{\alpha-1} e^{-\beta \tau}, \quad (2.13)
$$

where $p_{\text{gap}}(\tau|\alpha, \beta)$ denotes the probability distribution for the time between two consecutive busses, $\tau$, given a shape of $\alpha$ and an inverse scale of $\beta$. The distribution of gaps, $p_{\text{gap}}$, is illustrated in Fig. 2.2b for $\alpha = 10$ and $\beta = 1 \text{min}^{-1}$, which matches the expected time interval of 10 minutes.

**Premise 2:** The number of passengers, $n$, arriving at the bus stop within a certain time, $t$, can be modeled as a random variable. Further, passengers arrive at a constant rate, $\lambda$, and the arrival of any passenger is independent from the arrival of any other passenger, such that we can model the arrival of passengers at the bus stop with a Poisson process,

$$
n \sim \text{Poisson}(\lambda, t), \quad \text{where} \quad p_{\text{passengers}}(n|\lambda, t) = \frac{(\lambda t)^n}{n!} e^{-\lambda t}, \quad (2.14)
$$

where $p_{\text{passengers}}(n|\lambda, t)$ denotes the probability distribution for observing $n$ passengers at the bus stop who arrived at a constant rate $\lambda$ after a time interval $t$ has passed. The distributions of passengers, $p_{\text{passengers}}$, is illustrated in Fig. 2.2a.

**Premise 3:** Given the irregularities in the M2 schedule caused by traffic, we do not check the schedule or any shuttle trackers when we leave for the bus stop, such that we can arrive at any point during a gap of duration $\tau$ between two consecutive shuttles.

These premises conclude our initial modeling process. However, we will see later on that further modeling decisions are required, as it is typically the case in Bayesian data analysis where choices during individual steps might affect choices made in other steps. Before we transition to the inference step, we will first consider a subtle implication of our model regarding the probability distribution of the gaps and the probability to observe a gap of duration $\tau$. Although the gaps $\tau$ between two consecutive shuttles follow a Gamma process expressed via $p_{\text{gap}}(\tau|\alpha, \beta)$ as stated in *Premise 1*...
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this distribution does not resemble the distribution of gaps that we will observe. In fact, given our arbitrary arrival time as stated in PREMISE 3 we are more likely to arrive during a longer gap than during a shorter gap. The distribution of observed gaps will thus be skewed towards longer gaps. This expectation reflects a phenomenon known as observer bias. To compute the distribution of observed gaps, \( p_{\text{gap,obs}}(\tau|\alpha,\beta) \), we need to weight the probability of each gap, \( p_{\text{gap}}(\tau|\alpha,\beta) \), by its duration \( \tau \) and normalize the resulting distribution across all possible gaps,

\[
p_{\text{gap,obs}}(\tau|\alpha,\beta) = \frac{\tau p_{\text{gap}}(\tau|\alpha,\beta)}{\int_0^\infty d\tau \tau p_{\text{gap}}(\tau|\alpha,\beta)}. \tag{2.15}
\]

The normalizing constant is formulated via an integral over all possible values of the gap, and can be evaluated via integration by parts

\[
\int_0^\infty d\tau \tau p_{\text{gap}}(\tau|\alpha,\beta) = \int_0^\infty d\tau \tau \frac{\beta^\alpha}{\Gamma(\alpha)} \tau^{\alpha-1} e^{-\beta \tau} = \int_0^\infty d\tau \frac{\beta^\alpha}{\Gamma(\alpha)} \tau^{\alpha-1} e^{-\beta \tau} = \frac{-\beta^{\alpha-1}}{\Gamma(\alpha)} \tau e^{-\beta \tau} \bigg|_0^\infty - \int_0^\infty d\tau \frac{\beta^{\alpha-1}}{\Gamma(\alpha)} \alpha \tau^{\alpha-1} e^{-\beta \tau} \tag{2.16}
\]

\[
= 0 + \frac{\alpha}{\beta} \int_0^\infty d\tau \frac{\beta^\alpha}{\Gamma(\alpha)} \tau^{\alpha-1} e^{-\beta \tau} = \frac{\alpha}{\beta}, \tag{2.17}
\]

which matches the expected duration of a gap. The distribution of observed gaps, \( p_{\text{gap,obs}}(\tau|\alpha,\beta) \), can therefore be expressed as

\[
p_{\text{gap,obs}}(\tau|\alpha,\beta) = \frac{\beta}{\alpha} \tau p_{\text{gap}}(\tau|\alpha,\beta) \tag{2.19}
\]

\[
= \frac{\beta}{\alpha} \tau \frac{\beta^\alpha}{\Gamma(\alpha)} \tau^{\alpha-1} e^{-\beta \tau} \tag{2.20}
\]

\[
= \frac{\beta^{\alpha+1}}{\alpha \Gamma(\alpha)} \tau^{\alpha} e^{-\beta \tau} = \frac{\beta^{\alpha+1}}{\Gamma(\alpha+1)} \tau^{(\alpha+1)-1} e^{-\beta \tau} = p_{\text{gap}}(\tau|\alpha+1,\beta). \tag{2.21}
\]

The distribution of observed gaps thus simplifies to the same functional form as the distribution of gaps, but with an updated value of the shape parameter of \( \alpha + 1 \), which induces an overall shift to longer gaps in the distribution. This observation is one of the consequences of the observer bias, as unlikely events are undersampled. Fig. 2.2b illustrates the distribution of observed gaps, \( p_{\text{gap,obs}} \) in comparison to the distribution of gaps, \( p_{\text{gaps}} \).
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Figure 2.2: Distributions of the governing processes of the M2 problem. (A) Distributions of passengers waiting at the bus stop depending on different times since the last bus arrived. The number of arrived passengers is modeled as a Poisson process with a constant rate of 1 passenger/minute. (B) Distribution of time intervals between two consecutive busses (gaps), and the distribution of gaps as observed by a passenger. Gaps are modeled with a Gamma process with a shape of $\alpha = 10$ and an inverse scale of $\beta = 1 \text{ min}^{-1}$.

Uninformed waiting times

We start our analysis by evaluating the predictive power of our initial model solely based on the gaps between two consecutive shuttle busses and without accounting for the passengers who are waiting at the bus stop by the time that we arrive there. In this first analysis, we will derive a probability distribution for the wait time $t$, which we define as the time between our arrival and the arrival of the next shuttle bus. We can relate our waiting time to the length of the gap $\tau$ during which we arrive via

$$\tau = t_0 + t,$$  \hspace{1cm} (2.22)

where $t_0$ denotes the time between the previous bus and our arrival. Since we do not check the bus schedule (see Premise 3), we can assume that we arrive at an arbitrary time $t_0$ during a randomly drawn gap of length $\tau$. We can account for this assumption by modeling the arrival distribution $p_{\text{arrival}}(t_0)$ as a uniform distribution on the interval $[0, \tau]$, i.e.,

$$t_0 \sim \text{Uniform}(0, \tau), \quad \text{where} \quad p_{\text{arrival}}(t_0|\tau) = \frac{\Theta(\tau - t_0)\Theta(t_0)}{\tau},$$  \hspace{1cm} (2.23)

where $\Theta(\cdot)$ denotes the Heaviside step function. With the analytic form of the arrival distribution $p_{\text{arrival}}$ in Eq. (2.23) and the possibility to express the arrival time as $t_0 = \tau - t$ (see Eq. (2.22)) we find that the distribution of the wait time, $p_{\text{wait}}(t)$, is also a uniform distribution, specifically

$$t \sim \text{Uniform}(0, \tau), \quad \text{where} \quad p_{\text{wait}}(t|\tau) = \frac{\Theta(t)\Theta(\tau - t)}{\tau}.$$  \hspace{1cm} (2.24)
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This expression for the distribution of the wait time is still conditioned on the length of the gap, $\tau$, during which we arrive. To determine the unconditional distribution of the wait time, we need to marginalize over all possible gaps and weight the conditional wait times based on the probability to observe a gap of length $\tau$. It is important to note that our example requires the observation of a gap of length $\tau$, which is why the use of $p_{\text{gap,obs}}$ instead of $p_{\text{gap}}$ is more appropriate here. The distribution of the wait time can thus be calculated as

$$p_{\text{wait}}(t) = \int_0^\infty \text{d}\tau \ p_{\text{wait}}(t|\tau) p_{\text{gap,obs}}(\tau|\alpha,\beta)$$  \hspace{1cm} (2.25)

$$= \int_0^\infty \text{d}\tau \ \Theta(t)\Theta(\tau-t) \ \frac{\beta^{\alpha+1}}{\Gamma(\alpha+1)} \ \tau^\alpha e^{-\beta\tau},$$  \hspace{1cm} (2.26)

$$= \frac{\beta^{\alpha+1}}{\Gamma(\alpha+1)} \int_t^\infty \text{d}\tau \ \tau^\alpha e^{-\beta\tau},$$  \hspace{1cm} (2.27)

which cannot be solved in closed form. This distribution constitutes the prior predictive distribution, which we can use to make predictions without any data-driven refinement solely from the prior probabilistic model. Fig. 2.3 illustrates the probability density and the cumulative probability of this distribution. We observe that the distribution of the wait time is almost flat with generally high values for wait times below 5 minutes, and gradually decreases for larger wait times. The decrease in probability for larger wait times can be attributed to the fact that observing large gaps $\tau$ well beyond the expected gap length of 10 minutes is unlikely. From the prior predictive we could infer if, on average, waiting for the next shuttle bus take us to MIT faster, assuming that our modeling decisions are reasonable. In the following, we will also account for empirical evidence.

**Informed waiting times**

We can refine our wait time analysis by including the number of people waiting at the bus station by the time of our arrival. Previously, we assumed that our arrival time since the last shuttle bus, $t_0$, followed a uniform distribution. Now, however, we want to condition the belief about our arrival time on the number of people waiting at the bus stop. While we cannot directly measure our arrival time, given that the arrival time of the previous shuttle bus is unknown, we can measure the number of people at the bus stop and use this evidence to update our belief about our arrival time using Bayes’ theorem. Given that passengers arrive at a constant rate $\lambda$ (see PREMISE 2), we would generally expect $n_0$ to be larger if there are more passengers waiting for the shuttle. For a
quantitative analysis, we consider a case where we arrive during a gap of length \( \tau \) and observe \( n \) passengers waiting for the shuttle. We are interested in computing the distribution of arrival times, \( p_{\text{arrival}}(t_0) \) given \( n \) passengers who arrived at rate \( \lambda \) during a gap of length \( \tau \), and can calculate this distribution with Bayes’ theorem

\[
p_{\text{arrival}}(t_0 | n, \lambda, \tau) = \frac{p_{\text{passenger}}(n|\lambda, t_0, \tau)p_{\text{arrival}}(t_0 | \tau)}{p_{\text{passenger}}(n|\lambda, \tau)}.
\] (2.28)

In this equation, \( p_{\text{passenger}}(n|\lambda, t_0, \tau) \) denotes the likelihood and as such quantifies the probability to observe \( n \) passengers during a gap of length \( \tau \) after a time \( t_0 \) has passed, \( p_{\text{arrival}}(t_0 | \tau) \) is the prior and represents the probability to arrive at time \( t_0 \) during a gap of length \( \tau \), and \( p_{\text{passenger}}(n|\lambda, \tau) \) is the empirical evidence, which constitutes the probability to observe \( n \) passengers during a gap of length \( \tau \). With our modeling assumptions, we can derive the posterior of the arrival time

\[
p_{\text{arrival}}(t_0 | n, \lambda, \tau) = \frac{p_{\text{passenger}}(n|\lambda, t_0, \tau)p_{\text{arrival}}(t_0 | \tau)}{p_{\text{passenger}}(n|\lambda, \tau)} \frac{(\lambda t_0)^n e^{-\lambda t_0}}{n!} \frac{\Theta(t_0)\Theta(t_0-\tau)}{t}.
\] (2.29)

This updated distribution for the arrival time accounts for both our prior assumption that we do not check the bus schedule and the observed number of passengers at the bus stop by the time that
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we arrive. From this posterior, we can calculate a posterior wait time distribution similar to the uninformed case using $t_0 = \tau - t$ from Eq. 2.22

$$p_{\text{wait}}(t|n, \lambda, \tau) = \Theta(\tau - t) \Theta(t) \frac{(\tau-t)^n e^{-\lambda(t-t)}}{\int_0^t dt t^n e^{-\lambda t}},$$  \hspace{1cm} (2.30)

which expresses the distribution of waiting times within a given gap of length $\tau$. Since we do not know the length of the gap during which we arrive, we need to further compute the posterior predictive distribution for the wait time, $p_{\text{wait}}(t|n, \lambda)$, by marginalizing over all possible gaps,

$$p_{\text{wait}}(t|n, \lambda) = \int_0^\infty d\tau \; p_{\text{wait}}(t|n, \lambda, \tau) p_{\text{gap,obs}}(\tau|\alpha, \beta)$$

$$= \int_0^\infty d\tau \; \Theta(\tau - t) \Theta(t) \frac{(\tau-t)^n e^{-\lambda(t-t)}}{\int_0^\infty dt t^n e^{-\lambda t}} \frac{\beta^{\alpha+1}}{\Gamma(\alpha+1)} \tau^\alpha e^{-\beta \tau}$$

$$= \frac{\beta^{\alpha+1}}{\Gamma(\alpha+1)} \int_0^\infty \tau^\alpha e^{-\beta \tau} \left(\frac{\tau-t}{t}\right)^n e^{-\lambda(t-t)} \frac{1}{\int_0^t dt t^n e^{-\lambda t}}.$$  \hspace{1cm} (2.31)

The posterior predictive distribution, $p_{\text{wait}}(t|n, \lambda)$, is illustrated in Fig. 2.4 for different numbers of passengers waiting at the bus stop at arrival. We find that the posterior predictive distributions assume shapes which are inherently different from the prior predictive distribution due to the fact that the number of passengers waiting at the bus stop at arrival informs us about the time which has passed since the last bus arrived, regardless of how many passengers are waiting when we arrive.

Assuming a travel time of a little more than 15 minutes when taking the M2 from Harvard Yard to the TheoChem seminar in MIT’s Building 4, and a walking time of about 25 minutes, our analysis indicates that we will likely arrive at MIT sooner by foot if there are fewer than five people waiting at the bus stop by the time we get there. However, we made some fairly strong assumptions in our derivation. For example, rate of passengers arriving at the bus stop is probably not constant, as passengers tend to check the schedule and Harvard’s shuttle tracker is a frequently used tool. Passengers are also unlikely to arrive independently, as they could form groups to share the time of their commute with one another. We can probe the sensitivity of our results on these modeling choices by slightly modifying the modeling choices and repeating the analyses. Alternatively, we can construct a more accurate model which avoids these assumptions by monitoring the passenger behavior for a given period of time to record the true distribution of passenger arrivals.
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Figure 2.4: Distribution of wait times when including the number of passengers waiting at the bus stop. The illustrations are generated for $\lambda = 1$ passenger/minute, $\alpha = 10$ and $\beta = 1 \text{ min}^{-1}$. (A) Probability density function of the wait time for different numbers of passengers waiting at the bus stop at arrival. (B) Cumulative density function of the wait time for different numbers of passengers waiting at the bus stop at arrival.

2.3 Experiment planning in the Bayesian context

Experiments require the preparation of an initial state for the studied physical system conditioned on controllable parameters which modulate the responses or the properties of the system (see Sec. 1.2). For example, the geometric arrangement of molecular pigments can change the efficiency of EET across the set of pigments (see Chapter 8) and the polymer composition of a multi-component OSC can drastically alter its photostability (see Chapter 12). To formulate experiment planning as an optimization task, we consider $n$ controllable parameters on a defined domain, $z \in \mathbb{Z}^n$, which could be continuous, discrete or categorical variables, and a experimental response, $f: \mathbb{Z}^n \to \mathbb{R}$, for each of the parameter choices within the domain, which we assume to be a scalar for now. Generalizations to the simultaneous optimization of multiple properties will be discussed in Sec. 2.3.2. The experimental response could be obtained from a single measurement or multiple measurements, and generally represents the merit assigned the parameters to express how well the evaluated candidate satisfies the desired targets.

When optimizing synthesis protocols for organic donor or acceptor molecules in OSC the controllable parameters could for example include the reaction temperature, the amount of solvent, and the choice of the catalyst, while the experimental response could be quantified via the rate at which the desired product is produced. We assume that the selection criterion which assesses the merit of a given set of parameter values is already included in the scalar response $f$. As such, the optimization task breaks down to the identification of the specific parameter values, $z^* \in \mathbb{Z}^n$, which yield the most desired experimental outcome, $f(z^*)$. For simplicity, we will consider the optimization task as
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a minimization task from hereon, i.e., we formulate \( f \) such that \( \mathbf{z}^* = \arg\min_{\mathbf{z} \in \mathbb{Z}} f(\mathbf{z}) \) corresponds to the desirable experimental outcome. To identify this optimal set of parameter values, optimization strategies can in principle leverage feedback from previously conducted experiments. Every time we evaluate a set of parameter values, \( \mathbf{z}_k \), we can record the associated response, \( f_k = f(\mathbf{z}_k) \), to gradually collect a set of observations, \( D_n = \{\mathbf{z}_k, f_k\}_{k=1}^n \), which can guide our experiment planning strategies to select promising candidates.

Compared to other optimization tasks in science and engineering, such as finding energy minima in many-body systems or the optimization of the shape of an aircraft wing, where the response can usually be determined computationally, the identification of optimal parameters for laboratory experiments poses a few additional challenges due to the nature of the experiment. In the following, we list a few assumptions about laboratory experiments in chemistry and materials science which set them apart from other optimization tasks.

(i) We consider moderately large parameter spaces for the optimization task, i.e., the parameters \( \mathbf{z} \in \mathbb{Z}^n \) are defined on domains with moderately large values of \( n \). For most laboratory experiments, we can assume that \( n \leq 20 \).

(ii) The parameter domain on which we optimize is bounded and the geometry of the parameter domain is known, such that it is straightforward to inexpensively assess the membership of an arbitrary set of parameter values to the optimization domain. In most cases, the parameter domain will correspond to a multi-dimensional cuboid.

(iii) The experimental response \( f \) constitutes a surface which lacks a known special structure like concavity or linearity. We thus need to assume that \( f \) can adopt any shape and consider \( f \) as a black-box response.

(iv) When measuring the response \( f \), we can only measure the response itself and no first or higher order derivatives are experimentally accessible.

(v) The experimental response \( f \) is subject to noise, i.e., whenever we evaluate \( f \), we observe the true function value with additional systematic and stochastic noise of unknown source and magnitude. Yet, \( f \) is not dominated by noise.

(vi) Neglecting the noise, the response surface \( f \) is otherwise smooth almost everywhere, with the exception of isolated jumps or discontinuities.
Evaluations of \( f \) are expensive in terms of budgeted resources. Consequently, the number of evaluations that can be afforded is limited, and rarely exceeds a few hundred. Budget limitations can arise due to monetary expenses related to purchasing laboratory equipment or consumables, time requirements due to long experimentation steps or opportunity costs, for example when experimenting with human subjects or rare materials.

A plethora of optimization algorithms for the identification of global optima has been developed to solve problems in these contexts. Straightforward approaches to global optimization rely on the exhaustive evaluation of a large set of candidate solutions without leveraging any feedback collected from response evaluations. Although such strategies do not implement any policies to direct the search, they can be quite efficient in certain applications, especially in high-dimensional spaces, and provide the compelling advantage of being massively parallelizable, which is demonstrated in high-throughput (HT) approaches to experimentation. Exhaustive searches can follow randomized, quasi-randomized, or systematic grid searches and (fractional) factorial designs. Such approaches have, for example, been demonstrated in the context of chemical reactions, biomedical research, and the discovery of methane storage materials and electrolytes. Gradient-based algorithms such as gradient descent, conjugate gradient, or quasi-Newtonian methods are highly efficient at optimizing convex surfaces in the absence of noise. However, most experimental surfaces are expected to be non-convex and although the response mostly dominates the noise, experimental feedback is still influenced by measurement uncertainties, which renders this class of optimization algorithms mostly inapplicable. Isolated examples of gradient-based algorithms for experiment planning have been reported for the optimization of organic reactions. Genetic algorithms and evolutionary strategies extend the idea of a random exploration of the search space, but base their exploration policies on a population of candidate solutions which have already been evaluated. New candidates are generated based on random perturbations of the candidate population. During the optimization, better candidates substitute poorly performing candidates based on different heuristic criteria. Genetic strategies have recently been reported for the controlled growth of carbon nanotubes, the optimization of nanoalloy clusters, or the measurement of electronic spectra of rotamers of organic compounds. Examples of such methods include the covariance matrix adaptation evolution strategy (CMA-ES) which samples candidates from a multinomial distribution on the parameter space. After evaluating all proposed parameter points, distribution parameters are updated via a maximum-likelihood approach.
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Other examples include particle swarms optimization, which defines a set of equations of motion to propagate candidate solutions in the parameter space. Random perturbations of candidate solutions in combination with heuristic criteria to accept these perturbations have also been implemented in physics-inspired methods such as simulated annealing, or tabu searches. Recently, Bayesian optimization has gained increased attention as a competitive global optimization strategy for various applications, including automatic engineering design, and experimental design. Bayesian optimization describes a class of data-driven gradient-free optimization strategies which are designed for tasks budgeted optimization tasks in noisy environments. In this section, we will review the methodology of Bayesian optimization as a competitive experiment planning strategy in more detail and further describe approaches to the simultaneous optimization of multiple objectives, following the background discussions of recently published studies.

2.3.1 Bayesian optimization for single objectives

Bayesian optimization constitutes a gradient-free approach to global optimization tasks where evaluations of the response function $f$ are resource demanding and only a budgeted number of evaluations can be afforded. It has been shown that Bayesian optimization can locate global optima with very few function evaluations compared to other optimization strategies by reducing redundancies in the proposed candidates. However, Bayesian optimization methods are typically much more computationally demanding than alternative approaches, and are thus only applicable to moderately large parameter domains with at most a few tens of parameters to be optimized simultaneously. This restriction, however, fits well with our assumptions about laboratory experiments. The common framework of a Bayesian optimization strategy follows two basic steps: (i) the construction of a surrogate as a data-driven approximation to the unknown response surface from a probabilistic model based on collected measurements, and (ii) the selection of new candidates with an acquisition function which balances the expected performance of each candidate and the uncertainty on this estimate as determined by the surrogate. The surrogate is usually determined by refining a probabilistic model via Bayesian inference on the collected data (see Sec. 2.2.2). To this end, the surrogate model is constructed from a prior distribution, $\phi_{\text{prior}}(\theta)$, over functions, possibly described by parameters $\theta$. The surrogate is intended to approximate the response surface, while evaluations of the surrogate are expected to be much cheaper than evaluations of the true surface. During the
optimization, we collect pairs of evaluated candidates $z_k$ and associated responses $f_k = f(z_k)$ into a pool of $n$ observations, $D_n = \{(z_k, f_k)\}_{k=1}^n$. These observations are used to compute a posterior $\phi_{\text{post}}(\theta)$ for the parameters of the surrogate model with the goal to approximate the unknown response function. The surrogate is usually required to converge to the response surface in the limit of infinitely many distinct function evaluations. Several choices for priors and probabilistic models have been suggested, which are briefly summarized in Sec. 2.3.1.1. In the second step of the general Bayesian optimization procedure, the surrogate is used to identify the most promising candidate for future evaluation. Greedy search strategies could suggest the candidate which yields the optimal response under the surrogate. However, the use of probabilistic models to construct the surrogate allows to balance the expected response with the uncertainty about this estimate. More rapidly converging search strategies leverage the uncertainty of the surrogate to balance the exploitation of acquired observations with the exploration of the space to overall identify the global optimum at a faster pace. Different policies have been introduced, which we will review in Sec. 2.3.1.2.

### 2.3.1.1 Constructing surrogates to the objective function

Constructing the surrogate to an unknown optimization problem is a challenging task. Without any prior knowledge about the shape of the response surface, the surrogate needs to have the flexibility to model any type of function. In addition, the surrogate needs to not only estimate the expected response for an unseen candidate, but also provide an uncertainty on this estimate. For these reasons, surrogates are constructed from non-parametric probabilistic models. A frequently used statistical model to construct the surrogate is the Gaussian process (GP)\textsuperscript{220,236–239} Gaussian processes associate every point in the parameter domain with a normally distributed random variable. These normal distributions are constructed \textit{via} a similarity measure between individual observations given by a user-defined kernel function. A GP provides a flexible analytic approximation to the response surface. Yet, inferences on a GP are computationally involved as they require the inversion of a possibly dense covariance matrix and thus scale cubically in the number of observations. With this limitation, Gaussian processes are typically only used in relatively low dimensional optimization tasks where the optimum can be located with relatively few function evaluations. Another choice for probabilistic models to construct the surrogate are random forests (RFs)\textsuperscript{240–244} They are constructed as an ensemble learning model from a collection of regression trees, and have been shown to perform particularly well for discrete input data and classification tasks. RFs are therefore success-
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fully applied to objective functions with discrete or quasi-discrete co-domain. The computational cost of inference and prediction with *RFs* is much more favorable than with *Gaussian processes* due to a linearithmic scaling with the number of observations and a linear scaling with the dimensionality of the parameter space. Yet, *RFs* tend to overfit their training data, and uncertainty estimates can only be obtained empirically.\textsuperscript{245} Recently, *Bayesian neural networks (BNNs)* have been suggested for Bayesian optimization,\textsuperscript{246,247} retaining the flexibility of *Gaussian processes* at a favorable computational scaling comparable to *RFs*. In contrast to traditional neural networks, weights and biases for neurons in *BNNs* are not single numbers but instead sampled from distributions. *BNNs* are trained by updating the distributions from which weights and biases are sampled via Bayesian inference (see Sec. 2.2.2). The use of *BNNs* in Bayesian optimization has further inspired hybrid approaches, where the surrogate is constructed implicitly via *Bayesian kernel density estimation (BKDE)*, for example in the recently introduced *Phoenics* and *Gryffin* algorithms (see Chapters 6 and 7).\textsuperscript{233,234}

2.3.1.2 Constructing acquisition functions from the surrogates

With the construction of a surrogate from a probabilistic model, we can define an acquisition function which balances the exploitation of collected data with the exploration of the parameter space based on the estimates and uncertainties of the surrogate. While purely exploitative strategies can be successful on convex response surface, the explorative component of the acquisition function is required to overcome local optima and quickly identify the global optimum. The ideal acquisition function finds the adequate balance between these two strategies. The exploration of the parameter space should be favored when no observations in vicinity to the global optimum have been made yet and the acquisition function should only sample close to the global optimum once its general location has been determined. One of the earliest and most widely applied acquisition functions is *expected improvement* and variants thereof.\textsuperscript{218,227,237} Expected improvement aims to measure the expected amount by which an observation of a point in the parameter space improves over the current best value. Exploration and exploitation are implicitly balanced based on the posterior mean and the estimated uncertainty. More recently, alternative formulations of acquisition functions have been developed. The *upper confidence bound* method constructs and acquisition function based on confidence bounds.\textsuperscript{248,249} Variants of this acquisition function have been designed specifically to be applied in higher dimensional parameter spaces.\textsuperscript{238,250} *Predictive entropy* estimates the negative differential entropy of the location of the global optimum given the observations,\textsuperscript{251,252} and has been
shown to outperform expected improvement and upper confidence bound acquisitions. In Chapter 6 we further introduce a novel acquisition function which alleviates some of the limitations or the aforementioned examples and natively enables batch-wise optimization via an intuitive sampling parameter.

2.3.2 Optimizing multiple objectives at once

Designing a novel light-harvesting devices is a challenging decision-making process which involves numerous design choices tuning device parameters to improve several properties at once. In the case of OSCs or PSCs, for example, both the device efficiency and stability are typically of interest (see Sec. 2.1). Economically viable solutions, however, also require an inexpensive assembly of the device from the composing materials and that the composing materials are abundantly available. Multi-objective (Pareto) optimization targets the simultaneous optimization of a set of objective functions, \( \{f_j\}_{j=1}^m \), where each of the objective functions, \( f_j \), is defined on the same compact parameter space \( Z^n \). Objectives of interest in the context of chemistry could be, for example, the yield of a reaction and its execution time. Although the desired goal of an optimization procedure is to find a point in the parameter space \( z^* \) for which each of the objectives \( f_j(z^*) \) assume their desired optimal value.

Yet, objectives in multi-objective optimization tasks oftentimes conflict each other. For example, the functionalization of an acceptor candidate in OSCs might improve its electronic properties, but likely also complicate its chemical synthesis and shorter execution times of chemical reactions could cause a drop in yield. Improving on one objective could therefore imply an unavoidable degradation on other objectives. As a consequence, a single global solution cannot be defined for the generic multi-objective optimization task.

2.3.2.1 Defining and identifying solutions to multi-objective optimization problems

A commonly used criterion for determining solutions to multi-objective optimization problems is Pareto optimality. A point is called Pareto optimal if and only if there exists no other point such that all objectives are improved simultaneously. Therefore, deviating from a Pareto optimal point always implies a degradation in at least one of the objectives. Relating to the previous example, this corresponds to a scenario in which the execution time cannot be improved any further without a degradation of the reaction yield. As Pareto optimal points cannot be collectively improved in
two or more objectives, solving a multi-objective optimization problem translates to finding Pareto optimal points. Note, that for a given multi-objective optimization task, multiple Pareto optimal points can coexist. Approaches to solving multi-objective optimization problems aim to assist a decision maker in identifying the favored solution from the set of Pareto optimal solutions (Pareto front). The favored solution is determined from preference information regarding the objectives. Methods for multi-objective optimization can be split into two major classes. A posteriori methods aim to discover the entire Pareto front, such that preferences regarding the objectives can be expressed knowing which objective values are achievable. A priori methods instead require preference information prior to starting the optimization procedure. As such, a priori methods can be more specifically targeted towards the desired goal and thus reduce the number of response evaluations if reasonable preference information is provided.

A posteriori methods are commonly realized as mathematical programming approaches such as normal boundary intersection, normal constraint, or successive Pareto optimization, which repeat algorithms for finding Pareto optimal solutions. Another strategy consists in evolutionary algorithms such as the non-dominated sorting genetic algorithm-II, or the sub-population algorithm based on novelty, where a single run of the algorithm produces a set of Pareto optimal solutions. Recently, a posteriori methods have also been developed following Bayesian approaches for optimization. However, determining the preferred Pareto point from the entire Pareto front requires a substantial number of objective function evaluations compared to scenarios in which only a subset of the Pareto front is of interest. Such scenarios can be found in the context of experiment design, where preferences regarding objectives like yield and execution time are available prior to the optimization procedure. As such, a priori methods appear to be better suited for multi-objective optimization in the context of autonomous experimentation, as they keep the number of objective evaluations to a minimum. A common a priori approach for expressing preferences for multi-objective optimization is to formulate a single cumulative function from a combination of the set of objectives which accounts for the expressed preferences. For example, instead of considering the yield and the execution time of a reaction independently, a single objective can be constructed from a combination of simultaneous observations for the yield and the execution time. Such cumulative functions are referred to as achievement-scalarizing functions (ASFs). The premise of the constructed ASF is that its optimal solution coincides with the preferred Pareto optimal solution of the multi-objective optimization task. Typically, ASFs are constructed with a set of parameters which account for the expressed preferences regarding the individual objectives. ASFs can be con-
structured via, e.g., weighted sums or weighted products of the objectives. In such approaches, the ASF is computed by summing up each objective function $f_k$ multiplied by a pre-defined weight $w_k$ accounting for the user preferences. Multiple formulations of weighted sums and products exist, and methods have been developed to learn these weights adaptively. Weighted approaches are usually simple to implement, but the challenge lies in finding suitable weight vectors to yield Pareto optimal solutions. In addition, Pareto optimal solutions might not be found for non-convex objective spaces. A second \textit{a priori} approach consists in considering only one of the objectives for optimization while constraining the other objectives based on user preferences. These approaches, referred to as \varepsilon-constraint methods, have been shown to find Pareto optimal points even on non-convex objective spaces. However, the constraint vector needs to be chosen carefully, which typically requires detailed prior knowledge about the objectives. A third \textit{a priori} approach, known as lexicographic methods, follows a different approach. Lexicographic methods require preference information expressed in terms of an importance hierarchy in the objectives. In our example, when optimizing for the yield of a reaction and its execution time, the focus could be either on the reaction yield or on the execution time. In the scenario where the reaction yield matters the most, it is related to a higher hierarchy than the execution time. To start the optimization procedure with a lexicographic method, the objectives are sorted in descending order of importance. Each objective is then subsequently optimized without degrading higher-level objectives. Variants of the lexicographic approach allow for minimal violations of the imposed constraints.

2.4 \textsc{Laboratory Automation}

Automation, the process of designing artificial systems capable to execute pre-defined actions without requiring further input, is commonly attempted to transfer repetitive tasks from human workers to mechanical or electrical machines. Laboratory automation specifically comprises technologies which are intended to enable the execution of laboratory processes for basic and applied research in the physical sciences and the life sciences with reduced or minimal human assistance. While laboratory robotics, focusing on the development of mechanical machines to execute pre-defined tasks, constitutes one of the largest subfields laboratory automation, the field more generally also includes the conception of non-standard experimentation processes and software algorithms to control and orchestrate robotic hardware. Automation technologies are usually introduced into laboratory environments to liberate the scientific workforce undesired labor, which for example includes repetitive
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tasks or work in hazardous environments. Importantly, automated platforms can also enable protocols and procedures which cannot be executed by humans, for example monitoring experimental setups around the clock, measuring minute quantities of matter or sensing changes in the electromagnetic properties of a physical system. As such, laboratory automation technologies aim to support researchers in any and every step of an experiment, from setup over execution to measurement, and even provide end-to-end solutions for unsupervised experimentation without human intervention (see Part III).

However, introducing automation technologies into laboratory environments is a challenging endeavor. While automation in the life sciences has flourished ever since the introduction of the first automated DNA\cite{278} and peptide synthesizers\cite{279,280}, laboratory procedures in chemistry and materials science have proven to be much more difficult to automate. In fact, the relative homogeneity of biological molecules such as nucleic acids and proteins, the universality of water as the exclusive solvent, the emphasis on detection rather than synthesis, and the need to run thousands or millions of experiments in parallel, have all driven the transition towards experimentation with highly integrated systems in the life sciences. Common chemical operations, however, lack these advantages. Historical attempts and successes have emphasized crucial aspects to consider when using automated equipment in the laboratory to ensure that the set goals are met. Sec. 2.4.1 highlights some striking historical examples of laboratory automation leading towards autonomous experimentation to date, while Sec. 2.4.2 comments on the necessary considerations to take into account when automating laboratory processes.

2.4.1 Historical overview of laboratory automation

Laboratory automation has a rich history, which can be dated back to the early efforts in mechanization and feedback control in Hellenistic technologies\cite{281}. Water clocks, force pumps, float valves and weight regulators are only a few examples of these early automated devices, which were mostly based on hydraulic, pneumatic or mechanic mechanisms. First examples more targeted for applications in chemistry laboratories were reported in the form of automatic temperature regulators by Cornelis Drebbel in the early 17th century\cite{282,283}. Centrifugal (flyball) governors were conceived in the 18th century to regulate the moving speed of laboratory components or control valves\cite{284}. James Watt adapted this technology to control steam engines\cite{285} and modifications of these devices to clock drives for telescopes and chronographs were developed by Throughton and Simms shortly after\cite{286}.
Despite their simplicity and the lack of electric control components, centrifugal governors are still in use in common laboratory environments to date. While these examples constitute automated devices which could be used in laboratory environments, the design of automated machines specifically for laboratory applications can be dated back to the late 19th century. One of the earliest mentions is an automated washing apparatus reported in 1875 which can wash a filtrate by dripping water through a piece of filter paper at a defined rate. In the early 20th century, several similar devices had been introduced for the automated measurement of carbon dioxide in flue gases to optimize combustion control. Although this apparatus was generally considered to reduce the workload of the operator, a significant amount of training and expertise was required to operate these devices, and only automated isolated steps of an experimentation process.

First end-to-end automated systems were introduced into research environments of the life sciences in the mid 1960s when Merrifield et al. reported an automated peptide synthesizer, a platform which fully automated all steps involved in the synthesis of peptides. This platform also constitutes one of the early examples of an experiment algorithmically controlled by a computer, which were more and more integrated into laboratory environments at that time. The IBM 1800 constitutes another milestone for time-shared laboratory automation systems and was used to control experiments and process collected measurement data. The system was connected to several laboratory instruments, including spectrometers, chromatographs, and interferometer, which could be used simultaneously and programmed independently. While the IBM 1800 provided automated solutions to individual experimentation steps, a more versatile reprogrammable robotic arm was introduced into the laboratory in 1984. Controlled by a 16-bit microcomputer, the arm was able to carry out various operations to move laboratory equipment, such that operators could program the arm to execute more complex experimental tasks.

The widespread introduction of automation and end-to-end robotic platforms into laboratory environments was further intensified and streamlined by the industrial sector in an effort to increase the productivity and improve quality on chemical processes. The adoption of automation has also been driven in the medicinal context and the pharmaceutical industry, where the introduction of the first automated DNA and peptide synthesis presented major breakthroughs in the field. During the last decade, fully automated systems have been reported for a diverse set of applications covering the synthesis of small organic molecules, the rapid screening of polymers, real-time monitoring of chemical reactions unraveling the kinetics of homogeneous and heterogeneous reactions, the identification of novel wide bandgap perovskites with higher
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stability and the discovery of colloidal nanocrystals, indicating that laboratory automation is now common to a large number of branches of science. More recent examples of end-to-end solutions for laboratory procedures with integrated platforms along with their advantages and shortcomings are discussed in Part III.

2.4.2 Advancing science with automated platforms

The promise of augmenting laboratory processes with automation to liberate the scientific workforce repetitive or challenging tasks and thus spark their creativity and eventually their productivity is overall appealing. Yet, automating a laboratory process is a demanding endeavor resulting in development costs which ultimately need to be measured in terms of both time investments and financial expenses. Most laboratory processes include some level of complication which poses a challenge to their automation. Often, these processes include individual steps which have not been systematically analyzed on a quantitative level and are not openly reported but instead passed down through generations of researchers as best practices. Introducing automated equipment into laboratory environments could also directly compromise the creativity and innovativeness of researchers. The perceived benefits from automation could motivate researchers to prioritize simple workflows which are more amenable to automation over more complex, manual procedures. Automating a laboratory procedure might also require adjustments to the precision, flexibility or the throughput at which experiments can be conducted. As such, scientific discovery is not immediately advanced only by using robotic hardware in the laboratory to perform tasks which could otherwise be done manually. Instead, innovation can be driven with deliberate and focused automation which enables researchers to solve a scientific question, rather than by defining a question which can be answered with automation.

Rewarding and enabling cases of laboratory automation can still target a variety of use cases. There are routine operations in chemistry laboratories, including weighing and labeling vials, which are part of many experimentation workflows. While automating these procedures will not drive innovation directly, the labor savings could still outweigh the development costs by sheer volume if these procedures are abundant to the present laboratory environment. Other applications might concern the execution of certain experiments at a large scale, for example selected chemical reactions to discover viable drug candidates. An HT system could be the key technology to upscale the experimentation process in this case, but focusing exclusively on the reaction implemented by the
system might shut down promising chemical spaces which can only be reached with other types of reactions. Frequently, the way that a human performs a procedure will not necessarily be the easiest way to perform the task in an automated fashion. Humans and robotic platforms can use different cues to collect information about an experimental procedure: humans can be sensitive to visual or auditory cues, while robotic platforms in principle can revert to electromagnetic cues. The most efficient approach to automating an existing laboratory procedure might therefore not consist in copying all human steps one by one. Instead, it could be more beneficial to rely on an automation engineer to first master the procedure itself, to then leverage the advantages and capabilities of robotic platforms to redesign the procedure from scratch, targeting the integrated implementation of an automated platform. Thus, laboratory automation can indeed eventually enable researchers to be more creative and innovative, but also only provides tools which need to be used correctly and with the appropriate purpose.
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Machine learning for quantum dynamics: deep learning of excitation energy transfer properties.

Apart from minor modifications, this chapter was originally published by the Royal Society of Chemistry as:


Reproduced from Ref. [330] with permission from the Royal Society of Chemistry.

ABSTRACT

Understanding the relation between the structure of light-harvesting systems and their excitation energy transfer properties is of fundamental importance to several clean energy technologies, including the development of next-generation photovoltaics. Natural light-harvesting in photosynthesis shows remarkable excitation energy transfer characteristics, which suggests that pigment-protein complexes could serve as blueprints for the design of nature-inspired devices. Mechanistic insights into energy transport dynamics can be gained by leveraging numerically involved propagation schemes such as the hierarchical equations of motion. Solving these equations, however, is computationally costly due to the adverse scaling with the number of pigments. Virtual high-throughput screening, which has become a powerful tool in materials discovery, is, therefore, less readily applicable to the search of novel excitonic devices. In this chapter, we propose the use of deep neural networks to bypass the computational limitations of established techniques for exploring the structure-dynamics
relation in excitonic systems. Once trained, our neural networks reduce computational costs by several orders of magnitudes. The predicted transfer times and transfer efficiencies exhibit similar or even higher accuracies than frequently used approximative methods such as the secular Redfield theory. This study, therefore, presents an example of how data-driven approaches can lower the obstacles and the cost to testing structure-dynamics hypotheses for the discovery of novel excitonic devices for light-harvesting applications.

3.1 Traditional approaches to exciton dynamics calculations

Studying excitation energy transfer (EET) has been of great interest across several fields, bridging evolutionary biology to solar cell engineering for many years. Especially natural light-harvesting in the form of photosynthesis has been the subject of intense research (see Sec. 2.1). Pigment-protein complexes in plants and cyanobacteria exhibit remarkable transport properties which facilitate highly efficient EET across long distances. Identifying the governing principles of photosynthesis and ultimately transforming them into blueprints for novel nature-inspired excitonic devices is an active research frontier. Mechanistic investigations reveal valuable insights into the microscopic details of EET. Prominent studies probe the impact of electronic coherence or non-trivial interactions between excitons and specific vibrational modes on transfer characteristics. However such investigations are challenging since they require sophisticated experimental setups, or computationally involved accurate simulations of open-quantum system dynamics. Further, there are only a few fundamentally different natural light-harvesting complexes from which alone we cannot fully resolve the complex relation between the structure of an excitonic system and its dynamics in all detail.

In order to relate the dynamics to the underlying structure, it is desirable to investigate a large number of artificially designed excitonic systems. Such approaches have been addressed recently in several theoretical works. For example, the large-scale analysis of perturbations on pigment geometries in the Fenna-Matthews-Olson (FMO) complex revealed that higher transport efficiencies tend to be realized by more compact structures.
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drawback of these empirical approaches is that they need to execute exciton dynamics calculations for a vast amount of randomly generated physically-plausible multi-chromophoric structures to collect sufficient empirical evidence. Due to the sheer number of performed dynamics simulations, such analyses quickly become computationally exhaustive, even if only the limits of physical approximations are studied with less demanding methods such as Lindblad equations. The lack of readily available approaches to probe the structure-dynamics relation for excitonic systems, therefore, poses a significant bottleneck to the development of next-generation light-harvesting devices.

Figure 3.1: Machine learning excitation energy transfer properties in open quantum systems. (A) Fenna-Matthews-Olson (FMO) pigment-protein complex with eight chlorophyll pigments in the conventional numbering scheme. Dominant energy transfer pathways from the donor pigment 8 (blue) to the acceptor pigment 3 (orange) are indicated. (B) Results for average transfer time \( t \) calculations for energy transfer in the FMO complex from the donor to the acceptor obtained from solving the hierarchical equations of motion (HEOM), the approximate secular Redfield formalism and predicted by multi-layer perceptrons (MLPs) designed in this study. We report computational costs for each method. (C) Illustration of the MLP architecture. MLPs accept Frenkel exciton Hamiltonians as input features and predict average transfer times and efficiencies. The best network architectures were obtained through Bayesian optimization. Reproduced from Ref. [330] with permission from the Royal Society of Chemistry.

We suggest to follow a new path and leverage data-driven concepts from deep learning to bypass the computational demand of established techniques to explore EET properties (see Fig. 3.1). Specifically, we train multi-layer perceptrons (MLPs), a class of fully connected feed-forward artificial neural networks to predict average exciton transfer times and overall transfer efficiencies for a set of artificial excitonic systems. The input features to the MLPs are constructed from the parameters of the corresponding Frenkel exciton Hamilto-
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For the large scale screening of parameter spaces, the dynamics of only a fraction of all systems needs to be calculated to train the MLPs. Once trained, our neural networks evaluate transfer times within just a few milliseconds and thus bypass the computational demand of established techniques for exploring EET properties, while maintaining sufficiently high prediction accuracies. We demonstrate the potential of the MLPs on various artificial datasets which were generated by uniformly sampling pigment excitation energies and inter-pigment couplings in the vicinity of the energies and couplings of a several biologically relevant complexes: the FMO complex, the light-harvesting complexes CP43, CP47, and the reaction center (RC) of photosystem II. We aim to predict average transfer times from an initially excited donor to a certain acceptor pigment. Fig. 3.1 illustrates this prediction task for the FMO complex, which serves as an energy wire bridging the chlorosome and the reaction center in the photosynthetic apparatus of green sulfur bacteria. The initial excitation is assumed to be located at the donor pigment 8 since this pigment is in the proximity of the light-harvesting chlorosome antenna. The excitation energy then needs to be transferred to the target pigment 3, which couples to the RC where photochemical reactions are triggered. In the context of EET, the latter process is typically modeled as irreversible energy trapping.

The MLP models are trained based on transfer properties obtained with the hierarchical equations of motion (HEOM) formalism, which is a non-perturbative open quantum system approach taking into account non-Markovian effects. HEOM has become one of the standard tools in the field and serves as the ground truth in this study. The accuracy of the predictions critically depends on the choice of hyperparameters, such as the number of neurons, number of hidden layers, or the learning rate, which collectively define the specific architecture of the neural network. However, the best set of these parameters is a priori unknown. We determine the most suitable architectures for our MLP models from Bayesian optimization (see Sec. 2.3) on selected hyperparameters. This procedure is well-established in the machine learning (ML) community and was shown to outperform architectures built by domain experts. We assess the quality of the MLP predictions by comparing the...
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relative error of the predicted transfer times to the relative error made by secular Redfield calculations. The latter is simple to implement and commonly used to avoid the numerical complexity of more accurate HEOM simulations. Our findings suggest that MLPs provide a computationally cheaper alternative to secular Redfield calculations at comparable or, in most of our examples, even higher accuracy. As such, data-driven approaches have the potential to substitute resource-demanding parameter evaluations and can significantly accelerate the rate at which different excitonic systems are tested, for example, in closed-loop processes for autonomous discovery. Results for the FMO complex are summarized in Fig. 3.1.

3.2 Modeling of excitation energy transfer

The energy transport in light-harvesting complexes is determined by coupled molecular pigments which are embedded in a protein scaffold. The large number of degrees of freedom in the system renders a fully quantum mechanical treatment infeasible. Therefore, the exciton transfer dynamics is typically modeled with an effective Frenkel exciton Hamiltonian. The exciton Hamiltonian for a system of \( n \) sites for the single exciton manifold reads

\[
H_{\text{system}} = \sum_{i=1}^{n} \varepsilon_i |i\rangle \langle i| + \sum_{i \neq j}^{n} V_{ij} |i\rangle \langle j|,
\]

(3.1)

where \( \varepsilon_i \) denotes the energy of the first excited state of the \( i \)-th pigment and \( V_{ij} \) denotes the Coulomb coupling between excited states at the \( i \)-th and \( j \)-th pigment. We assume that the excitonic system couples linearly to the vibrational environment of each pigment, which is modeled as a set of harmonic oscillators. The phonon mode dependent interaction strength is captured by the spectral density

\[
J_i(\omega) = \pi \sum_{k} \hbar^2 \omega_k^2 a_{k,i}^2 \delta(\omega - \omega_{h,k}).
\]

(3.2)
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Here, $d_{i,k}$ defines the coupling strength of the $k$-th phonon mode ($b^+_{i,k}$) of the $i$-th pigment with frequency $\hbar \omega_{i,k}$. In the first step of photosynthesis, energy is absorbed in the antenna pigments and subsequently transferred to the [RC] where photochemical reactions are triggered. This process can be described by energy transfer from an initially excited pigment (donor) to a target state (acceptor). We model energy trapping in the acceptor state, $|\text{acceptor}\rangle$, phenomenologically by introducing anti-Hermitian contributions in the Hamiltonian

$$\mathcal{H}_{\text{trap}} = -i\hbar \Gamma_{\text{trap}}/2|\text{acceptor}\rangle\langle\text{acceptor}|,$$  \hspace{2cm} (3.3)

where $\Gamma_{\text{trap}}$ defines the trapping rate. Similarly, we model radiative and non-radiative decays to the electronic ground state as exciton losses,

$$\mathcal{H}_{\text{loss}} = -i\hbar \Gamma_{\text{loss}}/2 \sum_i |i\rangle \langle i|.$$  \hspace{2cm} (3.4)

The rate $\Gamma_{\text{loss}}^{-1}$ defines the exciton lifetime. In this study we are interested in two different exciton propagation characteristics: the average transfer time, defined as

$$\langle t \rangle = \Gamma_{\text{trap}}/\eta \int_0^{t_{\text{max}}} dt \ t \langle\text{acceptor}| \rho(t) |\text{acceptor}\rangle,$$  \hspace{2cm} (3.5)

and the overall efficiency, defined as

$$\eta = \int_0^{t_{\text{max}}} dt \ \Gamma_{\text{trap}} \langle\text{acceptor}| \rho(t) |\text{acceptor}\rangle,$$  \hspace{2cm} (3.6)

which corresponds to the accumulated trapped population during the transfer process. For numerical evaluations, we replace the upper integration limit by $t_{\text{max}}$ which is chosen such that the total population within the pigments at time $t_{\text{max}}$ has dropped below $10^{-4}$. The exciton dynamics is expressed in terms of the reduced density matrix, $\rho(t)$, which can be computed with standard open quantum system approaches. Here, we use the [HEOM] approach which exactly accounts for the reorganization process, in which the vibrational
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coordinates rearrange to their new equilibrium position upon electronic transition from the ground to the excited potential energy surface. The major drawback of the HEOM approach is the adverse computational scaling, which arises from the need to propagate a complete hierarchy of auxiliary matrices. We employ a high-performance implementation of HEOM integrated into the QMaster software package. A computationally much cheaper formalism, the Redfield approach, can be derived with the assumption of weak couplings between the system and the bath in combination with a Markov approximation. The secular approximation simplifies the equation even further and allows us to write the dynamics in the form of a Lindblad master equation. This strategy drastically reduces the computational demand compared to exciton propagation under the HEOM, which gives rise to the popularity of the secular Redfield equations. However, secular Redfield has been shown to underestimate the transfer times in certain light-harvesting complexes.

3.3 Data-driven approach to excitation energy transfer

Several studies across various fields in recent years have demonstrated how ML models can be used to accelerate computations by several orders of magnitude at a reasonable level of accuracy. For example, formation free energies for catalyst surface chemistry were predicted with a Gaussian process (GP) kernel ridge regression methods were found to accurately predict atomization energies of small molecules, neural networks have been employed for the successful construction of various forms of transferable and non-transferable atomistic potentials, atomic convolutional neural networks accurately reproduce protein-ligand binding affinities, and MLPs were trained to predict excited state energies in the context of exciton dynamics, as well as other electronic properties of small molecules. The study of EET typically involves two steps: first, an effective Hamiltonian describing the system parameters needs to be constructed, and second, transfer properties need to be computed from this effective Hamiltonian using open quantum system approaches (see Sec. 2.1). Recently, it has been demonstrated that ML can aid in the first step, the construction of the effective Hamiltonian, by predicting excited state energies of excitonic pigments from
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In the subsequent sections, we develop a framework based on MLPs to predict EET properties of excitonic systems from an effective Hamiltonian rather than obtaining them from computationally expensive quantum dynamics calculations. In future applications, this approach could facilitate large-scale screening, such as the search for best-performing devices or studies on structure-function relationships in natural light-harvesting. MLPs have been shown to generally perform well in supervised regression problems in chemistry. Further, we choose MLPs since there is no informative relation between neighboring elements in the Frenkel exciton Hamiltonian, which could be exploited by, e.g., convolutional or recurrent neural networks, as excitonic sites can be numbered in arbitrary order. Overall, our procedure can be summarized as follows. We leverage standard open quantum system approaches to generate a database comprising of average transfer times and efficiencies for EET from a donor to a target pigment for a random set of Frenkel exciton Hamiltonians. The complete dataset is split into a training set, on which we train each MLP model, as well as a validation set for hyperparameter optimization and a test set to assess the predictive capabilities of the trained models. For training data selection, we will compare two strategies: (i) random selection of data points and (ii) selection of training data based on a principal component analysis (PCA) which allows us to identify and extract those data points covering the most information sampled in the dataset. As we show in Sec. 3.4, the latter strategy is of particular relevance if the space of transfer properties is not evenly sampled and many representatives in the training set contain redundant information. We use Bayesian optimization to identify the best architectures for our MLP models. The performance of each architecture is quantified by the average relative absolute error made when predicting transfer properties for the validation set. Finally, we run predictions on the test set to assess the ability of the optimized architectures to generalize to realizations that were neither employed for training nor validation. The source code for exciton transfer property predictions along with all trained MLP models, as well as the datasets generated in this study, are made available on GitHub.
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3.3.1 Generating the excitation energy transfer database

To demonstrate the capabilities of our ML approaches, we construct and study four datasets of randomly generated excitonic systems that are sampled around pigment-protein complexes found in natural light-harvesting. For our first dataset, we sample Hamiltonians around the FMO complex (Fig. 3.1), which frequently serves as the prototype light-harvesting complex (see Sec. 2.1). We construct three additional datasets that are motivated by the photosystem II of higher plants. For one set, we consider the eight pigments of the RC core, in which the primary step of charge separation is initiated through the electronically excited pigment ChlD1. For the other two sets, the RC core is extended by including either light-harvesting complex CP47 or CP43 of photosystem II into the excitonic system. For simplicity, we refer to the dataset inspired by the CP43+RC (CP47+RC) complex as the CP43 (CP47) dataset from hereon. For each dataset, we generated 12,000 exciton Hamiltonians by uniformly sampling excited state energies and inter-site couplings from a fixed range of values, as is summarized in Tab. 3.1.

Table 3.1: Lower and upper limits in between which excited state energies $\varepsilon$ and inter-site couplings $V$ were sampled uniformly to generate the four datasets of this study. Each dataset consists of 12000 Hamiltonians with excited state energies and inter-site couplings within the reported ranges. Note, that the labels CP43 (CP47) denote datasets which are inspired by the CP43+RC (CP47+RC) biological complexes.

<table>
<thead>
<tr>
<th>Label</th>
<th># Sites</th>
<th>$\varepsilon_{\text{low}}$ [cm$^{-1}$]</th>
<th>$\varepsilon_{\text{high}}$ [cm$^{-1}$]</th>
<th>$V_{\text{range}}$ [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>8</td>
<td>14800</td>
<td>15000</td>
<td>-50 ... 50</td>
</tr>
<tr>
<td>FMO</td>
<td>8</td>
<td>12000</td>
<td>12800</td>
<td>-100 ... 100</td>
</tr>
<tr>
<td>CP43</td>
<td>21</td>
<td>14800</td>
<td>15100</td>
<td>-60 ... 60</td>
</tr>
<tr>
<td>CP47</td>
<td>24</td>
<td>14500</td>
<td>15300</td>
<td>-100 ... 100</td>
</tr>
</tbody>
</table>

We compute exciton transfer times for all Hamiltonians in our datasets with the HEOM method, implemented in the QMaster software package, version 0.2. $J(\omega) = \frac{2\lambda}{\omega \sqrt{\omega^2 + V^2}}$ is a numerically exact method which accurately accounts for the reorganization process during which the vibrational coordinates rearrange to their new equilibrium positions upon electronic transition from the ground to the excited potential energy surface. For all Hamiltonians we assumed identical Drude-Lorentz spectral densities, to describe exciton-phonon interactions. More details on the Frenkel exciton Hamiltonian and the exci-
ton dynamics methods, as well as the definition of the transfer time and transfer efficiencies, are provided in the appendix of Ref. [330].

Figure 3.2: Distributions of exciton transfer times computed for all 12,000 generated exciton Hamiltonians for each dataset using the HEOM approach. Vertical red lines indicate the transfer time of the exciton Hamiltonian corresponding to the biological complex. In all calculations we use a trapping rate of $G_{\text{trap}}^{-1} = 1$ ps, an exciton life-times of $G_{\text{loss}}^{-1} = 0.25$ ns, and a temperature of $T = 300$ K. The parameters of the spectral density are set to $\lambda = 35 \text{cm}^{-1}$, $\nu^{-1} = 50 \text{fs}$. Reproduced from Ref. [330] with permission from the Royal Society of Chemistry.

Fig. 3.2 illustrates the transfer time distributions for all exciton Hamiltonians in each dataset. The transfer times for the Hamiltonians of the biological complexes are highlighted in every distribution. Excited states and inter-site couplings for the exciton Hamiltonians of the biological complexes are taken from literature. [11,355–357] All population dynamics simulations are initialized as a fully populated site 1, serving as a donor, while site 3 acts as the acceptor which couples to an energy sink with trapping rate $G_{\text{trap}}$. Note that the labeling of the donor and acceptor state is without loss of generality as rows and columns of the Hamiltonian can be permuted accordingly, which effectively corresponds to a relabeling of the pigments. Since excited state energies and inter-site couplings are drawn from the same distributions for all sites in one dataset we did not explicitly account for the ordering ambiguity which arises, for instance, in the case of Coulomb matrices for which matrix entries depend on the particular types of atoms to which they correspond. [370] We find large variations in the ranges of transfer times between the four datasets. The RC and CP43 datasets, both with relatively narrow ranges of excited state energies and site couplings, yield relatively short transfer times.

In contrast, we observe a broader spread in transfer times for the FMO dataset and the CP47 dataset, which is consistent with the broader range of excited state energies and site couplings that were sampled. The transfer times of the actual biological complexes lie
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close to the mode of the distributions for all four datasets. This observation suggests that natural light-harvesting systems may not be selected explicitly for extraordinary transfer properties, as they exhibit transport characteristics that are just likely to occur, even for random perturbations of the exciton Hamiltonian. We note that providing a conclusive answer goes beyond the scope of the present manuscript, but could be the subject of a future, more detailed structure-function analysis. A recent evolutionary study for the FMO complex goes along a similar direction and suggests that the FMO complex has evolved towards stability to mutations rather than a selection of specific transfer characteristics.

3.3.2 Principal component analysis for improved training data selection

We select the training sets for our MLP models following two methods for dataset splitting. In the simplest approach, we select the training set randomly from our created dataset. However, due to the nature of how we randomly sampled our Hamiltonians, the transfer characteristics are not distributed uniformly, and many representations of our Hamiltonians might be very similar and are thus expected to carry redundant information. As can be seen in Fig. 3.1, Hamiltonians yielding longer transfer time-scales are, for example, underrepresented in all four datasets. Our second approach follows a different path and implements a more sophisticated selection process. The idea is to add those Hamiltonians to our training set, which provide the most information. We perform a PCA on the 8,000 Hamiltonians containing dataset after separating 2,000 Hamiltonians each for validation and testing. We project each Hamiltonian onto a reduced space spanned by the most relevant principal components. The Hamiltonians for the training set are selected such that they are maximally separated in the reduced space. This procedure guarantees that our training set constitutes the most diverse samples.

3.3.3 Setup of the multi-layer perceptron architecture

The architectures of our MLPs are designed for the supervised learning of EET properties. All exciton Hamiltonians were reshaped into vectors and provided as input features to the
MLPs, which were used to predict exciton transfer times and transfer efficiencies simultaneously. Since the input features of neural networks need to be of fixed size, we construct separate MLPs for each dataset to treat the different dimensionalities of the exciton Hamiltonians. Details on the rescaling of the input features and predicted output, as well as on the training procedure are provided in the appendix of Ref. [330]. The 12,000 Hamiltonians of each dataset were split into three sets: a training set of up to 8,000 Hamiltonians for training MLP model instances with particular hyperparameters, a validation set of 2,000 Hamiltonians used to evaluate the MLP architecture during optimization of the hyperparameters and a test set of 2,000 Hamiltonians to probe out-of-sample prediction accuracies. All constructed MLP models were trained with stochastic gradient descent with 200 data points per batch and the Adam optimizer, until the average relative absolute error (see Eq. 3.7) on the validation set increased over three full consecutive training epochs. Neuron saturation was avoided with L2 regularization on all weights of all neurons but the output neurons.

Table 3.2: Average relative absolute error $\Delta \tau$ (see Eq. 3.7) of exciton transfer times computed with HEOM and either, predicted by the trained neural networks (with/without PCA selection) or computed with secular Redfield. For all four datasets, we show the results of the training, validation, and test set separately. Smallest errors for each dataset are printed in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>$\Delta \tau_{\text{train}}$ [%]</th>
<th>$\Delta \tau_{\text{valid}}$ [%]</th>
<th>$\Delta \tau_{\text{test}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMO</td>
<td>Network (PCA)</td>
<td>4.53</td>
<td>4.38</td>
<td>7.41</td>
</tr>
<tr>
<td></td>
<td>Network</td>
<td>10.53</td>
<td>10.75</td>
<td>11.56</td>
</tr>
<tr>
<td></td>
<td>Redfield</td>
<td>9.70</td>
<td>9.96</td>
<td>9.60</td>
</tr>
<tr>
<td>RC</td>
<td>Network (PCA)</td>
<td>2.71</td>
<td>2.73</td>
<td>3.35</td>
</tr>
<tr>
<td></td>
<td>Network</td>
<td>3.61</td>
<td>3.58</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>Redfield</td>
<td>8.62</td>
<td>8.67</td>
<td>8.60</td>
</tr>
<tr>
<td>CP43</td>
<td>Network (PCA)</td>
<td>4.42</td>
<td>4.47</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>Network</td>
<td>4.66</td>
<td>4.71</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td>Redfield</td>
<td>4.71</td>
<td>4.66</td>
<td>4.73</td>
</tr>
<tr>
<td>CP47</td>
<td>Network (PCA)</td>
<td>12.36</td>
<td>12.32</td>
<td>12.59</td>
</tr>
<tr>
<td></td>
<td>Network</td>
<td>13.36</td>
<td>13.34</td>
<td>13.59</td>
</tr>
<tr>
<td></td>
<td>Redfield</td>
<td>10.48</td>
<td>10.47</td>
<td>10.51</td>
</tr>
</tbody>
</table>

An essential component in developing accurate MLP models consists in the choice of proper values for the model hyperparameters. For this MLP framework, we consider a total of six...
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hyperparameters, such as the initial learning rate, $\nu$, for the Adam optimizer, and the
regularization parameter, $\lambda$. We also included the number of MLP layers and the number
of neurons per layer, as well as the activation functions for neurons in each layer, which
were chosen from five different options. The only exception is the last layer, for which we
always use the softplus activation function to constrain our MLP models to the prediction
of always positive transfer times and efficiencies. Lastly, we treat the number of training
points as a hyperparameter in order to study the effect of the variations in the number of
training samples on the prediction accuracy. The set of hyperparameters to be optimized and
their allowed ranges are summarized in the appendix of Ref. [330]. We employ a Bayesian
optimization algorithm,\textsuperscript{380} to scan the space of hyperparameters for the most accurate model
(see Sec. 2.3). This approach reduces the number of costly function evaluations under the
assumption that the unknown function was sampled from a GP. In contrast to gradient or
Hessian based optimization techniques, Bayesian optimization uses the information of all
previously evaluated points and can thus find a good approximation to the minimum of
non-convex functions in relatively few iterations. The model accuracy was defined as the
average relative absolute error (see Eq. 3.7) in exciton transfer times predicted by the MLP
and corresponding HEOM simulations for the validation set. All generated MLP models
were constructed and trained with the same random seed. We carried out the Bayesian
optimization of MLP hyperparameters in the Spearmint software package.\textsuperscript{377} MLP models
were generated and trained using the Tensorflow package, version 1.0.\textsuperscript{237}

\begin{equation}
\Delta \tau = \left\langle \frac{|t_{\text{HEOM}} - t_{\text{model}}|}{t_{\text{HEOM}}} \right\rangle_{\text{dataset}},
\end{equation}

3.4 Prediction of transfer times with neural networks

In the subsequent discussion, we demonstrate the capabilities of our trained MLP models
by analyzing the average relative absolute error,
between predicted exciton transfer times and the ones obtained with the numerically exact HEOM calculations. Although we restrict our discussion to transfer times, we note that similar conclusions hold for the analysis of the transfer efficiencies since both characteristics are strongly correlated. Tab. 3.2 summarizes the results for the predicted transfer times for our four generated datasets. The predictions are carried out with the Bayesian optimized MLP architectures, which show slight variations in their best-performing hyperparameters depending on the dataset at hand. However, for all datasets, the neural networks tend to prefer shallow but broad architectures comprising of only a few layers with each layer containing a larger number of neurons. More details on the procedure and results for the hyperparameter optimization can be found in the appendix of Ref. [330].

3.4.1 Prediction accuracies of trained multi-layer perceptrons

Our trained MLP models predict exciton transfer times for out-of-sample Hamiltonians at almost the same accuracy as for Hamiltonians on which MLP parameters and hyperparameters were optimized (see Tab. 3.2). This observation demonstrates the ability of our MLP models to generalize to previously unseen data and to provide accurate out-of-sample predictions. Noteworthy, there is no significant asymmetry in the distribution of the relative absolute errors for the individual Hamiltonians or the training/validation and test set (see Fig. 3.3a). Therefore, the architectures of the neural networks are well-balanced and neither in the regime of over-fitting, which would result in a large discrepancy in errors between the training and validation sets nor did we over-optimize the neural network architecture during Bayesian optimization. Overall we find a high accuracy of our predictions and small average relative errors on the test sets which are in the range between 3.35% for RC (PCA selected training set) and 13.59% for the largest considered exciton system CP47 attached to RC (randomly selected training set). The CP47 dataset exhibits the most diverse transfer properties (see Fig. 3.2), which explains the larger average relative absolute errors in the predictions when compared to the other datasets. Prediction accuracies for exciton Hamiltonians with permuted rows and columns are reported in the appendix of Ref. [330].
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find prediction accuracies similar to those achieved on the test sets for Hamiltonians with permutations not involving the source or target sites. The observed prediction errors are also consistent with the distance distributions of Frenkel exciton Hamiltonians for each of the four datasets, which indicates that MLP models generally benefit from a finer sampling of the input parameter space.

The accuracy of the predictions can be enhanced with the more sophisticated PCA selection of the training set without the need to generate additional computationally expensive data points. The level of improvement of the PCA selection over a random selection of the training set differs for the four complexes. In general, we find that MLPs can be trained to almost equal accuracy with either selection method. The highest benefit of the PCA selected training set is observed for the FMO and CP47 dataset, which are not only the most diverse ones out of our four datasets but are biased towards Hamiltonians showing fast transfer. As intuitively expected, selecting training points based on PCA is most advantageous for datasets with relatively unevenly sampled feature spaces.

Figure 3.3: (A) Normalized distributions of the average relative absolute error of predicted exciton transfer times and exciton transfer times computed with HEOM. The left (blue) side of the plots illustrates the distributions of average relative absolute errors for predictions on the training and the validation set, while the right (orange) side of the plots illustrates the errors for predictions on the test set. (B) Relative errors in exciton transfer times computed with the hierarchical equations of motion (HEOM) approach and exciton transfer times computed with the secular Redfield approach and predicted by neural networks, respectively. Displayed are relative deviations for all four datasets: the Fenna-Matthews-Olson (FMO) complex, the reaction center (RC) core, the RC with the CP43 complex, and the RC with the CP47 complex. Regions in which the absolute of deviations of neural network predicted transfer times from HEOM computed transfer times are shorter than deviations for Redfield are shaded in green. Reproduced from Ref. [330] with permission from the Royal Society of Chemistry.
3.4.2 Comparing data-driven predictions to secular Redfield results

Next, we provide a context for the observed prediction accuracies by comparing them to the errors made by the frequently employed secular Redfield method, which is derived from second-order perturbation theory in the system-bath interaction in combination with a Markov approximation. Accuracies of the transfer times for both, the secular Redfield calculations and the predictions, are evaluated according to Eq. 3.7. Here, the HEOM calculations again serve as ground truth. For the datasets inspired by the smaller exciton systems FMO and RC, the trained MLPs outperform secular Redfield, even for out-of-sample predictions, whereas for the datasets around larger systems both approaches are similarly accurate. For example, in the case of the biological exciton Hamiltonian of the FMO complex, HEOM reveals a transfer time of 7.95 ps. The trained MLP model predicts a transfer time of 7.52 ps which is slightly more accurate than secular Redfield calculations that result in 7.48 ps. Exciton transfer times obtained for all four biological complexes with all three approaches are reported in the appendix of Ref. [330]. However, while the MLP prediction takes about 5 ms, secular Redfield calculations took about 14.5 min on a single CPU. We conclude that our trained MLP predictions are competitive to secular Redfield calculations in terms of their accuracy, but (once trained) come at a significantly reduced computational cost.

Besides analyzing the accuracy in terms of averaging over all realizations in the datasets, we compare the relative errors in transfer time for secular Redfield and the MLP predictions in more detail on the level of individual Hamiltonians. Fig. 3.3 depicts scatter plots where the horizontal axes measure the accuracy of secular Redfield calculations and the vertical axes reflect the accuracy of MLP predictions for MLPs trained on the PCA selected datasets. We do not distinguish between training, validation, and test set and show the complete dataset. Almost all the Hamiltonians show a $\Delta t_{\text{Redfield}} = (t_{\text{HEOM}} - t_{\text{Redfield}}) / t_{\text{HEOM}} > 0$, which demonstrates that secular Redfield systematically underestimates transfer time scales. On the other hand, the predictions under- as well as overestimate transfer time-scales yielding
a more symmetrical distribution along the horizontal axis. For the RC (FMO) dataset, more than 95% (80%) of the Hamiltonians fall into regions marked as green, for which the neural networks provide higher accuracy than secular Redfield. For all other datasets, secular Redfield and the MLP predictions are equally likely to give better results, with about 59% (57%) of the Hamiltonians for CP43 (CP47) falling within the green shaded region. This observation is in agreement with our average relative absolute errors listed in Tab. 3.2. We did not observe any cases for which the MLPs show relative errors that significantly exceeded any of the secular Redfield ones.

3.5 Conclusion

In this study, we have outlined how ML approaches can be used to bypass computationally costly simulations of open quantum system dynamics in the context of EET. Overall we find that MLPs are capable of predicting transfer times for excitonic systems at higher or comparable accuracy than the frequently used secular Redfield approach, albeit at much lower computational costs. We conclude that MLP models are a promising alternative for extracting excitation energy transfer properties when compared to frequently used rate equation methods. The presented approach is of particular interest for large-scale analyses of the structure-transport relationship in excitonic systems. An area of great interest in excitonics is the study of the dynamics of charge dissociation at the interface present in bulk heterojunction photovoltaics. We believe a tool like this will help in the rapid screening of material properties in the mesoscale and therefore streamline the search for high-performance organic photovoltaic (OPV) systems. Once trained, evaluations of MLP models come at almost no additional cost. Our four generated MLP architectures (each optimized for one of the four datasets) predict transfer times for an aggregated set of 48,000 exciton Hamiltonians just within a few seconds, while the corresponding quantum dynamics simulations take several GPU (CPU) years for the HEOM (secular Redfield) calculations. Our trained MLP models extend well to out-of-sample predictions for exciton Hamiltonians that are close to the sampled parameter regime. Nevertheless, to employ MLPs on parameter
regimes beyond those probed in the existing database requires running computationally expensive exciton dynamics for a few thousand Hamiltonians in order to extend our training set. To avoid this bottleneck, a potential strategy could be to leverage already existing data, \textit{e.g.}, produced by a user community of existing software packages such as \textit{QMaster}. However, such data can be quite diverse. To this end, future research needs to focus on more general neural network architectures that accurately predict transfer times for flexible spectral density parameters as well as differently sized exciton systems.
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ABSTRACT

The fast and inexpensive characterization of materials properties is a crucial element to discover novel functional materials. In this work, we suggest a data-driven approach with three classes of Bayesian machine learning models to correlate electronic absorption spectra of nanoaggregates with the strength of intermolecular electronic couplings in organic conducting and semiconducting materials. As a specific model system, we consider poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS) a cornerstone material for organic electronic applications. Specifically, we study the couplings between charged dimers of closely packed poly(3,4-ethylenedioxythiophene (PEDOT) oligomers that are at the heart of the material’s unrivaled conductivity. We demonstrate that machine learning approaches can identify correlations between coupling strengths and optical absorption spectra. We also show that data-driven models can be trained to be transferable across a broad range of spectral resolutions and that the electronic couplings can be predicted from the simulated
spectra with an 88% accuracy when used as classifiers. Although the machine learning models employed in this study were trained on data generated by a multi-scale computational workflow, their demonstrated robustness suggests that they generalize well to experimental data. This study illustrates that accessible properties of a system can be used as a proxy to determine more inaccessible properties using data-driven approaches to construct empirical relations between these two properties. As such, data-driven tools can enable new routes to experimentation and materials discovery.

4.1 INDIRECT PROPERTY CHARACTERIZATIONS FOR ORGANIC ELECTRONICS

Organic materials are attractive for optoelectronic device applications, notably due to their low fabrication cost and their relative ease to produce and characterize.\textsuperscript{386} Not only can the structural properties of these materials be tuned through the functionalization of molecules,\textsuperscript{387} but they are also composed of elements which are earth-abundant. In contrast to conventional inorganic electronic materials, organic compounds provide flexibility,\textsuperscript{388} biocompatibility\textsuperscript{389} and biodegradability,\textsuperscript{390} as well as self-healing properties (see Sec. 2.1).\textsuperscript{391,392} Organic conducting and semiconducting materials hold promises for several application niches, including next-generation wearable and printed photovoltaics,\textsuperscript{393,394} fuel cells,\textsuperscript{395,396} thermoelectrics,\textsuperscript{397–400} and others,\textsuperscript{401,402} which demonstrates their critical importance to solving immediate societal challenges (see Chapter 1).

One of the fundamental challenges to the design of organic optoelectronics lies in the intrinsic structural disorder of these materials. This disorder emerges on multiple length scales starting from the conformations of single molecules and the nearest-neighbor packing to the formation of multi-molecule domains and nanocrystals. The electronic properties of organic materials are highly sensitive to the packing of composing molecules, hence dependent on the processing conditions.\textsuperscript{403} Fast optical probing of local electronic couplings can benefit both applied and fundamental research. On the one hand, such a method brings the possibility to combine continuous testing of devices with roll-to-roll device manufacturing technologies.\textsuperscript{1} On the other hand, optical characterization techniques can advance our
understanding of charge transport in organic structures. In particular, **ultraviolet-visible spectroscopy (UV/Vis)**, X-ray photoelectron spectroscopy (XPS) and Raman scattering measurements of thin films of conductive polymers can provide insights to composition and electronic structure, including the nature of charge carriers (see Chapter 11).

The microscopic structure of molecule and polymer packing is challenging to measure directly. Obtaining optical spectra, however, such as **infrared spectroscopy (IR)** absorption, Raman scattering, electronic absorption, and fluorescence is more straightforward and requires substantially less experimental effort. Both electronic and optical properties are influenced by the microscopic molecular packing. In the most straightforward qualitative picture, the proximity of two molecules yields an overlap of electronic clouds, which results in charge transfer. This proximity also leads to a Förster coupling between electronic excitations, which can be observed as changes in the lines in the electronic absorption spectra. Moreover, weak charge-transfer excitations can be developed with sufficient electronic coupling between molecules. Because both effects are caused by molecular interactions, in principle, it is possible to find a data-driven model that correlates them to enable indirect characterizations of electronic properties *via* optical measurements. The conventional computational approach involves three steps: (i) building physical models that describe both properties of interests; (ii) fitting the parameters of the models to experimental data, *e.g.*, absorption spectra; and (iii) using the fitted models to describe the other property, *e.g.*, conductivity. Such an approach might be challenging since the relations between these properties can be too complex to derive a tractable or straightforward physical model and the optical characterization of the material might not encode all relevant electronic information.

Herein, we report an alternative approach, where data-driven models substitute the aforementioned physical model. To this end, we design a multi-scale computational workflow where the first three steps – force-field calculations, molecular dynamics (MD) simulations, and quantum-based approaches – generate empirical evidence. In this work we employed **machine learning (ML)** algorithms to identify correlations between the two properties of interest, *i.e.*, the strength of intermolecular coupling and electronic absorption spectra. Then,
we used the trained\textsuperscript{ML} models as relative classifiers of the coupling strength of a given spectrum with respect to a reference coupling, which is to be defined by a scientist for the application at hand. As a model system, demonstrating the reliability of the classifier to identify structures with strong electronic couplings from their absorption spectra, we study pairs of \textsuperscript{PEDOT} oligomers. \textsuperscript{PEDOT} is one of the most technologically-developed conducting polymers. Owing to its high hole conductivity and optical transparency in a doped state\textsuperscript{407} it is widely used for transparent contacts in photovoltaic devices, touch screens, and light-emitting diodes.\textsuperscript{408} \textsuperscript{PEDOT}-based materials are frequently fabricated as a mixture with \textsuperscript{polystyrene sulfonate (PSS)} polymers, \textsuperscript{PEDOT:PSS}. In this mixture, \textsuperscript{PEDOT} oligomers transfer the charges while \textsuperscript{PSS} chains play the role of a solid electrolyte. This material becomes conductive at high concentrations of dopant.\textsuperscript{409}

Although multiple experimental studies have addressed the molecular organization of \textsuperscript{PEDOT}-based materials,\textsuperscript{404,405,407,410–416} the microscopic electronic states that lead to high conductance and the interplay between these states, optical properties, and the material structure have yet to be determined. The critical factor for practical applications of \textsuperscript{PEDOT}-based materials lies in understanding the relations between their solid-state packing and their unique electronic properties. The main obstacle to elucidating this relationship is the strong structural disorder that appears on multiple length scales and is highly sensitive to the thin film preparation procedure.\textsuperscript{407}

Hereafter, we demonstrate that our data-driven models confirm the existence of correlations between the coupling strengths and the electronic absorption spectra. We also show the robustness due to the Bayesian formulation of our \textsuperscript{ML} models (see Sec. 2.2) with respect to potential spurious statistical correlations to capture the relevant physical relations. Finally, we use the \textsuperscript{ML} models as classifiers to determine whether a given absorption spectrum relates to a coupling strength above or below an \textit{a priori} selected reference coupling strength. Such an approach has proven to be reliable and robust, reaching an average error rate of only 12\% when employing a Bayesian \textit{convolutional neural network (CNN)}. The importance of such a classifier becomes apparent in the context of the self-driving laboratories.\textsuperscript{7,8,11,17,418}
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where the goal of the experimentation process is embodied as an optimization procedure (see Part III) to identify fabrication procedures for aggregates yielding high conductivities.

4.2 Computational approaches to charge transfer studies

This section details the computational workflow designed to generate the data and to correlate electrical and optical properties using ML approaches. The workflow is depicted in Fig. 4.1. Each of the five composing steps \( i.e., \) initial structures, refinement, MD simulation, physical models, ML models in Fig. 4.1a \) are described in their corresponding subsections. Hereafter, we assume that the packing of conjugated oligomers in the solid PEDOT:PSS mixture depends on the initial preparation procedure and post-processing steps. For PEDOT:PSS, such steps are critical to achieving peak performance. It is hypothesized that solid PEDOT:PSS films consist of grains with a hydrophobic and highly conductive PEDOT-rich core and a hydrophilic insulating PSS-rich shell. This phase segregation of PEDOT and PSS occurs on a scale beyond current computational capabilities and, thus, is not captured by our model. Nonetheless, our computational workflow allows us to study the disorder within each of these grains.

**Initial structures.** To screen the orientation stability of the PEDOT:PSS complex within the grains, 100 starting structures were generated with PACKMOL. Each of the complexes consisted of one PEDOT chain with eight 3,4-ethylenedioxythiophene units \( (n = 8, \) Fig. 4.1b) carrying two positive charges, and two PSS chains consisting of three PSS units \( (m = 3, \) Fig. 4.1b) with one negative \( \text{SO}_3^- \) and two \( \text{SO}_3\text{H} \) groups per chain. In the generation of the initial structures, we constrained the \( \text{SO}_3^- \) group of the PSS chain to point towards the positive PEDOT chain. These initial structures were then optimized using a classical force field (FF) approach.

**Refinement.** The 20 energetically most stable PEDOT:PSS complexes obtained from the initial structure search were relaxed at the B97-D/6-31G(d,p) level of theory in the
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A. Overall computational workflow

<table>
<thead>
<tr>
<th>INITIAL STRUCTURES</th>
<th>REFINEMENT</th>
<th>MD SIMULATION</th>
<th>PHYSICAL MODELS</th>
<th>ML MODELS</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 GUESSES FROM PACKMOL</td>
<td>20 OPTIMIZATIONS WITH DFT</td>
<td>PARAMETRIZE THE GAFF FORCE FIELD</td>
<td>SELECT MOLECULAR DIMERS</td>
<td>2 REPRESENTATIONS OF THE SPECTRA</td>
</tr>
<tr>
<td>UFF OPTIMIZATION FOR REFINEMENTS</td>
<td>OBTAIN CHARGES FOR MD SIMULATIONS</td>
<td>10 SIMULATION BOXES RANDOMLY INIT.</td>
<td>COMPUTE J AND VIS/NIR SPECTRA (DFT, AND TD-DFT)</td>
<td>3 DIFFERENT CLASSES OF BAYESIAN MODELS</td>
</tr>
</tbody>
</table>

B. Structures

C. PEDOT:PSS blend

D. Two PEDOT pairs

E. Absorption spectra

F. State representation

G. Orbital representation

Figure 4.1: The computational pipeline used, from structure generation to correlating the electronic coupling, $J$, and electronic absorption spectra. (A) General workflow highlighting the steps and summarizing the methods involved. (B) Structures of [PEDOT] and [PSS] represented in the top and bottom panels, respectively. (C) One of the ten supercells of PEDOT:PSS blends. (D) Two distinct example pairs of PEDOT oligomers extracted from the PEDOT:PSS bulk. $J_1$ and $J_2$ denote the coupling strengths for each of the pairs. (E) Associated simulated electronic absorption spectra. (F) State, and (G) orbital representations of the monomers and dimers involved in the calculation of the coupling strength, $J$. Reproduced from Ref. [385] with permission from the American Chemical Society.

Note that the influence of the solvent was found to be negligible and that the performance of the B97-D functional on geometries has already been assessed in previous work. Single point energy calculations at the HF/6-31G(d,p)/B97-D/6-31G(d) level were performed on the 20 relaxed complexes to parameterize the charges for the MD simulations, as customary with the generalized Amber force field (GAFF).
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MD simulations. Ten MD simulations were carried out on PEDOT:PSS model systems in periodic cubic boxes of size $61.32\,\text{Å} \times 61.32\,\text{Å} \times 61.32\,\text{Å}$ for a density of ca. 1.4 g/cm$^3$, with the LAMMPS software package.\footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations} The GAFF was chosen to describe the systems. PEDOT oligomers with eight repeat units ($n = 8$, Fig. 4.1b) and a $+2$ charge were considered, while the PSS atactic chains consisted of 20 repeat units ($m = 20$, Fig. 4.1b), with four deprotonated units randomly distributed in the sequence of each chain. Note that the PSS chain length was increased from $m = 3$ to $m = 20$ to better represent experimental blends. Additional details can be found in the appendix of Ref. \footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations}.

Physical models to compute $J$, and simulate the electronic absorption spectra. For two interacting PEDOT monomers, denoted $A$ and $B$ from hereon, the strength of the charge transfer integral, $J$, can be determined in several ways.\footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations} Bi-polaron charge transport models have previously been discussed in the case of PEDOT systems.\footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations} For the sake of simplicity, we assume a single-polaron transport model. Nonetheless, the ML models used for the prediction of electronic couplings are agnostic to the type of transport and will learn correlations between $J$ and electronic absorption spectra independently of the type of the charge transport model. To calculate the coupling $J$, we used the framework of a tight-binding formalism\footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations} as well as a Kohn-Sham orbital based method.\footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations} In both cases, orbital energies were obtained at the B3LYP/def2-SV(P) level of theory. The choice of basis set and functional balances computational cost and accuracy. Detailed results on the performance of the def2-SV(P) results can be found in the appendix of Ref. \footnote{Note: average size of the different boxes for the duration of the constant-pressure simulations}.

The nearest-neighbor PEDOT dimers were extracted across the ten simulation boxes. Any pair of PEDOT molecules having at least two heavy (i.e., non-hydrogen) atoms at a distance closer than 4 Å is selected. The cutoff distance was taken to be comparable to the sum of the van der Waals radii of these heavy atoms. This procedure lead to the selection of 1,420 PEDOT pairs, ulteriorly used to model the strength of the charge transfer, and to simulate the electronic absorption spectra.
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The tight-binding formalism is based on the change of orbital energies when going from isolated monomers to dimer systems.\(^\text{138}\)

\[
J = \sqrt{\left(\Delta \varepsilon^{H,L}_{\text{AB}},+5\right)^2 - \frac{1}{4} \left[ \left( \varepsilon^H_{\text{A}},+3 + \varepsilon^H_{\text{B}},+2 \right) - \left( \varepsilon^H_{\text{A}},+2 + \varepsilon^H_{\text{B}},+3 \right) \right]^2},
\]

(4.1)

where \(\Delta \varepsilon^{H,L}_{\text{AB}},+5\) is the splitting between the HOMO and the HOMO-1 level of the dimer AB with the charge \(q = +5\), and \(\varepsilon^H_i,+,q\) denotes the HOMO energy of monomer \(i\), carrying charge \(+q\). Note that the correction due to the offset between the HOMOs of the monomers is negligible; hence, \(J\) is mostly governed by the splitting \(\Delta \varepsilon^{H,H-1}_{\text{AB}},+5\). This formalism considers frontier orbitals assuming that only the highest occupied orbitals are hybridized due to the electronic coupling between the oligomers (see Fig. 4.1f,g). Both the presence of non-equilibrated charges and non-zero spin increases the complexity of the model. Nonetheless, our interpretation of Eq. 4.1 is a lower estimate for the electronic coupling between the oligomers. Note that this model can also be used to describe bi-polaron transport.

The second approach to calculating charge transfer integrals uses the Kohn-Sham orbitals of isolated monomers as well as the Fock matrix and the overlap matrix of the dimer systems.\(^\text{426,432}\)

\[
J_{\text{AB}} = \frac{F_{\text{AB}} - \frac{1}{2} (F_{\text{AA}} + F_{\text{BB}}) S_{\text{AB}}}{1 - S_{\text{AB}}^2}.
\]

(4.2)

The matrix elements \(F_{\text{AB}} = \langle A| F_{\text{dimer}} | B \rangle\) and \(S_{\text{AB}} = \langle A| S_{\text{dimer}} | B \rangle\) are calculated using the Fock and overlap matrices of a molecular dimer system with a charge of +4. The states \(|A\rangle\) and \(|B\rangle\) are the highest occupied molecular orbitals of the doubly positively charged monomers. The electronic absorption spectra of the 1,420 PEDOT pairs were simulated using the computed TD-CAM-B3LYP/def2-SV(P) transitions in the gas phase. Note that for the simulation of the spectra, the influence of solvation was found to be negligible. We employed a Lorentzian broadening to the time dependent density functional theory (TD-DFT) transitions. This translates the discrete oscillator strengths, \(f\), and transition energies, \(\omega\), to continuous spectra to resemble experimental outcomes. The broadening was chosen to be 50 meV.\(^\text{139}\)
Some insights about correlations between electronic absorption spectra and intermolecular charge transfer can be obtained only for the case when the coupling is weak. A completely relaxed doubly charged oligomer composed of eight to ten units would have a strong electronic transition at about $0.9 - 1.0 \text{eV}$

This transition is predominately composed of HOMO and LUMO orbitals. For an oligomer with an odd number of charges, additional HOMO-1 $\rightarrow$ HOMO transitions appear at lower frequencies of ca. $0.5 \text{eV}$. The low-frequency part of the spectra of dimers without the interaction should thus be composed of three lines – a low-frequency, weak transition, and a strong doublet. Electronic and excitonic interactions between the molecules further modulate the spectra. Specifically, weak charge transfer transitions should appear at the low-frequency tail of the spectra. The intensities of these transitions should be sensitive to the coupling strength, while their frequencies should be more stable as determined by the alignment of the molecular energy levels. However, this intuitive picture fails for intermediate and strong intermolecular couplings. In the latter case, the intramolecular states hybridize, which in turn leads to a realignment of the energy levels and a redistribution of the oscillator strengths among multiple transitions. An advantage of our ML approach is that it allows capturing correlations between the electronic interaction and optical spectra independently of the coupling regime.

ML MODELS TO IDENTIFY CORRELATIONS BETWEEN ELECTRONIC ABSORPTION SPECTRA AND COUPLING STRENGTHS. Correlations between electronic absorption spectra and coupling strengths were identified with ML models at different levels of complexity. To mimic experimental conditions, we encoded the Lorentzian broadened absorption spectra based on their intensities at specific frequencies, using a $1 \text{meV}$ binning on the considered frequency domain ($0.5 \text{eV}$ to $1.5 \text{eV}$). A total of 170 (11.97\%) of the 1,420 spectra-coupling pairs were randomly selected to construct a test set. The remaining 1,250 (88.03\%) of the dataset were used for ten-fold cross-validation. The size of the dataset motivates the use of Bayesian models for the robust and transferable identification of relevant physical correlations.

Specifically, we employed three different classes of Bayesian models (see Fig. 4.2): (i)
Bayesian linear regression models assume a linear dependence of coupling strengths on electronic spectra and thus present the simplest approximation; (ii) Bayesian multi-layer perceptrons (MLPs) are Bayesian generalizations of conventional deterministic MLPs with similar flexibility to model non-linear relations while retaining the robustness to overfitting of Bayesian methods; and (iii) Bayesian one-dimensional CNNs are special cases of MLPs which have the potential to efficiently exploit spatial correlations in the presented features due to their sparse nature. All models were set up to predict coupling strengths directly from the intensities of the associated absorption spectra at different frequencies. Additionally, we constructed Bayesian MLPs which are trained on a compressed representation of the electronic absorption spectra obtained from principal component analysis (PCA). All models were trained based on an early-stopping criterion. Hyperparameters for all four models are optimized in a random grid search, and the details are provided in the appendix of Ref. [385].

ML MODELS AS RELATIVE CLASSIFIERS.

The aforementioned ML models trained for predicting absolute values of coupling strengths from electronic absorption spectra can be used to classify the conductivity associated with the electronic absorption spectra of the materials. Instead of asking for the absolute value of the coupling strength, the model provides an estimate for whether the considered coupling is above or below a reference. This reference is a hyperparameter defined by a scientist as a threshold for high and low values of $J$. 
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Figure 4.2: Schematic representation of (A) the data processing and (B) the three classes of ML models, depicting Bayesian linear regression models, Bayesian multi-layer perceptrons (MLPs), and Bayesian one-dimensional convolutional neural networks (CNN). Note that the MLPs are trained either on the raw intensities (blue array) or on the compressed representation after a principle component analysis (green array). Reproduced from Ref. [385] with permission from the American Chemical Society.
4.3 Results and discussion

We begin by discussing the performance of the ML models to identify correlations and to predict absolute values of coupling strengths from electronic absorption spectra. Fig. 4.3 illustrates the accuracies of all four models to predict coupling strengths computed from the tight-binding formalism with all four models after full hyperparameter optimizations. We proceed by detailing the tests designed to assess the performance of the ML models to capture relevant physical correlations. We continue our discussion with the results obtained when the ML models are used as relative classifiers, where associated error rates are reported in Fig. 4.4. We also highlight the practicality of such an approach in autonomous discovery applications with self-driving laboratories. Finally, we discuss the robustness of our ML models upon variations of the peak broadening. Fig. 4.5 illustrates the performance of our ML models at different broadenings.

4.3.1 Correlations between electronic spectra and coupling strengths

All constructed ML models predict coupling strengths at positive coefficients of determination ($r^2$), which indicates that the coupling strengths indeed correlate with the electronic absorption spectra of the PEDOT dimers and that the models are capable of identifying this
correlation. Bayesian CNNs provide the most accurate predictions based on all computed comparative metrics ($r^2 = 0.313$, RMSD = 0.107 eV, MAD = 0.082 eV) and Bayesian linear regression yields the least accurate predictions ($r^2 = 0.163$, RMSD = 0.118 eV, MAD = 0.092 eV). We further observe an improved prediction accuracy when compressing the electronic absorption spectra via PCA for the Bayesian MLP models.

Despite the relatively small size of the dataset, we found that the studied ML models, most notably the Bayesian CNN, present an efficient approach to identifying the physically relevant correlations. Estimates of the sampling efficiency of the Bayesian CNN model suggest that it can be trained to reach similar prediction accuracies with only 850 instead of 1,250 training points. No significant improvement in the prediction accuracy is observed when increasing the size of the training set beyond 850 examples. This observation, in conjunction with the generalization of the models observed for the test set predictions, indicates that the Bayesian CNN exploits all identifiable correlations to their full extent.

To ensure that our ML models did not capture spurious correlations that could arise from the methods and formalisms employed to compute the electronic absorption spectra and model the coupling strengths, we tested for the nature of the identified correlations by training the Bayesian CNNs to predict couplings strengths obtained with the Kohn-Sham orbital formalism from the same electronic absorption spectra. The trained Bayesian CNNs achieve prediction accuracies of $r^2 = 0.264$ on the same test set. We also constructed a hybrid dataset, where half of the couplings are randomly chosen from the tight-binding formalism and the other half from the Kohn-Sham orbital formalism. Again, the trained Bayesian CNNs achieve prediction accuracies of $r^2 = 0.280$ indicating that the presented ML models do not capture potential spurious statistical correlations but extract the relevant physical correlations.

### 4.3.2 Machine learning models as relative classifiers

The practicality of the presented ML models becomes apparent when weakening the requirement of accurate absolute predictions of the coupling strengths to accurate relative
predictions, which are of interest in discovery applications. Rather than requesting an estimate for the precise numeric value of the coupling strength, the trained model is used to determine if a given absorption spectrum relates to a coupling strength above or below an a priori selected reference. For such scenarios, the prediction accuracy of the model can be assessed by treating it as a binary classifier to determine true positive and true negative rates for different reference coupling strengths. We assess the prediction accuracies of such relative classifiers by estimating the probability of the model to make a correct prediction, i.e., predicting the coupling to be above the reference when it is above or predicting the coupling to be below the reference when it is below (see Fig. 4.4). These probabilities are estimated for different reference coupling strengths, spanning the entire range of coupling strengths computed with the tight-binding formalism.

![Figure 4.4](image.png)

**Figure 4.4**: Probabilities to make correct predictions for $J$ regarding the order with respect to another reference $J$ (left panel) vs. making incorrect predictions (right panel). Reproduced from Ref. [385] with permission from the American Chemical Society.

Fig. 4.4 illustrates the error rates, i.e., wrongly predicting a coupling strength to be above or below the considered reference coupling strength, for the trained ML models along with two naïve models for comparison. The most naïve model draws random samples from a uniform distribution to predict the coupling strength for a given electronic absorption spectrum (model-1, depicted in light grey in Fig. 4.4). A slightly more sophisticated naïve model predicts by drawing random samples from the distribution of coupling strengths (model-2, depicted in dark grey in Fig. 4.4). We find that the error rates for the two naïve models
yield the most substantial error rates: 31.9% and 20.2%. Bayesian linear regression scored an average error rate of 19.0%, which, despite its simplicity, already provides an advantage over naïve models and captures some of the relevant correlations in the dataset. The lowest error rate is observed for the Bayesian CNN with a 12.6% average error for coupling strengths chosen within the range of smallest and largest computed coupling strengths. Additionally, it is noted that the Bayesian CNNs never exceeds an error of 38% for any chosen reference coupling. If the focus of the discovery process is to identify fabrication procedures and post-processing steps leading to large coupling strengths (above 0.6eV), the Bayesian CNN yields error rates of less than 10%. We suggest that the trained ML models can be applied to classify the coupling strengths with respect to a reference coupling strength with reasonable confidence.

4.3.3 Robustness of the machine learning models

Finally, we estimate the dependence of the model performances on the particular choice of the peak broadening. While we demonstrated that for one particular choice, the trained ML models are indeed capable of identifying the relevant correlations between the electronic absorption spectra and the coupling strengths, experimentally obtained electronic absorption spectra might be noisy and feature peaks at slightly varying broadenings. The robustness of the model predictions for different broadenings is tested by predicting coupling strengths from electronic absorption spectra at different broadenings, ranging from 5 meV to 1,000 meV. Note that while a 10 meV broadening is too small for a room temperature measurement, a 200 meV broadening would correspond to an unphysically fast dephasing rate. Fig. 4.5 summarizes the coefficients of determination for predictions of coupling strengths from electronic absorption spectra generated at different broadenings.

We find that the prediction accuracies of the Bayesian linear regression model are mostly insensitive to the particular broadening value (yellow trace). We only observe degradations in the predictive power for very small broadenings below 10 meV and very large broadenings above 200 meV. Bayesian MLPs (turquoise trace) show faster degradations in their predic-
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Figure 4.5: Prediction accuracies measured with $r^2$ coefficients for all models when predicting couplings from spectra at different broadenings. All three models depicted have been trained on a spectra at a 50 meV broadening (dashed vertical line). The regime ranging from 10 meV to 200 meV (highlighted in white) corresponds to the expected experimental resolution: while a 10 meV broadening is too small for a room temperature measurement, a 200 meV broadening corresponds to an unphysically fast dephasing rate. Note that the horizontal axis, Broadening [meV], is not linear. Reproduced from Ref. [385] with permission from the American Chemical Society.

4.3.4 Associating machine learning models with experimental studies

A long-standing goal of experimental materials characterization of organic optoelectronic materials is a map of how electronic properties are distributed in space as a result of different instantaneous molecular configurations. Scanning probe[10][11] and super-resolution optical measurements[12] can provide readouts of electronic properties on length scales below the diffraction limit. Simultaneously, single-particle measurements[13][14][15] can provide a bottom-up understanding of how optoelectronic properties evolve from molecular precursors. For conductive polymers like PEDOT:PSS, single-particle measurements have been particularly difficult to employ due to the lack of emission in these materials caused by rapid quench-
Simultaneously, single-particle measurements have tremendous spectroscopic utility due to reduced inhomogeneous broadening. Use of high quality-factor optical microresonators as the readout for ultrasensitive photothermal spectroscopy has allowed the first single-particle optical measurements to be performed on PEDOT:PSS even down to a single or a small number of polymer strands. This study provided an experimental bound for the line broadening used in the above simulations. More recently, optical microresonator spectroscopy has been used to show how annealing processing act on single PEDOT:PSS polymer particles. A means of directly connecting spectral measurements on single PEDOT:PSS polymer strands and particles to electronic couplings would significantly amplify the information content of these experiments.

4.4 Conclusion

Our findings suggest that data-driven models can identify physical property-property correlations between the measurable electronic absorption spectra and the strength of intermolecular electronic couplings in organic electronics, which in turn determine the charge transport. While the presented models provide coupling strength estimates with limited accuracy, relative estimates with respect to reference coupling strengths show promising error rates. Using the trained Bayesian CNN model to classify given electronic absorption spectra above or below an \textit{a priori} selected reference coupling strength displays an error rate of only 12.6\%, and as low as 10\% at high coupling regime. With such a promising error rate, we suggest using the trained models as classifiers to evaluate the performance of fabrication procedures and post-processing steps. Further investigations towards the construction of reliable and transferable ML models, notably the usage of ensemble methods such as AdaBoost, or mixture density networks, might allow for more detailed insights into the relation between couplings and electronic absorption spectra. Another important venue for improvement of our approach is the incorporation of features, such as structural information, which would introduce the notion of similarity between complexes. We believe that the combination of the developed strategies with spectroscopy techniques and its integration with
autonomous experimentation has the potential to enhance characterization and accelerate the optimization of organic materials. This study demonstrates that data-driven approaches enable the successful identification and quantification of proxy measurements, which has the potential to transform conventional experimentation strategies to promote scientific discovery. As experimental techniques for providing optical readouts improve in sensitivity, spatial resolution, and access to different spectral features, growth in theoretical treatments will allow one to draw deeper connections between these measurements and the underlying molecular structure. We also envision the use of spectroscopic methods to measure spectra of nanoaggregates with high-finesse toroidal optical cavities.
How machine learning can assist the interpretation of ab initio molecular dynamics simulations and conceptual understanding of chemistry

Apart from minor modifications, this chapter was originally published by the Royal Society of Chemistry as:


Reproduced from Ref. [72] with permission from the Royal Society of Chemistry.

**Abstract**

Molecular dynamics simulations are often critical to the understanding of mechanisms, rates, and yields of chemical reactions, where experimental approaches cannot resolve the required length- or time-scales. However, one challenge to the deployment of molecular dynamics simulations is the in-depth analysis of large amounts of generated data, and the extraction of valuable insights to foster scientific understanding. In the present study, we suggest to employ emerging machine learning analysis tools to extract relevant information from simulation data without *a priori* knowledge. We demonstrate this approach on calculations of time-scales of the thermally activated decomposition of 1,2-dioxetane, which we estimate from *ab initio* molecular dynamics simulations and predict with machine learning models. Dissociation times predicted by the trained machine learning models are in good agreement.
with the \textit{ab initio} estimates. With this agreement, we analyze the trained models in detail and use them to probe the influence of specific thermal activations on the dissociation. We find that the trained models evidence empirical rules that are, today, part of the common knowledge in chemistry. This study, therefore, constitutes a step towards opening the way for conceptual breakthroughs in chemistry where machine analysis would provide a source of inspiration to humans.

5.1 \textsc{Thermally activated chemiluminescence}

Computer simulations are a key complement to laboratory experiments for scientific discovery, especially when experiments are time-consuming, resource-demanding, or technically challenging (see Sec. 1.2). Simulations can provide insights into molecular processes that are inaccessible experimentally. For example, \textbf{molecular dynamics (MD)} simulations are essential to understanding the mechanisms, rates and yields of chemical reactions by studying the time evolution of matter at the atomic level. \textit{Ab initio} \textbf{MD} allows us to compute the time evolution of a many-particle system at discrete time steps and propagate the system \textit{via} sophisticated integration methods. At each time step, the energies and forces exerted on the nuclei are calculated on-the-fly from the output of an electronic structure method. With the growing complexity of commonly studied chemical systems and the increasing demand for improved accuracy, the resource requirements for \textbf{MD} simulations steadily increase. Typical time and length scales that are accessible with \textit{ab initio} \textbf{MD} range from hundreds of femtoseconds to tens of picoseconds for systems consisting of tens to a few hundreds of atoms. As simulations grow in complexity, their practicality for guiding and understanding molecular systems on the atomic level may become obscured. Simple lessons are easily lost among gigabytes or terabytes of data. In the present work, we propose to use data-driven methods to streamline the analysis of \textbf{MD} simulations and enhance their interpretability. Ultimately, we hope to see machines and artificial agents providing a source of inspiration to human researchers to conceptualize scientific findings and elaborate novel insights in chemistry, thus aiding in the hypothesizing step of the scientific method (see Sec. 1.1). This fundamental
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challenge has been recognized as one of the six open questions for the simulation of matter in the 21st century, and the work presented in this chapter demonstrates a step towards achieving this goal.

We choose to study the timescale of the thermally activated chemiluminescent decomposition of 1,2-dioxetane as a test application (see Fig. 5.1a). Chemiluminescence describes the emission of light as a result of a chemical reaction. This process is called bioluminescence when occurring in living organisms, as it is the case in the example of the firefly. Chemiluminescence, bioluminescence, and approaches to study these processes computationally have recently been reviewed in detail. Both phenomena are increasingly used in biological and chemical analysis methods across several fields such as DNA sequencing, immunoassays as an alternative to radioactive isotopes and as a sensitive probe for mechanical stimulations. Yet, the applicability of chemiluminescence as an analytic tool is limited by the light emission efficiency, i.e., the chemiluminescence yield. The smallest compound with known chemiluminescent properties is 1,2-dioxetane. Upon thermal activation, it decomposes into two formaldehyde molecules in a two-step process: (i) first, the oxygen-oxygen bond breaks to form a biradical, and (ii) then the carbon-carbon bond dissociates (see Fig. 5.1a). Non-adiabatic transitions from the electronic ground state to electronic excited states during the decomposition reaction lead to chemicexcitation. The resulting electronic excited states can relax back to the electronic ground state by emitting light in the form of photons. Previous ab initio simulations on methyl-substituted dioxetane molecules suggest that the dissociation timescale determines the chemicexcitation yield. The longer the molecule stays in an entropic trap before dissociating, the higher the chemicexcitation yield. Estimating and understanding the dissociation times of dioxetanes are thus essential for rationalizing chemiluminescence yields measured experimentally, which is a critical challenge to the design of more efficient chemiluminescent compounds. However, it is a priori unclear which molecular modifications would eventually result in substantial increases in the dissociation time. Testing possible hypotheses with ab initio methods is an arduous process due to the computational demand and can easily exceed
available computing resources.

![Figure 5.1: Thermally activated dissociation of the 1,2-dioxetane molecule. (A) Dark and chemiluminescent dissociation reactions. (B) Schematic representation of the relevant normal modes. Normal mode 1 corresponds mainly to the OCCO dihedral angle while normal mode 7 corresponds mainly to the HCCH dihedral angles.](image)

In the present work, we illustrate how machine learning (ML) models can be used to approach this task. Specifically, we employ Bayesian neural networks (BNNs), which are trained to predict the dissociation times of 1,2-dioxetane from either only initial nuclear positions or initial nuclear positions and momenta. We demonstrate that the trained BNNs can spark scientific insights in two different ways: (i) by rapidly testing already formulated hypotheses, and (ii) by autonomously identifying and highlighting relevant physical correlations. We apply both approaches to the unmethylated and tetramethylated dioxetanes, the latter presenting longer dissociation timescales and thus higher chemiexcitation yields. Despite the limited size of the dataset, consisting of 250 trajectories simulating only 250 fs at time steps of 0.24 fs, the trained models achieve high prediction accuracies. This observation by itself presents an advancement over prior studies where datasets comprised orders of magnitude more data points. More importantly, we illustrate how the ML models themselves and the changes they have undergone during training can be interpreted to inspire physical insights. We further use the trained BNNs to predict dissociation times of vibrationally excited states of the unsubstituted 1,2-dioxetane. A detailed understanding of the effect of specific nuclear distortions, which could be modulated via chemical modifications, enables opportunities for targeted molecular design. Aiming at gaining physical insights, we demonstrate that training BNNs to reproduce the dissociation times of 1,2-dioxetane with high accuracy structures the BNNs such that they can evidence chemical rules which
connect nuclear positions (and velocities) with the associated physical dissociation times.

Many efforts have recently been devoted to the construction of efficient ML models which learn and predict potential energy surfaces orders of magnitudes faster than electronic structure calculations, in an attempt to reduce the computational cost of MD simulations. For example, ML models have been used to reproduce energies at the level of hybrid density-functional theory from lower-level calculations and molecular descriptors or directly from the Cartesian coordinates and the nuclear charges. The present work targets a higher level of abstraction and proposes to use ML models to directly predict a specific outcome of the MD simulation, thus bypassing the construction of potential energy surfaces and avoiding the computation of the time evolution of the studied system. However, we focus neither on reducing the computational cost of electronic structure calculations in ab initio MD simulations, nor on describing chemiluminescent or bioluminescent reactions with the best possible quantitative accuracy. Instead, we train ML models on already simulated trajectories of a given chemical reaction and, at a pre-defined level of theory, interpret and conceptualize physical insights into the studied reaction via the trained ML models. The strategies that we outline in this work to interpret MD simulations are agnostic to model-specific information and are thus expected to generalize to other model systems.

5.2 Data-driven chemiluminescence

We proceed by detailing the individual steps of our approach to provoking physical insights from MD simulations using data-driven strategies. We will first detail the ab initio MD simulations from which we generated the dissociation trajectories and then outline how BNN were trained to reproduce the dissociation times of dioxetane.
We set up the *ab initio* MD simulations similarly to previously published works. The electronic structure of dioxetane was modeled with the complete active space self-consistent field (CASSCF) method, where we average over the four lowest energy singlet states equally. The chosen active space consisted of 12 electrons and ten orbitals: the four $\sigma$ and four $\sigma^*$ orbitals of the four-membered ring, plus the two oxygen lone-pair orbitals perpendicular to the ring. We used the ANO-RCC basis set with polarized triple-zeta contraction. The system is propagated in time according to Born-Oppenheimer dynamics with a time step of $10\text{au}$ ($\sim 0.24\text{fs}$) and taking into account all nuclear coordinates. Only the electronic ground state is included in the simulations, and non-adiabatic transitions to electronic excited states are not allowed. The implementation of this approach is provided in the OpenMolcas package. Individual trajectories are initialized and propagated from the transition state for the oxygen-oxygen bond breaking (see Fig. 5.1), which controls the overall reaction rate. As suggested in previous theoretical studies of post-transition state dynamics, we add a small amount of kinetic energy, $1\text{kcal/mol}$, towards the biradical region where the oxygen-oxygen bond is broken. Initial positions and momenta for the 250 trajectories along all normal modes were sampled from a Wigner distribution using the Newton-X package to reproduce the vibrational ground state. The normal modes were calculated at the transition state using the electronic structure method mentioned above. Dissociation is considered to occur when the carbon-carbon bond length exceeds $2.4\text{Å}$, which amounts to two times the van der Waals radius of a carbon atom. Choosing a slightly smaller or larger value for the bond length dissociation threshold has been shown to not change any relative comparisons, nor the findings regarding the entropic trap and the effect of the singlet excited states.
5.2 Machine learning predictions

We estimate dissociation times of dioxetane with two probabilistic models implemented as feedforward fully connected Bayesian neural networks (BNNs). Conventional neural networks are constructed as a set of nodes with connections between them (see Fig. 5.2). Each neuron in a conventional neural network is characterized by a weight, \( w \), a bias, \( b \), and an activation function, \( f_{\text{act}} \). For a given input, \( x \), a single neuron performs the operation

\[
y = f_{\text{act}}(wx + b),
\]  

(5.1)

where \( y \) denotes the output of the neuron. The architecture of a neural network is defined by a set of hyperparameters which determine, for instance, the number of layers, the number of neurons per layer and the activation function of the neurons. In the case of BNNs, both weights, \( w \), and biases, \( b \), are modeled as random variables and sampled from probability distributions which are conditioned either on model parameters in preceding layers or the input parameters (see Fig. 5.2a). The BNN therefore models an output distribution which can be adapted to resemble a desired distribution of targets by adjusting the distributions of weights and biases for each individual neuron via Bayesian inference (see Sec. 2.2.2). As such, BNNs propagate information based on entire parameter distributions as opposed to conventional neural networks which compute a target based on single valued parameters (see Fig. 5.2b). BNNs thus can retain the flexibility of conventional neural networks but provide a more robust framework for the identification of relevant correlations between inputs and outputs, especially for small and medium sized datasets.

We construct two different BNN models for different sets of input features. The first model, hereafter noted bnn1, uses only the initial nuclear geometry of the molecule. The second model, hereafter noted bnn2, also uses the initial nuclear velocities in addition to the geometry. The nuclear geometries and velocities are encoded in normal mode coordinates to account for translational and rotational invariances. The normal modes on which coordinates were projected are calculated for the transition state structure, as indicated above. For the
Figure 5.2: Illustration of a Bayesian Neural Network (BNN). (A): A Bayesian neuron defines a mathematical operation based on an activation function, a distribution of weights $w$ and a distribution of biases $b$ intrinsic to the neuron. Every input $x$ is processed by sampling one instance of weights and biases from the distributions and applying the activation function. (B) A BNN consists of a set of interconnected Bayesian neurons. The neurons in the network are organized in layers and can differ in their activation functions, their weight distributions, and their bias distributions. The two models constructed in the present work use different sets of input features. The first model, hereafter noted $bnn_1$, uses only the initial nuclear geometry of the molecule. The second model, hereafter noted $bnn_2$, also uses the initial nuclear velocities in addition to the geometry. The nuclear geometry and velocities are given in normal mode coordinates to account for translational and rotational invariances (see main text). For the unmethylated dioxetane molecule consisting of 8 atoms, $bnn_1$ has, therefore, 18 input features, while $bnn_2$ has 36 input features. For the tetramethylated dioxetane molecule consisting of 20 atoms, $bnn_1$ ($bnn_2$) has 54 (108) input features.

Datasets to train the BNN models were extracted from the *ab initio* MD simulations by sampling every fifth frame up to successful dissociation along each of the 250 trajectories, amounting to a total of 11,650 selected frames and their corresponding dissociation times. We split the total dataset into a training set (80\%, 9,320 frames), a validation set (10\%, 1,165 frames) and a test set (10\%, 1,165 frames). Test data were selected as random samples from the entire set and were not used for any part of the training procedure other than for reporting the out-of-sample prediction accuracy after all BNN models had been trained. An informative and diverse training set was assembled from the remaining 90\% of the dataset via principal component analysis (PCA) similar to the training set selection in Chapter 3\[^{[183]}\]. We selected the frames for the training set, which are maximally separated in the reduced PCA space spanned by the most contributing principal components. This protocol has shown to improve prediction accuracies in the context of excitation transfer property predictions.\[^{[80]}\] The frames, which were not selected with this protocol, were used as the validation set.

The BNN models for the present study were implemented in the probabilistic programming
library Edward and model parameters were updated via variational inference using the ADAM optimization algorithm. We parameterized the distributions of weights and biases as Laplace distributions. This choice is made in order to construct interpretable models. While the training set is used to optimize the model parameters, \( w \) and \( b \), of a BNN model of a given architecture, the validation set serves as a benchmark to determine the best performing architecture. For both bnn1 and bnn2, we conducted extensive hyperparameter searches to determine the best performing BNN models. The most accurate BNN model was selected as the model with the lowest prediction error on the validation set. For both bnn1 and bnn2, we conducted extensive hyperparameter searches to determine the best performing BNN models. The most accurate BNN model was selected as the model with the lowest prediction error on the validation set. Details on the implementation of the BNN models and the hyperparameter optimization including the scanned hyperparameters and obtained performances of different BNN architectures, are reported in the supporting information of Ref. Despite different numbers of input features, we found that the best performing hyperparameters for bnn1 and bnn2 were mostly similar. Both BNN models were trained to learn the dissociation time of 1,2-dioxetane and tetramethyl-1,2-dioxetane from only geometries (and velocities) without additional a priori knowledge about the dynamics of the chemical reaction of interest.

5.3 Deriving mechanistic insights from data-driven findings

In the following, we use the trained ML models to study the mechanism of the dissociative reaction of 1,2-dioxetane. The BNNs trained on the unmethylated dioxetane molecule is analyzed in detail. Unless stated otherwise, results are reported for this compound, and not the tetramethylated variant. We begin our analysis by validating that the trained BNNs are indeed capable of predicting dissociation times within reasonable accuracy. Then, we proceed with analyzing the architecture of the trained BNNs models to identify nuclear coordinates relevant to the dissociation timescale. Finally, we use the BNNs to predict dissociation times for vibrational excitations to test hypotheses about physical correlations.
5.3.1 Validation of the dissociation time predictions

First, we present the comparison of the carbon-carbon bond dissociation times obtained from the \textit{ab initio} \textit{MD} simulations with the dissociation times predicted by the bnn1 and bnn2 models. Results for these comparisons are illustrated in Fig. 5.3. Uncertainties in the predicted dissociation times were quantified \textit{via} the standard deviations of the predicted dissociation time distributions. We find that BNNs can predict dissociation times with high accuracies, despite the medium-sized dataset used for training (see Sec. 5.2.2). A detailed analysis of the sampling efficiency, \textit{i.e.}, the achieved performance for different training set sizes is reported in the appendix of Ref. \textsuperscript{[72]}. We find that the prediction accuracy is improved when supplementing the molecular geometry with the velocities of the atoms (see Fig. 5.3b): we find a mean absolute deviation (MAD) of 2.40 fs for bnn2 and 6.55 fs for bnn1. This observation, combined with the observation that prediction accuracies on the validation set are similar for bnn1 or bnn2, indicates that the velocities are indeed relevant to the dissociation times of the molecule. The BNN models also generally predict dissociation times with higher uncertainties when the deviations between the predicted and the true dissociation times are larger. We note that the prediction accuracy can likely be improved with strategies such as cross-fold validation for an effective increase of the training set size as proposed in other studies,\textsuperscript{[37,153]} or testing different models such as kernel-based methods.\textsuperscript{[47,148,145]} However, in this study, we aim to focus on the interpretability of the trained models and $r^2 = 0.97$ for bnn2 is considered to be sufficient for this purpose.

Once trained, ML models can be extensively used to inexpensively query dissociation times with high accuracy at low computational costs. As a reference, we found that one processor can generate a set of 250 initial conditions within less than a minute, and predict the corresponding dissociation times with the trained BNN models within a few hours, while simulating a trajectory from \textit{ab initio} \textit{MD} requires approximately 31.5 hours for 160 fs of simulation time. We therefore consider the trained BNN models as a result by themselves and analyze them to gain physical insights. In particular, we are interested in understanding the
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Figure 5.3: Out-of-sample predictions for best performing bnn1 model (left panel) and bnn2 model (right panel). For all frames in the test set (1165 frames), we depict the dissociation times predicted by the BNN models in comparison to the true dissociation times. Root mean square deviations (RMSDs), mean absolute deviations (MADs), and coefficients of determination ($r^2$) are reported. Depicted points are colored based on the predicted uncertainty of the BNN model. The grey dashed line indicates perfect agreement between predicted and true dissociation times.

following aspects: How does the BNN reproduce the carbon-carbon dissociation timescales with such a good agreement? What correlations has the BNN identified to achieve high accuracies?

5.3.2 Analysis of the trained models to find correlations

We use the Laplace distributions as a prior for the distributions of weights and biases in the BNN models, as it facilitates efficient pruning in the model parameters and is the equivalent to L1 regularization in the Bayesian context. This choice is expected to enable the BNN models to highlight only the normal modes among the inputs, which are most relevant for accurate predictions of dissociation times. Generally, we consider normal modes to be more influential on the predicted dissociation times if the modes of the coefficient distributions that process the associated features in the input layer are larger. Normal modes that are relevant to the accurate prediction of dissociation times are also expected
to be relevant to the underlying physical process. Fig. 5.4 illustrates the distributions of coefficient magnitudes for displacements along individual normal modes for the fully trained network architectures, bnn1 and bnn2. Normal modes are numbered from 0 to 17, where 0 corresponds to the reaction coordinate. Cartesian coordinates projected onto the normal modes are denoted with $r_i$, while projected velocity components are denoted with $v_i$. Input features that are processed by coefficients with generally large magnitude are expected to modulate the dissociation time scale. However, this analysis does not allow us to conclude the nature of the modulation, i.e., whether excitations along this normal mode generally promote or delay dissociation. The choice of normal modes as input coordinates reflects the intention to interpret the trained model architectures to gain physical insights, and probing other input features is beyond the scope of the present work.

Figure 5.4: Coefficient magnitude distributions of the input features of the trained bnn1 (upper panel) and bnn2 (lower panels). Input features $\{r_i\}$ and $\{v_i\}$ correspond to geometry coordinates and velocities along normal modes. The numbering of the normal modes goes from 0 to 17, 0 representing the reaction coordinate.

Among the 18 normal modes, bnn1 identifies the modes 6, 7, 8, and 11 to be most influential to the decomposition reaction. All four of these modes are illustrated schematically in Fig. 5.1b. Normal mode 6 corresponds to the symmetrical stretching of the two carbon-oxygen bonds in combination with the out-of-phase stretching of the central carbon-carbon bond. Normal mode 7 represents to motions around the hydrogen-carbon-carbon-hydrogen
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dihedral angles. Normal modes 8 and 11 constitute the stretching of the central carbon-carbon bond in phase with symmetric out-of-plane motions of the two formaldehyde moieties. In bnn2, the coefficients of the initial nuclear geometry ($r_0$ to $r_{17}$) are generally larger in magnitude than those of the initial velocities ($v_0$ to $v_{17}$). Similar to bnn1, distortions along $r_6$, $r_7$, $r_8$ and $r_{11}$ are recognized as relevant. In addition, the perceived influence of $r_1$ seems to be more expressed in bnn2 than in bnn1. Normal mode 1 corresponds to motions around the oxygen-carbon-carbon-oxygen dihedral angle (see Fig. 5.1b). Among the remaining 18 inputs corresponding to the initial velocities, the features $v_1$ and $v_8$ present the largest coefficient magnitudes. Normal modes 1 and 8 are already identified as important according to the coefficients of the initial position features.

5.3.3 Use of the trained models to test hypotheses

The analysis presented in Sec. 5.3.2 highlighted the prevalent motions which determine the dissociation of dioxetane from a region in phase space close to the biradical transition state. However, the nature of the modulation induced by the relevant normal modes is not revealed yet. We suggest to go one step further and use the trained BNN models to predict dissociation timescales for 17 ensembles of 250 initial conditions, each ensemble representing a vibrational state that is excited to the first level along one particular normal mode. For example, the third ensemble exclusively contains vibrational states which are excited along normal mode 3, while it remains in the ground state with respect to all other normal modes. Ensemble 0 represents the reference vibrational ground state for all normal modes but contains initial conditions different from those on which the BNN models have been trained. For each ensemble, we predict the dissociation times for all 250 initial conditions and determine the dissociation half-time, i.e., the time after which half of the trajectories have successfully dissociated. The predicted dissociation half-times are illustrated in Fig. 5.5a. We find that the vibrational excitations can alter the dissociation times from 49 fs to 63 fs while the reference dissociation time of the vibrational ground state is at 60 fs. We observe that vibrational excitations along the normal modes mostly tend to accelerate the decom-
position reaction, which agrees with the expectation that the addition of kinetic energy to
the system generally destabilizes the molecule. Excitations of normal modes 4, 6, 8, and
11 appear to accelerate the dissociation the most, while excitations along normal mode
3 seem to stabilize the molecule on average and delay the dissociation. Normal modes
6, 8, and 11 were already classified as relevant in the previous analysis. Normal mode 3
corresponds to the antisymmetric stretching of the two carbon-oxygen bonds and is thus
directly antagonistic to normal mode 6. Our observations suggest that for the carbon-carbon
bond to break earlier rather than later, the two formaldehyde moieties need to be
planarized simultaneously to the symmetric shortening of the carbon-oxygen bonds, while
an antisymmetric stretching of the carbon-oxygen bonds delays the dissociation. High-frequency
modes involving the hydrogen atoms, in contrast, seem to only moderately affect the
dissociation timescales.

Although normal mode 7 was indicated as being relevant for the accurate prediction of
dissociation times in Fig. 5.4, vibrational excitations along only this mode seem to overall
have no significant effect on the dissociation half-time compared to the reference
dissociation half-time of the ground state (see Fig. 5.5a). To further investigate this observation,
we used the trained bnn2 to predict the dissociation times for ensembles of initial conditions, where
each ensemble represented a vibrational state that is excited to the first level along two particular normal modes to probe for any cooperative second-order effects. The predicted dissociation halt-times obtained for each pair of normal mode excitations are reported in the appendix of Ref. \[72\]. We find that the simultaneous vibrational excitation of normal mode 7 with any other normal mode delays the dissociation. This observation indicates that the relevance of an excitation along the seventh mode is not based on its direct impact on the dissociation timescale, but instead because it prevents accelerations of the dissociation which would be induced by simultaneous excitations along other normal modes. This result is, therefore, in agreement with the large coefficient magnitudes for the seventh mode presented in Fig. 5.4a and also highlights the complementary nature of the two proposed analysis strategies.

5.3.4 AB INITIO MOLECULAR DYNAMICS SIMULATIONS OF VIBRATIONALLY EXCITED STATES

We probe the accuracy of the dissociation times for vibrationally excited ensembles predicted by the BNN models (see Fig. 5.5a) by simulating the ab initio MD of four selected ensembles as well as the reference ensemble for the vibrational ground state. Specifically, we focus on the ensembles with vibrational excitations along normal modes 3, which delays the dissociation half-time, and 4, 8, and 11, which generally accelerate the dissociation. Indeed, excitations of the fourth normal mode, which corresponds to the stretching of the carbon-carbon bond, could be seen as the naïve choice for promoting dissociation without a chemical foundation. Comparisons of predicted and calculated half-times are illustrated in Fig. 5.5b. We find that the qualitative trend is indeed correctly predicted by the BNN models. Overall, the prediction uncertainties are within the same order of magnitude as for the reference ensemble, although the excited normal modes present with more substantial initial nuclear distortions that may not be present in the training set. Generally, the predictions of bnn2 are in better agreement with the ground truth with a root mean square deviation (RMSD) between predicted and targeted values being about 1.6 times smaller than for the predictions of bnn1. In fact, bnn1 tends to overestimate dissociation times. The BNN predictions also
Table 5.1: Average number of frustrated dissociations per trajectory for each ensemble of 250 trajectories

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>0</th>
<th>3</th>
<th>4</th>
<th>8</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{\text{frust}}$</td>
<td>1.68</td>
<td>1.52</td>
<td>1.18</td>
<td>1.08</td>
<td>1.17</td>
</tr>
</tbody>
</table>

partially validate the naïve thought that excitations of the carbon-carbon bond stretching promote dissociation, as we find dissociation times for excitations of the fourth mode to be about 5 fs faster than the dissociation times of the ground state ensemble. However, the BNN models also successfully identify other nuclear modes, which decrease the dissociation times even further.

Previous theoretical studies explained modulations on the dissociation times among the 1,2-dioxetane trajectories by the presence of frustrated dissociations, i.e., significant stretching of the central carbon-carbon bond followed by a shortening rather than a successful breaking of the bond. Frustrated dissociations thus postpone the final successful dissociation. We further compute the average number of frustrated dissociations per trajectory for each ensemble of 250 trajectories (see Tab. 5.1). Generally, the vibrationally excited ensembles present fewer frustrated dissociations than the reference ground state ensemble since more kinetic energy is available to cross the transition barrier. We also observe that fewer frustrated dissociations are associated with shortened average dissociation half-times. This observation is particularly apparent for ensemble 8, which exhibits the most substantial decrease in the average number of frustrated dissociations (35%) and the largest decrease in the dissociation time (13%). The BNN have thus identified the nuclear coordinates that overall accelerate dissociations by reducing the number of frustrated dissociations. However, ensemble 3 presents a lower average number of frustrated dissociations compared to the reference ensemble despite an extended dissociation half-time. This observation indicates that the number of frustrated dissociations is not the only determining factor for modulated dissociations.
5.4 Discussion

We start our discussion on the capabilities of the trained ML models and their practicality to streamline the analysis of MD trajectories with the goal to spark physical insights and promote scientific intuition by interpreting the identified correlations (see Sec. 5.3) in the context of chemistry. We further proceed by outlining the implications of our observations for chemiexcitation and chemical design on the example of the tetramethylated dioxetane molecule.

5.4.1 Interpretation of the findings of the trained models

The BNN models suggest that the carbon-carbon bond breaking must be associated with the formation of a shorter carbon-oxygen bond and the planarity of the formaldehyde moieties, and confirm that a naïve excitation of only the carbon-carbon bond stretching is not sufficient for rapid dissociations. These insights provide evidence for at least three concepts which are fundamental to chemistry: the octet rule, the relation between bond order and bond length and orbital hybridisation. The octet rule states that atoms with an atomic number \( Z \geq 5 \) favor electronic configurations where they combine in such a way that each atom has a full valence shell occupied by eight electrons. This electronic configuration, naturally assumed by noble gases, is associated to maximal stability in molecular systems. The carbon atoms in dioxetane which have only four electrons in their valence shells will therefore favor the formation of four covalent bonds to acquire the four missing electrons.

As the carbon-carbon bond breaks, each carbon atom needs to form a new bond with one of the remaining neighboring atoms to keep the stable electronic configuration intact, which is achieved by forming a double bond with the oxygen atoms. The number of bonding electrons between two atoms, quantified as the bond order, determines the length of a bond. Transforming the single bond between the carbon and oxygen atoms into a double bond requires a shortening of the carbon-oxygen bond, which is represented by normal mode 6. The change in the molecular shape, observed in the form of a planarization of the
formaldehyde moieties, can be rationalized by a change in the orbital hybridization, \textit{i.e.}, the mixing of the $2s$ and $2p$ atomic orbitals, to achieve a minimal repulsion energy between pairs of electrons. The molecular shape can be rationalized with the valence shell electron pair repulsion (VSEPR) model.\cite{494,495} As long as each carbon atom is surrounded by four atoms, as it is the case in the biradical transition state before the dissociation, the $2s$ and the three $2p$ orbitals mix in a tetrahedral arrangement to form the four covalent bonds, which is generally referred to as $sp^3$ hybridization. When the carbon-carbon bond breaks and each carbon atom is only surrounded by three other atoms, the $2s$ orbitals mix only with two of the $2p$ orbitals to form $sp^2$ hybridized orbitals while the remaining $2p$ orbital remains unchanged to form the $\pi$ bond by parallel overlap. The repulsion energy in this new configuration is minimized by a trigonal planar geometry. Upon the breaking of the carbon-carbon bond, the two formaldehyde moieties thus planarize, which corresponds to the motions observed in normal modes 8 and 11.

5.4.2 Implications for chemiexcitation and chemical design

Since the dissociation timescale determines the chemiexcitation yield,\cite{463} more efficient chemiluminescent molecular systems could be designed by identifying the nuclear coordinates which reliably delay the dissociation dynamics. The\cite{BNN} models identified normal modes 3 and 8 as the nuclear coordinates which induce the largest deviations from the reference ensemble (see Fig. 5.5b). The chemiexcitation yield in 1,2-dioxetane was measured to be about 0.3\%.\cite{496} A chemical substitution that would promote the simultaneous planarization of the two formaldehyde moieties together with the stretching of the central carbon-carbin bond would accelerate the dissociation and therefore decrease the chemiexcitation yield. However, a chemical substitution that induces an asymmetric stretching of the two carbon-oxygen bonds would delay the dissociation and therefore increase the chemiexcitation yield. According to the kinetic model developed previously,\cite{463} delaying the dissociation time of the unmethylated 1,2-dioxetane by 3.2 fs, as observed for ensemble 3, is expected to increase the chemiexcitation yield by more than a factor of six.
5.5 Conclusion

Experimental evidence suggests that the chemiexcitation yield can be increased by approximately two orders of magnitude when substituting the four hydrogen atoms with four methyl groups.\textsuperscript{196} Initially, it was suggested that the chemiexcitation yield was due to an increase of the depth of the entropic trap induced by the greater number of nuclear coordinated in the methyl-substituted compound.\textsuperscript{197} Recently, the \textit{ab initio} MD of the methyl-substituted dioxetane has been simulated.\textsuperscript{199} This later work suggested that the increase in the chemiluminescent yield can instead be attributed to the higher mass of the molecule. When training the BNN models on an ensemble of trajectories of the tetramethylated dioxetane, we found that the nuclear coordinates which presented with large coefficient magnitudes again correspond to a stretching of the carbon-oxygen bonds, a stretching of the central carbon-carbon bond, a planarization of the two ketone moieties and the oxygen-carbon-carbon-oxygen dihedral angle. These coordinates are similar to the normal modes 1, 4, 6, 8, and 11 in the unsubstituted 1,2-dioxetane molecule. This result suggests a similarity in the dissociation dynamics of the unsubstituted and methyl-substituted molecules and therefore illustrates that the significance of the methyl groups for increased chemiexcitation yield is more founded in the heavier mass than the additional number of degrees of freedom.

5.5 Conclusion

In this study, we constructed BNN models for the prediction of dissociation times of the unmethylated and tetramethylated 1,2-dioxetane molecules from \textit{ab initio} MD from initial nuclear geometries and velocities. Despite the medium size of the dataset used for training, we obtain a sufficiently high prediction accuracy. We have further demonstrated that the BNN models trained in this study can highlight physically relevant trends in the generated data, based on which important fundamental concepts in chemistry are evidenced. The trained BNN models correctly predict that the naïve approach to promoting the dissociation by exciting the stretching of the central carbon-carbon bond is not the most efficient. Instead, the indications of the BNN models suggest that rapid dissociation requires a planarization of the two formaldehyde moieties and the simultaneous symmetric shortening of the carbon-
oxygen bonds. This observation can be connected to the octet rule, the relation between bond order and bond length, and to orbital hybridization, which are all rules that are part of today’s common knowledge in chemistry. The present work therefore constitutes a step towards achieving one of the grand challenges in the 21st century and opens thus the way for breakthroughs in chemistry where humans, inspired by the findings of machines, would develop new concepts.
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ABSTRACT

In this chapter, we report Phoenics, a probabilistic global optimization algorithm to identify the set of conditions of an experimental or computational procedure that satisfies desired targets. Phoenics combines ideas from Bayesian optimization with concepts from Bayesian kernel density estimation. As such, Phoenics allows tackling typical optimization tasks in chemistry for which objective evaluations are limited, due to either budgeted resources or time-consuming processes. Phoenics proposes new conditions based on all previous observations, avoiding, thus, redundant evaluations to locate the optimal conditions. It enables an efficient parallel search based on intuitive sampling strategies implicitly biasing towards an exploration or exploitation of the search space. Our benchmarks indicate that Phoenics is less sensitive to the response surface than established optimization algorithms. We showcase the applicability of Phoenics on the Oregonator, a complex case-study describing a non-linear chemical reaction network. Despite the large search space, Phoenics quickly identifies the conditions which yield the desired dynamic behavior. Overall, we recommend Phoenics for the rapid optimization of unknown expensive-to-evaluate objective functions, such as experimentation or long-lasting computations.
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6.1 DATA-DRIVEN STRATEGIES TO EXPERIMENT PLANNING

Optimization problems are ubiquitous in a variety of disciplines ranging from science to engineering. They can take various facets: finding the lowest energy state of a physical system, searching for the optimal set of conditions to improve experimental procedures, or identifying the best strategies to realize industrial processes. More generally, scientific discovery itself can be formulated as an optimization problem (see Sec. 2.3). For example, conditions for chemical reactions are optimized with systematic methods such as design of experiments (DoE). More recently, optimization procedures assisted chemists in finding chemical derivatives of given molecules to best treat a given disease, designing candidates for organic photovoltaics, organic synthesis, predicting reaction paths, and in automated experimentation. Often, these applications are subject to multiple local optima and involve costly evaluations of proposed conditions in terms of required experimentation or extensive computations. Optimization tasks are typically formulated with an objective function, which for a given set of parameters returns a measure for the associated merit. This task relates, for example, to measuring the yield of a chemical reaction conducted under specific experimental conditions. In the past, a variety of optimization algorithms have been developed. Gradient-based algorithms such as gradient descent, conjugate gradient, or the more sophisticated BFGS, are efficient at finding local optima. However, they require numerous evaluations, i.e., conducted experiments or computations, and are thus not well suited for optimization tasks in chemistry where evaluations of the objectives are often costly (see Sec. 1.2).

Recently, the development of methods for finding the global optimum of non-convex, expensive to evaluate objective functions has gained resurgence as an active field of research. Simplistic approaches consist of random or systematic grid searches. While the advantages of random searches have been demonstrated in the context of hyperparameter optimization for machine learning (ML) models, systematic grid-based approaches like DoE were successfully applied to real-life experiment planning. More sophisticated methods in-
include genetic algorithms, based on evolution strategies, which are for example applied to the optimization of nanoalloy clusters, or to resolve electronic spectra of rotamers of organic compounds. Yet, such methods still require many evaluations of the objective function. Bayesian optimization has emerged as a popular and efficient alternative during the last decade (see Sec. 2.3). The typical procedure of Bayesian optimization schemes consists of two major steps. First, an approximation (surrogate) to the merit landscape of the conditions is constructed; and second, a new set of conditions is proposed for the next evaluation based on this surrogate. To that end, Bayesian optimization speculates about the experimental outcome using all previously conducted experiments, and verifies its speculations by requesting the evaluation of a new set of conditions. Several different models have been suggested for approximating the objective function, ranging from random forests (RFs) over Gaussian processes (GPs) to Bayesian neural networks (BNNs). Likewise, a variety of methods for proposing new conditions from the surrogate exists (see Sec. 2.3).

Bayesian optimization has been successfully employed for several applications across chemistry. Examples include the property optimization of functional organic molecules, calibrating high-throughput (HT) virtual screening results for organic photovoltaics (OPVs) or designing nanostructures for phonon transport. Nevertheless, we identify three challenges in the deployment of Bayesian optimization techniques:

(i) Domain specificity of the surrogate model: Gaussian processes generally perform well on continuous objective landscapes, while RFs are more suitable for discrete and quasi-discrete landscapes. Unknown experimental response landscapes are more amenable to methods that perform well on a large variety of possible landscapes.

(ii) Parallelization capabilities: Traditionally, Bayesian optimization methods are sequential, which prevents parallel evaluations of the objective function, for instance, by using multiple experimental platforms or computational resources. For parallel evaluation, however, a procedure enabling the generation of multiple informative parameter points...
is needed. Prior works on batched Bayesian optimization, and non-myopic approaches aimed to resolve this obstacle, but require additional computation compared to sequential optimization.

(iii) Computational efficiency: Optimization strategies involving substantial additional computation are only applied efficiently if the time required to suggest a new set of conditions does not significantly exceed the execution time of the experiment. As such, the optimization procedure should be computationally efficient compared to the time required to evaluate the objectives of the considered problem, e.g., to run the experiment.

The *Probabilistic Harvard Optimizer Exploring Non-Intuitive Complex Surfaces* (PHOENICS) algorithm introduced in this study tackles the challenges mentioned above by supplementing ideas from Bayesian optimization with concepts from Bayesian kernel density estimation (BKDE). More technically, we use BNNs (see Chapter 5) to estimate kernel distributions associated with a particular objective function value from observed parameter points. Our approach differs from the traditional use of BNNs in the Bayesian optimization context, where objective function values are predicted from BNNs directly. We construct the approximation to the objective in a simple functional form from estimated kernel distributions. Consequently, the computational cost of PHOENICS scales linearly with the dimensionality of the search space and the number of observations, without the cost of numerous full evaluations of the BNN. We propose an inexpensive acquisition function, which enables intuitive search strategies for efficient batch-wise optimization. This parallelization is achieved by simultaneously proposing multiple parameter points with different sampling policies at negligible additional cost. Those policies are biased towards the exploration or exploitation of the search space tuned by an intuitive hyperparameter. A synergistic effect is observed when proposing batches of parameter points with different sampling policies. Our batching policy not only helps to accelerate the optimization process but also reduces the total number of required function evaluations. It, therefore, constitutes an improvement over
trivial parallelization. In what follows, we start by detailing the mathematical formulation of Phoenics. We further discuss performance results of Phoenics on analytic benchmark functions and compare them to other Bayesian optimization methods. Before concluding, we further highlight the applicability of our approach to the Oregonator, a model system for chemical reactions, on which we demonstrate the deployment of the proposed optimizer for practical problems in chemistry.

6.2 Formulating Phoenics

For the formulation of Phoenics, we assume that evaluations of the objective are expensive, where the cost could be related to any budgeted resource such as required execution time, experimental synthesis of chemical compounds, computing resources, and others. Sec. 2.3 details the background on experiment planning as an optimization task. The overall workflow of Phoenics is schematically represented in Fig. 6.1 and follows the general principles of traditional Bayesian optimization. At each iteration, a surrogate model is constructed, from which new conditions are proposed. In the following, we describe how the surrogate model is constructed (see Fig. 6.1a-c) and how the surrogate model can be biased towards particular sampling strategies, i.e., exploration or exploitation, using an intuitive sampling parameter (see Fig. 6.1d).

6.2.1 Approximating the objective function

We suggest to use BNNs to estimate the parameter kernel density from the observed parameter points in an autoencoder-like architecture. As such, the BNN is used to non-linearly determine the density of the observed parameter points, \( x \) (see Fig. 6.1b). A particular realization of the BNN represents a map projecting parameter points into the parameter space, i.e., \( \text{BNN} : \mathbb{R}^d \rightarrow \mathbb{R}^d \). Thereby, we can construct an estimate to the parameter kernel density, which corresponds to a particular observed objective function value. The use of a BNN for the construction of the surrogate guarantees flexibility in the approximation as it has already been reported that BNNs are versatile function approximators. Details on
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Figure 6.1: Illustration of the workflow of Phoenics. (A) The unknown, possibly high-dimensional, objective function of an experimental procedure or computation. The objective function has been evaluated at eight different conditions (green), which comprise the set of observations in this illustration. (B) The observed conditions are processed by a Bayesian neural network yielding a probabilistic model for estimating parameter kernel densities. Note, that the probabilistic approach allows for a higher flexibility of our surrogate model compared to standard kernel density estimation. (C) The surrogate model is constructed by weighting the estimated parameter kernel densities with their associated observed objective values. (D) The surrogate can be globally reshaped using a single sampling parameter $\lambda$ to favor exploration (red) or exploitation (blue) of the parameter space. Reproduced from Ref. [233] with permission from the American Chemical Society.

The BNN architectures are reported in Sec. 6.2.3. The implementation of Phoenics supports the construction and training of the surrogate model using either the PyMC3 library, or the Edward library. In both cases, the model parameters $\theta$ of the BNN are trained via variational inference. We start the sampling procedure with 500 samples of burn-in followed by another 1,000 iterations retaining every tenth sample. This protocol was fixed for all tasks.

We can construct an approximation to the kernel density from the distributions of BNN parameters. In particular, for observed conditions $D_n$ we compute the kernel densities, which are used to approximate the objective function. The kernel density $p_k(x)$ generated from a single observed parameter point, $x_k$, (see Fig. 6.1b) can be written in closed form in Eq. 6.1 where $\langle \cdot \rangle$ denotes the average over all sampled BNN architectures, and $x_{pred}$ denotes the
parameter points sampled from the BNN:

\[
p_k(x) = \left(\sqrt{\frac{\pi n}{2}} \exp \left[-\frac{n}{2}(x - x_{\text{pred}}(\theta; x_k))^2\right]\right)_{\text{BNN}}.
\] (6.1)

We formulate the approximation to the objective function, \(\alpha\), as an ensemble average of the observed objective function values, \(f_k\), taken over the set of computed kernel densities \(p_k(x)\):

\[
\alpha(x) = \frac{\sum_{k=1}^{n} f_k p_k(x)}{\sum_{k=1}^{n} p_k(x)}.
\] (6.2)

In this ensemble average, each of the constructed distributions \(p_k(x)\) is rescaled by the value of the objective function, \(f_k\), observed for the parameter point \(x_k\) (Fig. 6.1c). Note, that \(\alpha\) converges to the true objective, \(f\), in the limit of infinitely many distinct function evaluations, as the kernel densities \(p_k\) become more peaked due to the increasing precision in the Gaussian prior. Details are provided in Sec. 6.2.3. This approximation to the objective function allows for inexpensive evaluations for any given parameter point \(x\) as repetitive, full BNN evaluations are avoided.

### 6.2.2 Acquisition function

In the resulting approximation \(\alpha\) we effectively model the expectation value of \(f\) for a given parameter point \(x\) based on prior observations. However, the parameter space could contain low density regions, for which the objective function approximation \(\alpha(x)\) is inaccurate (see Fig. 6.1c). With these considerations, we propose an acquisition function based on the kernel densities \(p_k(x)\) for observations \(D_n\),

\[
\alpha(x) = \frac{\sum_{k=1}^{n} f_k p_k(x) + \lambda p_{\text{uniform}}(x)}{\sum_{k=1}^{n} p_k(x) + p_{\text{uniform}}(x)}.
\] (6.3)
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The acquisition function differs from the approximation to the objective function (see Eq. 6.2) by an additional term $p_{\text{uniform}}(x)$ in the numerator and the denominator, which denotes the uniform distribution on the domain (see Fig. 6.1d). In the numerator, $p_{\text{uniform}}(x)$ is scaled by a factor $\lambda$, referred to as the sampling parameter from hereon. Note, that this modification to $\alpha$ does not affect its convergence behavior (see Sec. 6.2.3 for details). The introduced parameter $\lambda$ effectively compares the cumulative height of each rescaled density estimate $p_k(x)$ to the uniform distribution. While the $p_k(x)$ are constructed from the knowledge we acquired from previous experiments, $p_{\text{uniform}}$ is used as a reference to indicate the lack of knowledge in parameter space regions where little or no information is available yet. The sampling parameter therefore balances between acquired knowledge and the lack of knowledge, which effectively tunes the exploitative and explorative behavior of the algorithm.

Fig. 6.1d illustrates the behavior of Phoenics on a one-dimensional objective function with different $\lambda$ values. In this example, the acquisition function is constructed from eight observations indicated in green. Note that the acquisition function approximates the value of the objective function at observed parameter points. Acquisition functions which were constructed from a more positive $\lambda$ show low values only in the vicinity of the observation with the lowest objective function value. In contrast, acquisition functions that were constructed from a more negative $\lambda$ show low values far away from any observation. The choice for the value of the exploration parameter $\lambda$ can, therefore, be directly related to explorative or exploitative behavior when proposing new conditions based on the global minimum of the surrogate. With a large positive value of $\lambda$, Phoenics favors exploitation, while a large negative value favors exploration. When $\lambda = 0$, the acquisition function approximates the objective function itself. Details on the global optimization of the surrogate are provided in the appendix of Ref. [233]. From Fig. 6.1d we see that distinct points in parameter space are proposed based on particular values of the exploration parameter $\lambda$. The best choice of $\lambda$ for a given objective function is a priori unknown. However, with the possibility to rapidly construct several acquisition functions with biases towards exploration or exploitation, we can propose multiple parameter points in batches based on different sampling strategies. The
newly proposed parameter points are then evaluated on the black-box optimization function in possibly parallel evaluation runs.

6.2.3 Convergence of the approximation to the objective function

The acquisition introduced in Eq. 6.3 needs to converge to the true, unknown objective function to constitute a suitable approximation on which we can base a Bayesian optimization framework. Here, we argue that this equation indeed presents a surrogate which converges to the objective function in the limit of infinitely many distinct observations. We start our discussion with the construction of the kernel densities $p_k$ as outlined in Eq. 6.1. Note, that $x_{\text{pred}}(\theta; x_k)$ are constructed according to Eqs. 6.4 to 6.6, defining the BNN where $x_k$ denotes the parameter point associated to the objective function value $f_k$.

$$
\phi_1 = \tanh(x_k \cdot w_0 + b_0), \quad (6.4)
$$
$$
\phi_2 = \tanh(\phi_1 \cdot w_1 + b_1), \quad (6.5)
$$
$$
x_{\text{pred}} = \text{sigmoid}(\phi_2 \cdot w_2 + b_2). \quad (6.6)
$$

Note, that weights $w_i$ and biases $b_i$ can be chosen, such that $x_{\text{pred}} = x_k$. In the scenario of a perfectly trained BNN the kernel densities therefore reduce to

$$
p_k(x) = \sqrt{\frac{\tau_n}{2\pi}} \exp\left[-\frac{\tau_n}{2}(x - x_k)^2\right]. \quad (6.7)
$$

The precisions, $\tau_n$, of these kernels are sampled from a Gamma distribution, whose expectation value linearly increases with the number of observations, $n$. We consider the value of the approximation, $\alpha$, at the position of an observed parameter point, $x_l$, in the limit of
where we used the fact that the series in the numerator and the denominator are absolute convergent and $|\mathbf{x}_i - \mathbf{x}_k| < 1$ for any $\mathbf{x}_i$ and $\mathbf{x}_k$ on the considered domain. When evaluating the approximation $\alpha$ at an arbitrary point $\mathbf{x}$ in the domain, however, we find that the value assumed by the approximation is governed by the observed function value associated with the closest observed parameter point $\mathbf{x}_k$. We carry out the same limit as in Eq. (6.8)

$$
\lim_{n \to \infty} \alpha(\mathbf{x}) = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k p_k(\mathbf{x}_i)}{\sum_{k=1}^{n} p_k(\mathbf{x})} = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k \sqrt{\frac{n}{2\pi}} \exp \left[-\frac{1}{2} (\mathbf{x} - \mathbf{x}_k)^2 \right]}{\sum_{k=1}^{n} \sqrt{\frac{n}{2\pi}} \exp \left[-\frac{1}{2} (\mathbf{x} - \mathbf{x}_k)^2 \right]} = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k \beta_k^{\tau_n}}{\sum_{k=1}^{n} \beta_k^{\tau_n}},
$$

(6.9)

where we introduced $\beta_k$ as $\beta_k(\mathbf{x}) = \exp(-(\mathbf{x} - \mathbf{x}_k)^2/2)$. This expression can be simplified further by dividing both numerator and denominator by the largest $\beta_k$, which we denote with $\beta_m = \max_{k=1,...,n} (\beta_k)$. Note, that the largest $\beta_k$ is obtained for the point $\mathbf{x}_m$ in the parameter space, which is the closest to the considered point $\mathbf{x}$. This simplification leads us to

$$
\lim_{n \to \infty} \alpha(\mathbf{x}) = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k (\mathbf{b}_k / \mathbf{b}_m)^{\tau_n}}{\sum_{k=1}^{n} (\mathbf{b}_k / \mathbf{b}_m)^{\tau_n}} = \lim_{n \to \infty} \frac{f_m + \sum_{k=1, k \neq m}^{n} f_k (\mathbf{b}_k / \mathbf{b}_m)^{\tau_n}}{1 + \sum_{k=1, k \neq m}^{n} (\mathbf{b}_k / \mathbf{b}_m)^{\tau_n}} = f_m,
$$

(6.10)

as all $\beta_k / \beta_m < 1$ for $k \neq m$. The approximation is therefore dominated by the objective function value $f_m$ observed for the closest point $\mathbf{x}_m$ in the parameter space. The same
convergence behavior can be observed for the extended expectation calculation,

\[
\lim_{n \to \infty} \alpha(x_i) = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k p_k(x_i) + \lambda p_{\text{uniform}}(x_i)}{\sum_{k=1}^{n} p_k(x_i) + p_{\text{uniform}}(x_i)},
\]

\[
= \lim_{n \to \infty} \frac{\sum_{k=1}^{n} f_k \sqrt{\frac{\pi}{2\lambda}} \exp \left[ -\frac{x}{2} (x_i - x_k)^2 \right] + \lambda p_{\text{uniform}}(x_i)}{\sum_{k=1}^{n} \sqrt{\frac{\pi}{2\lambda}} \exp \left[ -\frac{x}{2} (x_i - x_k)^2 \right] + p_{\text{uniform}}(x_i)},
\]

\[
= \lim_{n \to \infty} \frac{f_i + \sum_{k=1,k \neq i}^{n} f_k \exp \left[ -\frac{x}{2} (x_i - x_k)^2 \right] + \sqrt{\frac{2\pi}{\lambda}} p_{\text{uniform}}(x_i)}{1 + \sum_{k=1,k \neq i}^{n} \exp \left[ -\frac{x}{2} (x_i - x_k)^2 \right] + \sqrt{\frac{2\pi}{\lambda}} p_{\text{uniform}}(x_i)} = f_i, \quad (6.11)
\]

where we used the fact that \( p_{\text{uniform}}(x_i) \) is constant and finite. Similar to the previous scenario it can be shown that also the extended approximation approaches the objective function value associated with the closest observed parameter point when evaluated at arbitrary parameter points \( x \).

6.3 Results and discussion

In this section we report the performance of PHOENICS and compare it to four frequently used optimization algorithms: particle swarm optimization (PSO)\textsuperscript{208,209} the covariance matrix adaptation evolution strategy (CMA-ES)\textsuperscript{206,207} and Bayesian optimization based on Gaussian processes and RFs. PSO is implemented in the PySwarms python module.\textsuperscript{521} CMA-ES is available in the Cma module.\textsuperscript{522} Default settings as provided by the modules have been used for both optimization algorithms. The SPEARMINT package performs Bayesian optimization using Gaussian processes and the predictive entropy acquisition function.\textsuperscript{237,509} Batch optimization is implemented in SPEARMINT via estimating the expected objective value for future evaluations. The SMAC package employs RF models and allows for batch optimization by running multiple RF instances sharing the same set of samples.\textsuperscript{241–243}

Chemical systems can have complex, qualitatively different response surfaces. As chem-
ical reactions are time-consuming to evaluate, we assess the performance of each of these three algorithms on a set of 15 synthetic benchmark functions covering a large range of qualitatively diverse response surfaces for problems in chemistry. The employed functions are well-established benchmarks and include continuous and convex, non-convex, and discrete functions with possibly multiple global minima. A complete list of the objective functions and their global minima is provided in the appendix of Ref. [233]. For reliable performance estimates, we executed 20 independent optimization runs initialized with different random seeds, unless noted otherwise. During each run, we record the lowest achieved objective function value after each iteration. We compare the average lowest achieved objective function values by relating to results from simple random searches. Each random search was run for $10^4$ objective function evaluations, and results were averaged over 50 independent runs initialized with different random seeds. The average lowest achieved objective function values of the random search runs are summarized in the appendix of Ref. [233]. Our benchmark calculations indicate that Bayesian-based optimization algorithms outperform PSO and CMA-ES. Specifically, after 200 function evaluations, PSO and CMA-ES yield significantly higher deviations from the global optimum than the three studied Bayesian optimization algorithms. Even when increasing the number of function evaluations by an order of magnitude, from 200 to 2,000, PSO (and CMA-ES) fail to achieve lower deviations than the ones obtained with Phoenics after 200 evaluations for 12 (and 13) out of 15 objective functions. We therefore restrict our further analyses and comparisons to only Phoenics, GP optimization and RF optimization. The benchmark results conducted with PSO and CMA-ES are detailed in the appendix of Ref. [233].

6.3.1 **Analytic benchmarks**

Phoenics was set up with three different values for the sampling parameter, $\lambda \in \{-1, 0, 1\}$, to assess the effectiveness of a particular parameter choice. In Fig. 6.2 we report the number of objective function evaluations required by each of the optimization algorithms to reach objective function values lower than the average lowest value found in random searches. Op-
timization traces for these runs on all 15 objective functions are reported in the appendix of Ref. [233]. We find that GP optimization, as implemented in SPEARMINT, quickly finds the global minimum if the objective function is strictly convex. In contrast, RF optimization, as implemented in SMAC, quickly finds the global minimum of objective functions with a discrete co-domain. The performance of PHOENICS varies with different values of the sampling parameter \( \lambda \). When favoring exploitation over exploration, i.e., \( \lambda > 0 \) the algorithm performs better if the objective function features narrow and well defined funnels (e.g., Ackley in Fig. 6.2a or Schwefel in Fig. 6.2c). With this choice for the sampling parameter, the algorithm is slightly biased towards exploring the local region around the current optimum. This behavior, however, is unfavorable in other cases, for instance, when the objective function has a discrete co-domain (e.g., dAckley in Fig. 6.2d). Since parameter points in the vicinity to the current optimum likely yield the same value if the objective function is discrete or quasi-discrete, PHOENICS performs better on such objective functions when favoring exploration over exploitation, i.e., \( \lambda < 0 \).

![Figure 6.2: Number of objective function evaluations required to reach objective function values lower than the average lowest achieved values of random searches with \( 10^4 \) evaluations for PHOENICS (\( \lambda \in \{-1, 0, 1\} \)), RFs and Gaussian processes. Results are reported for the Ackley (A), Dejong (B), Schwefel (C) and dAckley (D) objective functions. Details on the benchmark functions are provided in the appendix of Ref. [233]. Reproduced from Ref. [233] with permission from the American Chemical Society.](image)

### 6.3.2 Developing a collective sampling strategy

The dependence of the performance of PHOENICS on the sampling parameter \( \lambda \) could be eliminated by marginalizing over this parameter. Marginalization over the sampling parameter would effectively average out the advantageous effects of a bias towards exploitation for some objective functions and towards exploration for other objective functions. The shape
of the objective function is \textit{a priori} unknown, such that suitable choices of the sampling parameter cannot be determined beforehand. However, since the sampling parameter can be directly related to the explorative and exploitative behavior of the algorithm, we follow an approach to taking full advantage of the sampling policy. We suggest proposing parameter points based on multiple different sampling parameter values. Note that values of $\lambda$ are chosen beforehand and are kept fixed throughout the optimization procedure.

Given a set of observations $D_n$ the construction of several objective surrogates with different values of $\lambda$ is computationally inexpensive. This feature allows us to suggest multiple parameter points at each optimization iteration, which are proposed from more explorative and more exploitative parameter values, at almost no additional cost. With the observations on the simple benchmarks, we would expect a synergistic effect of this batch optimization over sequential optimization with a single sampling parameter value. As parameter points can be proposed with both biases towards exploration and exploitation, we expect the number of required objective function evaluations to decrease. Suggesting a batch of parameter points in one optimization step also allows for the parallel evaluation of all proposed points, which accelerates the optimization process. The behavior of the three studied optimization algorithms under parallel optimization on the Ackley objective function is highlighted in Fig. 6.3a. Full results on the entire benchmark set are reported in the appendix of Ref. [233]. Fig. 6.3a depicts the minimum achieved objective function values for different runs with a different number of parallel evaluations of the objective function averaged over 20 independent runs. The minimum achieved objective function values are presented per objective function evaluations (left panels) and per batch evaluations (right panels).

We find that both SPEARMINT and SMAC achieve low objective function values in fewer batches with an increasing number of points, $p$, proposed in each batch. While increasing the number of samples per batch initially improves the performance significantly with respect to the number of proposed batches, this advantageous effect quickly levels off until there is no further improvement beyond six samples per batch. However, when comparing the minimum achieved objective function values with respect to the total number of objective
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Figure 6.3: (A) Average minimum objective function values for the Ackley function achieved in 20 independent runs of the three optimization algorithms studied in this work: PHOENICS, spearmint (GP) and SMAC (RF). For each run a different number of proposed samples $p$ was evaluated in parallel. Minimum achieved objective function values are reported with respect to the total number of objective function evaluations and the number of evaluated batches. The dashed blue lines denote the minimum achieved error after $10^4$ of random search for reference. (B) Progress of sample optimization runs of the three studied optimization algorithms on the two dimensional Michalewicz function. Phoenics proposed a total of three samples per batch, which were then evaluated in parallel. Each sample was suggested based on a particular value of the exploration parameter $\lambda \in \{-1, 0, 1\}$. Left panels illustrate the parameter points proposed at each optimization iteration while right panels depict the achieved objective function values. Depicted points are more transparent at the beginning of the optimization and more opaque towards the end. Starting points for the optimization runs are drawn as black squares. Reproduced from Ref. [233] with permission from the American Chemical Society.

function evaluations, we did not observe any significant difference between runs with a different number of samples per batch. In contrast, PHOENICS shows different behavior. Our algorithm does not only reach lower objective function values with fewer batches when proposing more samples per batch but also shows better performance when considering the total number of function evaluations. This synergistic effect demonstrates that PHOENICS indeed benefits from proposing points with multiple sampling strategies in cases in which proposed samples are evaluated sequentially. The performance improvement of PHOENICS when proposing parameter points in batches at each optimization iteration is demonstrated.
on all 15 considered objective functions in the appendix of Ref. [233]. We ran our optimizer with four different sampling strategies using sampling parameter values evenly spaced across the $[-1,1]$ interval. All four proposed parameter points are then evaluated before we started another optimization iteration. For this particular batching protocol, we find that Phoenics outperforms RF based optimization on all benchmark functions and GP based optimization on 12 out of 15 benchmark functions. If and only if the objective function is convex, GP optimization finds lower objective function values. We observe the aforementioned synergistic effect of batch optimization for 12 out of 15 benchmark functions. Despite reducing the number of iterations by a factor of 4, the achieved objective function values were found to be lower than values achieved in sequential optimizations with all three considered fixed sample parameter values.

We suggest that this improved performance of the algorithm is due to the trade-off between exploration and exploitation. The exploration samples systematically sample the parameter space and ensure that the algorithm does not get stuck in local minima, while the exploitation samples explore the local environment of the current global minimum. This sampling behavior is illustrated in Fig. 6.3, for the Michalewicz function. The optimization runs on the Michalewicz function were all started from the same two random samples illustrated in black for all three investigated optimization algorithms. Bayesian optimization based on Gaussian processes, as implemented in SPEARMINT (lower panels), tends to sample many parameter points close to the boundaries of the domain space in this particular example. RF optimization, as implemented in SMAC (central panels), however, shows a higher tendency of exploring the parameter space. Phoenics (upper panels) starts exploring the space and quickly locates a local minimum in the vicinity of one of the initial samples. After finding this local minimum, samples which are proposed based on a more exploitative (positive) value of the sampling parameter $\lambda$ explore the local environment of this local minimum while samples proposed from more explorative (negative) values of $\lambda$ explore the entire parameter space. As soon as the exploration points find a point in the parameter space with a lower value of the objective function, the exploitation points jump to this new region and
locally explore the vicinity of the current best sample.

Overall we have demonstrated that the value of the sampling parameter $\lambda$ in the proposed acquisition function influences the behavior of the optimization procedure towards a more explorative behavior for more negative values of this parameter and a more exploitative behavior for more positive parameter values. Batched optimization improves the performance of PHOENICS, even in terms of total objective function evaluations, and reduces the number of required optimization iterations.

6.3.3 Increasing the number of dimensions

Practical chemistry problems are typically concerned with more than just two parameters (see Sec. 2.3). Environmental conditions and experimental device settings can influence chemical reactions and computational studies frequently employ parameters to describe the system of interest. In this section, we illustrate the performance of PHOENICS in parameter spaces with dimensions $k > 2$. We evaluate the performance of the three optimization algorithms on the same objective function subset, but now successively increase the dimensionality of the parameter space from two to 20. Based on the results on batch optimization, we ran GP and RF optimization with one point per batch and the optimization algorithm introduced in this chapter with four points per batch on each considered benchmark function. Exploration parameter values were chosen to be evenly spaced across the $[-1,1]$ interval. For better comparisons, we report the average deviation of the lowest encountered objective function value from the global minimum of each function taken over 20 independent optimization runs. Average deviations achieved by each of the optimization algorithms after 200 objective function evaluations are depicted in Fig. 6.4.

We observe that PHOENICS maintains its rapid optimization properties for a variety of different objective functions, even when increasing the number of dimensions. In the case of the Ackley function (Fig. 6.4a) PHOENICS appears to find and explore the major funnel close to the global optimum faster than the other two optimization algorithms regardless of the number of dimensions. The paraboloid (Fig. 6.4b) is an easy case for the GP in low
dimensions, but is optimized the fastest by Phoenics when considering parameter spaces with seven or more dimensions. No major differences are observed for the Schwefel function (Fig. 6.4c). However, in the case of a discrete objective function (Fig. 6.4d) Phoenics seems to have a slight advantage over the other two optimizers for lower dimensions and performs about as well as RF optimization for higher dimensions.

6.4 Applications to Chemistry

In this section, we demonstrate the applicability of Phoenics on the Oregonator, a model system of a chemical reaction described by a set of non-linear coupled differential equations. In particular, we demonstrate how Phoenics can be employed to propose a set of conditions for an experimental procedure. The experiment can then be executed with the proposed conditions, and the results of the procedure are reported back to Phoenics. With this feedback, Phoenics can make more informed decisions and, thus, provides more promising experimental conditions, to eventually discover the optimal set of conditions. Most chemical reactions lead to a steady-state, i.e., a state in which the concentrations of involved compounds are constant in time. While chemical reactions described by linear differential equations always feature such a steady-state, more complex dynamics phenomena can arise for reactions described by sets of non-linear coupled differential equations. With the right choice of parameters, such differential equations may have a stable limit cycle,
leading to periodic oscillations in the concentrations of involved compounds. One of the earliest discovered reactions featuring a stable limit cycle is the Belousov-Zhabotinsky reaction. This network of chemical reactions involves temporal oscillations of $[\text{Ce}^{\text{IV}}]$ and $[\text{Ce}^{\text{III}}]$. The entire reaction network can be written as a set of three subreactions listed in reactions A, B and C. For details on the mechanism, we refer to a summary in the literature.

$$
\begin{align*}
2\text{Br}^- + \text{BrO}_3^- + 3\text{H}^+ + 3\text{CH}_2\text{(COOH)}_2 &\rightarrow 3\text{BrCH(COOH)}_2 + 3\text{H}_2\text{O} & (A) \\
\text{BrO}_3^- + 5\text{H}^+ + 4\text{Ce}^{\text{III}} &\rightarrow 4\text{Ce}^{\text{IV}} + \text{HOBr} + 2\text{H}_2\text{O} & (B) \\
2\text{Ce}^{\text{IV}} + 2\text{CH}_2\text{(COOH)}_2 + \text{BrCH(COOH)}_2 + \text{HBrO} + 2\text{H}_2\text{O} &\rightarrow 2\text{Ce}^{\text{III}} + 2\text{Br}^- + 3\text{HOCH(COOH)}_2 + 4\text{H}^+ & (C)
\end{align*}
$$

Models at different levels of complexity have been developed to describe the dynamical behavior of the Belousov-Zhabotinsky reaction. One of the simplest models of this reaction is the Oregonator. The Oregonator consists of a set of three coupled first order non-linear differential equations for three model compounds $X$, $Y$ and $Z$, which are shown in Eqs. 6.12 to 6.14. These equations involve five reaction constants $k_i$, a stoichiometric factor $f$, determined by the prevalence of one subreaction over another subreaction, and the concentration of two additional chemical compounds $A$ and $B$. A map of Eqs. 6.12 to 6.14 to reactions A, B and C is outlined in Ref. The set of differential equations in the Oregonator can be reduced into a dimensionless form, such that the number of correlated parameters is reduced to a smaller set of independent parameters. This reduced version of the Oregonator includes three dimensionless variables $\alpha$, $\eta$ and $\rho$, which describe the concentration of chemical species, and four dimensionless
reaction constants. PHOENICS is used to reverse engineer the set of reaction conditions consisting of three initial concentrations \((a_0, \eta_0, \rho_0)\) and four reaction constants \((q, s, w, f)\) from the concentration traces computed in the original publication. Parameter values yielding the target concentration traces are reported in Tab. 6.1. The goal is twofold: (i) finding a set of conditions for which the dynamical behavior qualitatively agrees with the behavior of the target, \textit{i.e.}, finding chemical oscillations and (ii) fine-tuning these conditions such that we reproduce the dynamical behavior on a quantitative level. We aim to achieve these two goals while keeping the number of function evaluations, \textit{i.e.}, the number of experiments to run, to a minimum. Note, that this constraint along with the dimensionality of the parameter space implies that grid searches or gradient-based algorithms are not suited for this problem.

**Table 6.1:** Reaction parameters of the reduced Oregonator model for the Belousov-Zhabotinsky reaction. Target parameters induce the existence of a limit cycle, from which chemical oscillations emerge. For finding these target parameters via optimization we constrained the domain space to the reported ranges. All reported quantities are dimensionless.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Target value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>77.27</td>
<td>0…100</td>
</tr>
<tr>
<td>(w)</td>
<td>0.1610</td>
<td>0…1</td>
</tr>
<tr>
<td>(q)</td>
<td>8.375 \times 10^{-6}</td>
<td>10^{-8}…10^{-4}</td>
</tr>
<tr>
<td>(f)</td>
<td>1</td>
<td>0…5</td>
</tr>
<tr>
<td>(a_0)</td>
<td>2.0 \times 10^7</td>
<td>10^6…10^9</td>
</tr>
<tr>
<td>(\eta_0)</td>
<td>3.3 \times 10^3</td>
<td>10^3…10^5</td>
</tr>
<tr>
<td>(\rho_0)</td>
<td>4.1 \times 10^4</td>
<td>10^3…10^6</td>
</tr>
</tbody>
</table>

PHOENICS was run in parallel proposing four samples per batch with \(\lambda\) equally spaced on the \([-1, 1]\) interval. We compare the performance to \texttt{PSO} in the PySWARMS module, \texttt{CMA-ES} in the Cma module, \texttt{GP} optimization in \texttt{Spearmint} and \texttt{RF} optimization in \texttt{Smac}. Each of the five optimization algorithms was used in 50 independent optimization runs for 150 evaluations. All optimization procedures were carried out on a constrained parameter space reported in Tab. 6.1. Note that different choices of parameter sets within this bounded domain can result in quantitatively and qualitatively different dynamical behavior. In particular, parameter choices close to the target result in oscillatory behavior, for which
the reduced concentrations $\alpha$, $\rho$ and $\eta$ change periodically over time, while other parameter choices can break the limit cycle and create a stable fixed point instead.

Concentration traces for a sampled set of reaction parameters were computed with a fourth-order Runge-Kutta integrator with adaptive time stepping. The integrator was run for a total of $10^7$ integration steps covering 12 full concentration oscillations for the target parameter set. Sampled concentration traces are compared to the target concentration traces after a cubic spline interpolation. The distance (loss) between the sampled traces and the target traces is calculated as the Euclidean distance between the points in time at which a concentration trace reaches a dimensionless concentration value of 100. Average achieved losses for all three optimization algorithms are displayed in Fig. 6.5. Loss values between 300 and 500 indicate that the periodicity of the predicted concentration traces resembles the periodicity of the target traces, i.e., the predicted traces qualitatively agree with the target. A quantitative agreement, i.e., matching traces, is only achieved for loss values lower than about 100.

![Figure 6.5](image.png)

**Figure 6.5:** Average achieved losses for finding reaction parameters of the reduced Oregonator model achieved by the five optimization algorithms employed in this study. Correct periodicities of the concentration traces are achieved for losses lower than 500. Uncertainty bands illustrate bootstrapped deviations on the mean for one standard deviation. Reproduced from Ref. [233] with permission from the American Chemical Society.

Fig. 6.6 shows concentration traces associated with the lowest loss achieved by each of the three optimization algorithms across all 50 independent runs. PHOENICS is the only algorithm reproducing the target dynamic behavior qualitatively and quantitatively within
150 optimization iterations. RF optimization only finds parameter sets which qualitatively agree with the target. GP optimization finds only in rare occasions concentration traces in qualitative agreement with the target. Both PSO and CMA-ES consistently yield high losses for the first 75 evaluations, after which PSO slightly improves but never reaches the degree of agreement achieved by Phoenics.

![Figure 6.6: Time traces of dimensionless concentrations of compounds in the Oregonator model. Target traces are depicted with solid, transparent lines while predicted traces are shown in dashed, opaque lines. Traces were simulated for a total of 12 dimensionless time units, but are only shown for the first six time units for clarity. Reproduced from Ref. [233] with permission from the American Chemical Society.](image)

6.5 Conclusion and Outlook

We introduced Phoenics, an algorithm for global optimization in the context of chemistry and experimentation. Phoenics is designed for scenarios where the merit of a set of conditions is evaluated via experimentation or expensive computations, which can possibly be parallelized. Our probabilistic optimizer combines Bayesian optimization with conceptual aspects of BKDE. As such, our algorithm is well suited for applications where evaluations of the objective function are expensive with respect to budgeted resources such as time.
or money. Through an exhaustive benchmark study, we showed that Phoenics improves over optimization strategies based on particle swarms or evolutionary approaches, as well as on existing Bayesian global optimization methods and avoids redundant evaluations of the objective. We formulate an inexpensive acquisition function balancing the explorative and exploitative behavior of the algorithm. This acquisition function enables intuitive sampling policies for an efficient parallel search of global minima. By leveraging synergistic effects from running multiple sampling policies in batches, the performance of the algorithm improves and requires a reduced total number of objective function evaluations. The applicability of Phoenics was highlighted on the Oregonator, a model system describing a complex chemical reaction network. Phoenics was able to determine the set of seven experimental conditions reproducing a target dynamic behavior in the concentrations of involved chemical species. High degrees of qualitative and quantitative agreement could be achieved with only 100 merit evaluations of proposed conditions despite the rich solution space containing both steady-state systems and chemical oscillators. We believe that Phoenics has the potential to be applied to a wide range of tasks, from the optimization of reaction conditions and material properties, over control of robotics systems, to circuit design for quantum computing. All in all, we recommend Phoenics for efficient optimizations of scalar, possibly non-convex, black-box unknown objective functions.
GRYFFIN: An algorithm for Bayesian optimization for categorical variables informed by physical intuition with applications to chemistry

Apart from minor modifications, this chapter originally appeared as:


Abstract

Designing functional molecules and advanced materials requires complex interdependent design choices: tuning continuous process parameters such as temperatures or flow rates, while simultaneously selecting categorical variables including catalysts or solvents. To date, the development of data-driven experiment planning strategies for autonomous workflows has primarily focused on continuous process parameters. Yet, efficient strategies for the selection of categorical variables are required to further accelerate scientific discovery. In this chapter, we introduce GRYFFIN as a general-purpose framework for the autonomous selection of optimal categorical variables driven by expert knowledge. GRYFFIN augments Bayesian optimization with kernel density estimation using smooth approximations to categorical distributions. By leveraging domain knowledge from physicochemical descriptors, GRYFFIN can significantly accelerate the search for promising molecules and materials. GRYFFIN can
7.1 Categorical design choices in materials science and chemistry

further highlight relevant descriptors to inspire physical insights. In addition to comprehensive benchmarks, we demonstrate the capabilities and performance of GRYFFIN on three examples in materials science and chemistry: (i) the discovery of non-fullerene acceptors for organic solar cells, (ii) the design of hybrid organic-inorganic perovskites for light-harvesting, and (iii) the identification of ligands and process parameters for Suzuki-Miyaura reactions. Our observations suggest that GRYFFIN, in its simplest form without descriptors, constitutes a competitive categorical optimizer compared to state-of-the-art approaches. However, when leveraging domain knowledge provided via descriptors, GRYFFIN can optimize at considerably higher rates and refine this domain knowledge to spark scientific understanding.

7.1 Categorical design choices in materials science and chemistry

The discovery of functional molecules and advanced materials is recognized as one of the fundamental obstacles to the development of emerging and future technologies to face immediate challenges in clean energy, sustainability, and global health (see Chapter 1). To date, accelerations of scientific discovery workflows across chemistry, materials science, and biology have largely been driven by combinatorial high-throughput (HT) strategies with automated experimentation equipment. Despite remarkable successes with HT approaches (see Chapter 9), the combinatorial explosion of molecular and materials candidates renders exhaustive evaluations on large scales impossible. This limitation can be alleviated by adaptive search strategies which selectively explore the search space and only evaluate the most promising materials candidates. Autonomous platforms have been suggested as a next-generation approach to experimentation for accelerated scientific discovery. These platforms augment automated experimentation systems with data-driven algorithmic strategies to continuously plan new experiments inspired by previously collected measurements.

Recently, data-driven experiment planning has experienced increased attention across various applications including the search for antimicrobial peptides, the synthesis of organic molecules, the discovery and crystallization of polyoxometalates, and the discovery of
metallic glasses,\textsuperscript{544} the optimization of carbon dioxide-assisted nanoparticle deposition,\textsuperscript{545} and the creation of Bose-Einstein condensates.\textsuperscript{546} Motivated by the successes of data-driven experiment planning, the development, deployment, and benefits of autonomous workflows for scientific discovery over conventional experimentation strategies are being actively explored.\textsuperscript{83} For example, autonomous platforms have been reported for the optimization of reaction conditions in the context of flow chemistry,\textsuperscript{503,547,548} the unsupervised growth of carbon nanotubes,\textsuperscript{203,549} autonomous synchrotron X-ray characterization,\textsuperscript{550,551} the discovery of thin-film materials (see Chapter 11),\textsuperscript{90} the synthesis of inorganic photoluminescent quantum dots,\textsuperscript{552} and the discovery of photostable quaternary polymer blends for organic photovoltaic (OPV) (see Chapter 12).\textsuperscript{91}

Although autonomous platforms appear to be on the rise, and data-driven approaches are emerging as viable experiment planning strategies, the examples mentioned earlier mostly targeted experimentation tasks with continuous process parameters. However, scientific discovery in chemistry and materials science typically involves the simultaneous optimization of continuous and categorical variables, such as the selection of a catalyst or solvent, which cannot be targeted efficiently with continuous methods. Approaches to the data-driven selection of categorical parameters are often handcrafted and involve human decisions, which can adversely affect the experimentation throughput. Examples of experimentation workflows involving the selection of categorical variables with partial human interaction have been demonstrated in the context of reaction optimization for flow chemistry.\textsuperscript{191,553,554} The lack of a general-purpose approach to the data-driven optimization of categorical variables is a challenge to autonomous discovery workflows and appears as a significant obstacle to the wide-spread adoption of autonomous experimentation platforms.

The machine learning (ML) community is actively exploring algorithmic approaches to the data-driven selection of categorical variables for hyperparameter optimization,\textsuperscript{237} and control parameters in robotics.\textsuperscript{555} However, these applications are different from chemistry and materials science, where categorical variables can usually be characterized by a notion of similarity between individual choices. For example, co-polymers for hydrogen produc-
Experiment planning can be formulated as an optimization task, where we consider a set of controllable parameters within a defined domain, $z \in \mathcal{Z}^n$, and an experimental response.
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\[ f(z), \text{ for each of the parameter choices within the domain. In the context of reaction optimization, the controllable parameter could, for example, include the reaction temperature, the amount of solvent, and the choice of the catalyst. At the same time, the experimental response could be quantified via the rate at which the desired product is generated. The optimization domain is also referred to as the design space or the candidate space. The optimization task in experiment planning consists in the identification of specific parameter values, } z^* \in \mathbb{Z}^n, \text{ which yield the desired experimental outcome, } f(z^*). \text{ For simplicity, we will consider minimization tasks from hereon, i.e., we formulate } f \text{ such that } z^* = \arg\min_{z \in \mathbb{Z}} f(z) \text{ corresponds to the desired experimental result. The optimization task can be approached with a closed-loop strategy, which iteratively evaluates a set of options } z_j \text{ and records to associated responses, } f_j = f(z_j), \text{ to gradually collect a set of observations, } D_n = \{z_j, f_j\}_{j=1}^n, \text{ as feedback to the experiment planning strategy. Sec. 2.3 discusses the interpretation of scientific discovery as an optimization task if the controlled parameters are continuous. Here, we focus on categorical choices, which pose additional challenges due to the lack of a natural ordering between individual parameter values.}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7_1.png}
\caption{Illustrations of the naïve and the static Gryffin strategies for the (descriptor-guided) optimization of categorical variables. (A) Illustration of a categorical variable with three options represented on a simplex. Color contours indicate the affiliation of any given point on the simplex to one of the categorical options at the corners. (B) Representation of a continuous descriptor space, where descriptors are associated with the categorical options shown in panel A. Color contours indicate the affiliation with individual options of the categorical variable. (C) Illustration of a generic kernel density on the simplex modeled with a concrete distribution. (D) Illustration of a descriptor-guided transformation of the kernel density shown in panel C based on the descriptors shown in panel D. Reproduced with permission from Ref. [234].}
\end{figure}

Regardless of the optimization strategy, the confidence of having identified the best performing candidate in the search space increases with the number of evaluated candidates.
In the best case, only one evaluation is required, while in the worst case, all candidates in the search space need to be evaluated. The choice of the optimization strategy modulates the chance of having identified the best performing candidate after a certain number of evaluations and, consequently, the average fraction of the candidate space that needs to be evaluated to identify the most desired one. Straightforward search strategies rely on exhaustive random or systematic evaluations of all candidates without leveraging any feedback from collected responses to refine the search policy. In the absence of accurate prior expectations on the performance of individual candidates, both random and systematic search strategies require the evaluation of 50% of all candidates, on average, to identify the best performing candidate and are therefore only applicable to relatively small search spaces. Nevertheless, exhaustive strategies are massively parallelizable and thus well suited for high-throughput experimentation. Genetic algorithms and evolutionary strategies extend the idea of a random exploration of the search space but condition their exploration policies on a population of candidate solutions which have already been evaluated. In contrast to a globally random exploration, new candidates are selected based on local perturbations on the population of the best performing candidates. During the optimization, the better performing candidates substitute the poorly performing candidates.

Bayesian optimization has recently gained increased attention as a competitive global optimization strategy across various fields, including automatic and experimental design. Extensions of Bayesian optimization frameworks to categorical parameter domains are under active development. One approach consists in the representation of categorical parameters as one-hot encoded vectors. This representation expresses the $j$-th option of a categorical variable $z$ with $n$ different options, $z = \{z_1, \ldots, z_n\}$, as an $n$-dimensional vector with elements $z_i = \delta_{ij}$ for $1 \leq i \leq n$, which can be interpreted as the corners of an $n$-dimensional simplex, $z \in \Delta^{n-1} = \{z \in \mathbb{R}^n | z_i \in [0,1] \text{ and } \sum_{i=1}^n z_i = 1\}$ (see Fig. 7.1a). Standard Bayesian optimization strategies for continuous parameter domains can be deployed on these one-hot encoded categorical variables, such that even optimizations of mixed continuous-categorical domains are possible. The choices for future evaluations are
determined by projecting promising candidates from the continuous space to the one-hot boundaries. This strategy presents two limitations: (i) redundancies in the projection arise from the fact that the continuous optimization space contains an additional degree of freedom compared to the categorical domain, and (ii) the one-hot encoding imposes an equal measure of covariance between all choices of the categorical variables such that we cannot account for imbalanced similarities. Redundancies in the projection can be reduced by imposing constraints on the acquisition function on the continuous domain. For example, the acquisition function can be modified such that covariances are computed after the projection operation. This modification results in a stepwise defined acquisition function from which choices for future evaluations can be suggested directly. However, stepwise functions are generally more challenging to optimize than smooth functions, and this modification still retains equal covariance measures between individual choices of categorical variables.

7.3 Formulating Gryffin

Building upon previous works (see Sec. 7.2), we base the formulation of Gryffin on a one-hot encoding of categorical variables. Instead of constructing the surrogate on the continuous space spanned by the one-hot encoded categorical choices, Gryffin aims to support the surrogate on the simplex to avoid projection redundancies. To this end, we model categorical parameters as random variables and extend the recently reported Phoenics approach\textsuperscript{233} from continuous domains to categorical domains. The surrogate is constructed from reweighted kernel density estimates for the categorical parameters, similar to the approach outlined in Chapter 6. Beyond the implementation of kernel density based Bayesian optimization on categorical domains, we further demonstrate how physical and chemical domain knowledge can be used to transform the surrogate to accelerate the search and how this bias can be refined during the optimization to identify and interpret relevant domain knowledge.
7.3. Categorical optimization with naïve Gryffin

Naïve Gryffin constructs kernel densities by extending the one-hot encoding of categorical options to the entire simplex, i.e., we consider \( z \in \Delta^{n-1} \). The largest entry of any given point \( z \) can be used to associate this point to a realizable option \( \zeta \) (see Fig. 7.1a). Various probability distributions with support on the simplex have been introduced in the past. The Dirichlet distribution, for example, constitutes the conjugate prior to the categorical distribution. Another example is the logistic normal distribution which ensures that the logit of generated samples follows a standard normal distribution. While both of these distributions are widely used, their deployment in a computational graph is numerically involved due to demanding inference and sampling steps. Directed probabilistic models can be implemented at low computational cost if stochastic nodes of such graphs can be reparameterized into deterministic functions of their parameters and stationary noise distributions. Such reparameterizations, however, are unknown for the Dirichlet and the logistic normal distribution. The recently introduced concrete distribution (simultaneously introduced as Gumbel-Softmax), illustrated in Fig. 7.1c, overcomes this obstacle. This distribution is supported on the simplex and parameterized by a set of deterministic variables with noise generated from stationary sources. The concrete distribution is amenable to automatic differentiation frameworks for accelerated sampling and inference. It also contains a temperature parameter, \( \tau \), which can be tuned to smoothly interpolate between the discrete categorical distribution and the uniform distribution on the simplex. As such, this temperature parameter controls the localization of constructed kernel densities towards the corners of the simplex.

Naïve Gryffin estimates kernel densities from concrete distributions and conditions the parameters of the concrete distribution on the sampled candidates as suggested in the Phoenics framework. The temperature parameter is modified based on the number \( n \) of collected observations, \( \tau \sim n^{-1} \), such that the priors gradually transition from a uniform distribution to a continuous approximation of the categorical distribution. Options for fu-
ture evaluations are determined via the acquisition function of PHOENICS, which compares the constructed kernel densities to the uniform distribution on the simplex (see Chapter 6). With a sampling parameter $\lambda$ to reweight the uniform distribution, this acquisition function can favor a bias towards exploration or exploitation explicitly and natively enable batch optimization. The computational cost of the algorithm can further be reduced significantly by introducing an approximation to the computation of the kernel densities. The approximation is based on the idea that the low-density regions of the kernel densities indicate a lack of information (see Chapter 6). A precise estimate of the kernel densities in these regions might therefore not be required. We find that an approximative estimate of the kernel densities in low-density regions can significantly accelerate the computation without requiring additional evaluations. Details on this approximation are provided in the appendix of Ref. [234].

7.3.2 Descriptor-guided searches with static Gryffin

Naïve GRYFFIN imposes an equal measure of covariance between individual options of categorical variables, which is undesired in cases where a notion of similarity can be established between any two given options. Especially in the context of scientific discovery, similarities between the options of categorical variables can be defined, for example, via physicochemical descriptors for small molecules or material candidates. We extend the naïve approach by assuming that the metric to measure the similarity between any two options is based on the Euclidean distance between real-valued $d$-dimensional descriptor vectors, $x \in \mathbb{R}^d$, which are uniquely associated with individual categorical options (see Fig. 7.1a,b).

While the descriptors are embedded in a continuous space, their arrangement in this space is unknown for a generic optimization task, and only selected points in the descriptor space can be associated with realizable categorical options. These limitations present major obstacles to optimization strategies that operate directly on the descriptor space. Instead, we propose to leverage the naïve GRYFFIN framework but redefine the metric on the simplex based on the provided descriptors. Following this strategy, the length of an infinitesimal line
element on the simplex is conditioned not only on the corresponding infinitesimal change of location on the simplex but also on the infinitesimal change of the associated descriptors. In the following, we derive an expression for the distance between any point \( z \) on a simplex with dimensionality \( N_{\text{opt}} \) and a particular target corner, \( z_i = \delta_i e_i \) for \( i = 1, \ldots, N_{\text{opt}} \), computed based on the metric spanned by the descriptors associated with individual options. The infinitesimal line element on the descriptor space with \( N_{\text{desc}} \)-many descriptors can be calculated following the Euclidean norm,

\[
ds^2 = \sum_{m=1}^{N_{\text{desc}}} dx_m dx_m, \tag{7.1}\n\]

where we sum over all descriptors. With the assumption that descriptors are a function of the points on the simplex, \( x = x(z) \), we can compute the infinitesimal changes in the descriptors via infinitesimal changes in the categorical variable,

\[
dx_m = \sum_{i=1}^{N_{\text{opt}}} \frac{\partial x_m}{\partial z_i} dz_i. \tag{7.2}\n\]

The infinitesimal line element \( ds \) can then be expressed as

\[
ds^2 = \sum_{m=1}^{N_{\text{desc}}} \sum_{i,j=1}^{N_{\text{opt}}} \frac{\partial x_m}{\partial z_i} \frac{\partial x_m}{\partial z_j} dz_idz_j. \tag{7.3}\n\]

Further, if we construct \( x(z) \) as a linear function of the points on the simplex, we can replace \( dx \to \Delta x, dz \to \Delta z \) and \( ds \to \Delta s \). The length of the path from a point \( z \) on the simplex to the corner \( z_i \) then simplifies to

\[
\Delta s^2 = \sum_{m=1}^{N_{\text{desc}}} \sum_{i,j=1}^{N_{\text{opt}}} \frac{\Delta x_m}{\Delta z_i} \frac{\Delta x_m}{\Delta z_j} \Delta z_i \Delta z_j = \sum_{m=1}^{N_{\text{desc}}} \sum_{i,j=1}^{N_{\text{opt}}} \Delta x^i_m \Delta x^j_m. \tag{7.4}\n\]

where we introduced \( \Delta x^i_m \) to describe the change of the \( m \)-th descriptor with a change in the \( i \)-th option of the categorical variable. To compute this change in the descriptor, we consider
a straight line in the categorical space,

\[ \mathbf{z}(t) = (1 - t)\mathbf{z} + t\mathbf{z}_i, \quad \text{where} \quad t \in [0, 1], \quad (7.5) \]

and compute the value of the descriptor \( x_m \) along this path. For \( t = 1 \), the value of \( x_m \) is identical to the value of the \( m \)-th descriptor of the \( i \)-th categorical option. For \( t = 0 \), however, the value of \( x_m \) is given by the weighted average of the descriptors \( x_m \) across all categories but the \( i \)-th category,

\[ x_m(t = 0) = \sum_{k \neq i}^{N_{\text{opt}}} \frac{z_k}{1 - z_i} x_{m}^{\text{opt}_k}, \quad x_m(t = 1) = x_{m}^{\text{opt}_i}. \quad (7.6) \]

Hence, for a given point \( \mathbf{z} \) along this path,

\[ x_m(\mathbf{z}) = z_i x_{m}^{\text{opt}_i} + (1 - z_i) \sum_{k \neq i}^{N_{\text{opt}}} \frac{z_k}{1 - z_i} x_{m}^{\text{opt}_k}, \quad (7.7) \]

where \( x_{m}^{\text{opt}_i} \) denotes the value of the \( m \)-th descriptor of the \( i \)-th categorical option. Following the path from \( \mathbf{z} \) to \( \mathbf{z}_i \), we find that \( x_m \) changes as

\[ \Delta x_m^i = x_{m}^{\text{opt}_i} - \sum_{k=1}^{N_{\text{opt}}} z_k x_{m}^{\text{opt}_k}. \quad (7.8) \]

We then compute the length of the path from \( \mathbf{z} \) to the corner to arrive at

\[ \Delta s^2 = \sum_{m=1}^{N_{\text{desc}}} \sum_{i,j=1}^{N_{\text{opt}}} \left( x_{m}^{\text{opt}_i} - \sum_{k=1}^{N_{\text{opt}}} z_k x_{m}^{\text{opt}_k} \right) \left( x_{m}^{\text{cat}_j} - \sum_{k=1}^{N_{\text{opt}}} z_k x_{m}^{\text{opt}_k} \right) \]

\[ = (N_{\text{opt}})^2 \sum_{m=1}^{N_{\text{desc}}} \left( x_{m}^{\text{opt}_i} - \sum_{k=1}^{N_{\text{opt}}} z_k x_{m}^{\text{opt}_k} \right) \left( x_{m}^{\text{opt}_j} - \sum_{k=1}^{N_{\text{opt}}} z_k x_{m}^{\text{opt}_k} \right) \quad (7.9) \]

Eq. [7.9] presents the final equation to recompute distances. Based on these distances, similarities between sampled points on the simplex and its corners can be established. Kernel densities generated by the naïve approach can be transformed following this descriptor-based definition of distances on the simplex to reflect the similarity between individual options as
illustrated in Fig. 7.1a,b. As a consequence, the evaluation of one option of the categorical variable will be more informative with respect to the expected performance of other, similar options. We refer to the descriptor-guided categorical optimization as static Gryffin, as user-provided descriptors are used without further modifications. The benefits of static Gryffin over naïve Gryffin to accelerate the search could depend on the provided descriptors: more informative descriptors are expected to efficiently guide the algorithm to the best performing options, while less informative descriptors have the potential to mislead the algorithm. These possibilities are empirically explored in more detail in Sec. 7.4.

7.3.3 Descriptor refinement with dynamic Gryffin

The dynamic formulation of Gryffin aims to alleviate the expected sensitivity of the performance of static Gryffin on the choice of provided descriptors by transforming them during the optimization. Specifically, dynamic Gryffin infers a transformation, \( T \), which constructs a new set of descriptors, \( x' \), from the provided descriptors, \( x \), based on the feedback collected from evaluated options. The transformation \( T \) can be constructed to target two primary goals: (i) the generation of more informative descriptors, \( x' \), which help to navigate the candidate space more efficiently, and (ii) the interpretable identification of relevant domain knowledge to inspire design choices and scientific insights as we will demonstrate in Sec. 7.5. In addition to these two goals, the transformation \( T \) is required to be robust with respect to overfitting due to the low data scenarios which are commonly encountered in autonomous workflows.

In an attempt to balance flexibility, robustness and interpretability, we suggest to construct this transformation \( T \) from a learnable combination of the provided descriptors

\[
x' = \text{softsign}(W \cdot x + b), \quad \text{softsign}(x) = \frac{x}{1 + |x|},
\]

where \( W \) and \( b \) are the learnable parameters inferred from the feedback collected in previous evaluations. The class of transformations described by Eq. 7.10 includes slightly non-linear
translations and rotations of the provided descriptors. While more complex transformations accounting for higher-order interactions between individual descriptors could potentially yield even more informative descriptors, slightly non-linear transformations are inherently robust to overfitting and more amenable to intuitive interpretation than more complex models. We will demonstrate empirically in Secs. 7.4 and 7.5 that this class of transformations is well suited for a variety of categorical optimization tasks. Following a stochastic gradient optimization, the parameters $W$ and $b$ in Eq. 7.10 are adjusted to (i) increase the correlation between the newly generated descriptors $x'$ and the associated measurements, (ii) reduce correlations between newly generated descriptors, and (iii) remove redundant descriptors with poor correlations with the measurements or high correlations with other newly generated descriptors. These three goals are modeled as penalties which are to be minimized at training time (see appendix of Ref. [234] for details).

7.4 Synthetic benchmarks

We empirically assess the performance of the introduced variants of Gryffin on a set of synthetic benchmark surfaces (see appendix of Ref. [234] for details). Four of the surfaces constitute categorized adaptations of established functions commonly used to benchmark global and local optimization strategies on continuous parameter domains. We also include three partially and fully randomized surfaces with responses sampled from stationary probability distributions. While the ordering of the categorical options is arbitrary, we introduce a reference order to illustrate the surfaces (see appendix of Ref. [234] for details). Unless noted otherwise, descriptors for the categorical options are generated such that they encode the reference order. Implementations of all benchmark surfaces are made available on GitHub.

Gryffin is compared to a set of qualitatively different optimization strategies which are implemented in publicly available libraries: genetic optimization through PyEvolve, Bayesian optimization with random forests (RFs) as implemented in SMAC, Bayesian optimization with Gaussian processes (GPs) via GPyOpt, and Bayesian optimization with tree-structured Parzen windows introduced in HyperOpt. We also run
random explorations of the candidate space as a baseline. We compare the performance of the different formulations of GRYFFIN to the other optimization strategies on all benchmark surfaces, probe the influence of the number of descriptors, study the scaling of GRYFFIN with the number of options per categorical variable and the number of categorical variables, and investigate the benefits of dynamic GRYFFIN over static GRYFFIN. For all comparisons, we measure the fraction of the candidate space that a given optimization strategy explored to locate the best candidate. Unless noted otherwise, all comparisons are averaged over 200 independent executions.

Figure 7.2: Performances of various optimization strategies on selected synthetic surfaces. Individual panels indicate the fraction of the candidate space each algorithm explored before finding the global minimum of the surfaces illustrated on the top right (low values are shown in yellow, high values in green), averaged over 200 independent executions. Best performing algorithms are indicated in bold by a star. Color codes for the optimization strategies are shown in the top panel and apply to all panels in this figure. Reproduced with permission from Ref. [234].

7.4.1 Optimization performance

In a first test, we compare the optimization strategies on two-dimensional formulations of the synthetic benchmark surfaces with 21 options per dimension, as illustrated in Fig. 7.2. The Dejong surface generalizes the convex parabola from continuous to categorical spaces, such that we consider it to be pseudo-convex. In contrast, the Ackley surface is generalized from the Ackley path function, which is non-convex on the parameter domain. The Camel surface presents a degenerate global optimum as there are two different combinations of
options that yield the same optimal response. Finally, the reference ordering of the Noise
surface arranges the options such that they yield a relatively large local relative variance.\(^\dagger\)
The fractions of the surfaces that the optimizers explored to locate their optima, averaged
over 200 independent executions, are illustrated in Fig. 7.2. Full optimization traces are
reported in the appendix of Ref. [234]. We observe that a random exploration of the space
requires the evaluation of approximately half the space for the surfaces with well-defined
global optima, and about a third of the space for the Camel function with a singly degen-
erate optimum. We find that the performances of PyEvolve, SMAC, and HyperOpt are
roughly comparable across the different surfaces, although PyEvolve tends to outperform
SMAC and HyperOpt on the noiseless surfaces. GPyOpt generally locates global optima
faster than the other strategies but is slightly slower than naïve Gryffin on the non-convex
surfaces. The faster optimization of convex surfaces with \(GP\)-based Bayesian optimization
compared to kernel density augmented Bayesian optimization has already been observed and
discussed for continuous domains (see Chapter 6). Notably, the static and dynamic for-
mulations of Gryffin can significantly outperform the other optimization strategies, with
reductions of the explored space by several factors. This observation confirms that providing
real-valued descriptors can substantially accelerate the search. We also observe similar per-
formances of the static and dynamic formulations of Gryffin for the deterministic surfaces
(Ackley, Dejong, Camel), while dynamic Gryffin optimizes the noisy surface at a faster
rate. This observation suggests that dynamic Gryffin is indeed capable of learning more
informative descriptors.

7.4.2 Scaling to more options and higher dimensions

We further study the performance of Gryffin for larger candidate spaces with (i) more cat-
egorical variables, and (ii) more options per categorical variable. Increasing the number of
variables or the number of options per variable generally increases the number of candidates
in the space and is thus expected to require more evaluations overall before the best can-

\(^\dagger\) Note, that the locality of the variance in the response is measured with respect to the descriptor vectors
of the associated options.
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didate is identified. Results obtained for these benchmarks are detailed in the appendix of Ref. [234]. The benchmarks suggest that GRYFFIN indeed uses more candidate evaluations to locate the global optimum with an increasing volume of the search space consistently across all benchmark surfaces. However, although the number of evaluations increases, the fraction of the explored space generally decreases. More specifically, we identify a polynomial decay of the explored space with an increasing number of options per variable, with decay exponents ranging from $-1.0$ to $-1.25$ and an exponential decay for an increase in the number of parameters with decay coefficients ranging from $-1.6$ to $-2.0$ across the different surfaces as shown in more detail in the appendix of Ref. [234]. Based on this observation, we conclude that GRYFFIN may show an onset of the curse of dimensionality only for a relatively large number of dimensions and indeed constitutes an optimization strategy which can navigate large categorical spaces efficiently.

7.4.3 Data-driven refinement of descriptors

The effectiveness of transforming provided descriptors to accelerate the search is studied in detail on the slope surface with 51 options per dimension, resulting in 2,601 different candidates (see Fig. 7.3). For this benchmark, we randomly assign descriptors to each of the categorical options at a desired targeted correlation between the descriptors and the responses of the associated options. With a decreasing correlation, the local variance increases, which results in a less structured space that is more challenging to navigate. We therefore generally expect a performance degradation for both static and dynamic GRYFFIN with decreasing correlation. Fig. 7.3 illustrates the fractions of the candidate space explored by static and dynamic GRYFFIN for different targeted correlations between the supplied descriptors and the responses. For comparison, we also report the performance of the descriptor-less naïve formulation of GRYFFIN, which is independent of the supplied descriptors. We observe a significant increase in the fraction of the explored space with a decreasing correlation for both static and dynamic GRYFFIN. Although both methods require more candidate evaluations with less informative descriptors, their performance never significantly degrades beyond the
naïve formulation, indicating that even entirely uninformative descriptors do not delay the search for the best candidate compared to descriptor-less scenarios.

We further find that static Gryffin can benefit from descriptors and significantly outperform the naïve approach if the Pearson correlation coefficient between descriptors and responses is at least 0.8. Below this value, the average performance of static and naïve Gryffin is comparable, although the variance on the performance is higher for the static formulation. Similar to static Gryffin, learning a more informative set of descriptors with dynamic Gryffin accelerates the search more if the correlation between the descriptors and the responses is high. However, the dynamic formulation is generally at least as fast as the static formulation and can successfully leverage descriptors to outperform descriptor-less searches even at correlations as low as 0.1. We thus confirm that the descriptor transformation introduced in Eq. 7.10 is sufficiently robust to be applied to low-data tasks and conclude that deploying dynamic Gryffin can be beneficial for some descriptor guided optimization tasks without delaying the optimization compared to static Gryffin.

7.5 Applicability of Gryffin to chemistry and materials science

Following the empirical benchmarks of Gryffin, we now demonstrate its applicability and practical relevance to a set of optimization tasks across materials science and chemistry. Specifically, we target the discovery of non-fullerene acceptors for OSCs, the design of HOIPs for light-harvesting, and the selection of phosphine ligands simultaneously to the optimization of process conditions for Suzuki-Miyaura coupling reactions. Obtaining statistically
significant performance comparisons at a sufficient level of confidence requires the repeated execution of optimization runs to average out the influences of initial conditions and probabilistic elements of the optimization strategies. As repetitive executions of optimization runs on these applications would be highly resource-demanding experimentally or computationally, we construct these optimization tasks from recently reported datasets. The discovery of non-fullerene acceptors and perovskites is based on lookup tables, and the optimization of Suzuki reactions is facilitated via a probabilistic model trained on experimental data (virtual robot) to emulate experimental uncertainties in addition to the average response. The concept of virtual robots to benchmark experiment planning strategies is discussed in more detail in Chapter 8. The selection of physicochemical descriptors for the categorical variables of these three applications is mostly motivated by their accessibility. Determining the most suitable set of descriptors for a given application requires repeated measurements of the property of interest, which typically is a highly resource-demanding process. As such, the selection of the descriptors as outlined in the following sections balances applicability and availability, as the most informative set of descriptors for a scientific discovery task might be a priori unknown.

7.5.1 DISCOVERY OF NON-FULLERENE ACCEPTOR CANDIDATES FOR ORGANIC PHOTOVOLTAICS

Small organic molecules currently constitute the highest performing acceptor materials for OSCs (see Sec. 2.1). The large number of degrees of freedom when designing such non-fullerene acceptors, arising from complex aromatic molecular geometries, allows us to fine-tune their relevant electronic properties, e.g., the optical gap and the energy level alignment between the donor and acceptor materials. Despite their flexibility, the large design space for non-fullerene acceptors poses significant obstacles to the discovery of promising candidate molecules.

We demonstrate the applicability of Gryffin for the discovery of non-fullerene acceptors on a candidate space of 4,216 different small organic molecules, which form a subset of a re-
cently reported comprehensive study[497] Acceptor candidates in this library are constructed from a set of molecular fragments that are separated into three fragment pools (see Fig. 7.4a). Each candidate is composed of one core fragment \( C \) (8 options), two spacer fragments \( S \) (31 options), and two terminal fragments \( T \) (17 options) following a symmetric design. Details on the library of candidate fragments are reported in the appendix of Ref. [234]. The performance of each acceptor candidate is quantified based on the power conversion efficiency (PCE) which is computed via the Scharber model following a workflow based on the data-driven calibration of density functional theory (DFT) results.\[497\] The optimization task targets the maximization of the expected PCE of the acceptor candidate. We guide static and dynamic GRYFFIN with a set of electronic and geometric descriptors for each of the fragments: the HOMO and LUMO energy levels, the dipole moment, the radius of gyration and the molecular weight. Electronic properties were computed at the B3LYP/Def2SVP level.
7.5. Applicability of GRYFFIN to chemistry and materials science

of theory on a SuperFineGrid using Gaussian and the radius of gyration was computed for the ground state conformations of the molecules. The correlations of the descriptors with the PCE of the resulting non-fullerene acceptor are generally low, with the highest encountered Pearson correlation coefficients reaching values of about 0.2 (see appendix of Ref. for details). In fact, the identification of improved descriptors for the accurate prediction of PCE in OSCs is an active field of research.

Fig. 7.4b illustrates the fraction of the candidate library averaged over 200 independent executions, which each optimization strategy explored before identifying the combination of fragments which yields the highest PCE. Full optimization traces for each of the optimization strategies are reported in the appendix of Ref. In agreement with the synthetic tests (see Sec. 7.4), we find that PyEVOLVE explores smaller fractions (21%) of the space than HYPEROPT (27%) or SMAC (41%). The performance of naïve GRYFFIN, exploring about 11%, is comparable to GPyOPT and thus significantly faster than the other benchmark strategies. However, the physical descriptors supplied for each of the fragments enable static GRYFFIN to find the best acceptor candidate after exploring only 8.7% of the candidate space (~22% reduction of the required acceptor evaluations). In contrast, dynamic GRYFFIN can refine the supplied descriptors to find the best candidate with only 6.9% of the library explored (~38% reduction over naïve search). This improvement of dynamic GRYFFIN over static GRYFFIN confirms that the supplied descriptors can be transformed into a more informative set to accelerate the search. Fig. 7.4c illustrates the importance of individual descriptors to guide the search, as determined by dynamic GRYFFIN. Specifically, we plot the relative contributions of individual descriptors to the set of transformed descriptors that were used when the best performing candidate was identified. We observe that the descriptor search emphasizes the relevance of electronic descriptors over geometric descriptors consistently across all types of fragments. Indeed, the Scharber model is designed to estimate power conversion efficiencies qualitatively from the electronic properties of the acceptor material, and further refinements can be enabled by considering the bandgap.

The design of non-fullerene acceptor candidates beyond the provided library could, therefore,
be inspired mostly by the electronic properties of the fragments rather than their geometric properties, although even more informative descriptors could potentially be constructed with more computational effort.\textsuperscript{573}

7.5.2 Discovery of hybrid organic-inorganic perovskites for light-harvesting

Perovskite solar cells (PSCs) constitute another class of third-generation light-harvesting materials which are typically composed of inorganic lead halide matrices and contain inorganic or organic anions (see Fig. 7.5a).\textsuperscript{151–153} Recently, PSCs have experienced increased attention as breakthroughs in materials, and device architectures boosted their efficiencies and stabilities.\textsuperscript{154} Nevertheless, the discovery of viable perovskite designs involves numerous choices regarding material compositions and process parameters, which poses a challenge to the rapid advancement of this light-harvesting technology. This second demonstration of the applicability of \textsc{Gryffin} focuses on the discovery of HOIPs based on a recently reported dataset.\textsuperscript{577} The HOIP candidates of this dataset are designed from a set of four different halide anions, three different group-IV cations, and 16 different organic anions, resulting in 192 different HOIP compositions. Among other properties, the dataset reports the bandgaps of the HOIP candidates obtained from DFT calculations with GGA and the HSE06 functional. In this application, we aim to minimize the bandgap.

The inorganic constituents are characterized by their electron affinity, ionization energy, mass, and electronegativity to guide the searches of the static and dynamic formulations of \textsc{Gryffin}. The organic compounds are described by their HOMO and LUMO energy levels, dipole moment, atomization energy, radius of gyration, and molecular weight. All electronic descriptors were computed at the HSEH1PBE/Def2QZVPP level of theory on a SuperFineGrid with Gaussian\textsuperscript{421} and the radii of gyration are calculated for the ground state conformer. Note, that in contrast to the search for viable non-fullerene acceptors, this application presents an optimization task which not only features physically different descriptors between individual categorical variables but also varying dimensionalities of the descriptors associated with individual categorical variables. However, the correlations be-
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Figure 7.5: Results of the benchmarks on hybrid organic inorganic perovskites. (A) Perovskites are assembled by choosing one of three inorganic cations, one of four inorganic anions and one of 16 organic anions, resulting in 192 unique designs. (B) Fractions of the candidate library to be explored by each of the studied optimization strategies to identify the perovskite design with the lowest bandgap. (C) Most informative descriptors to guide the optimization for each of the three constituents identified by dynamic Gryffin. Diamonds indicate the average relevance of each descriptor. Reproduced with permission from Ref. [234].

between individual descriptors and the expected bandgaps of the assembled HOIP materials are significantly higher compared to the descriptors used for the non-fullerene acceptors (see appendix of Ref. [234] for additional details).

The fractions of the candidate space explored by each optimization strategy before locating the HOIP composition with the lowest bandgap are illustrated in Fig. 7.5b. More detailed results are reported in the appendix of Ref. [234]. Similarly to the synthetic benchmarks (see Sec. 7.4) and the optimization of non-fullerene acceptors (see Sec. 7.5.1), we find that all optimization strategies outperform a purely random exploration of the candidate space. Bayesian optimization approaches tend to locate the best performing HOIP candidate at a faster rate than PyEvolve (∼34%), with GPyOpt evaluating only about 10% of the candidate space, followed by HyperOpt (∼21%) and SMAC (∼27%). However, naïve Gryffin succeeds after exploring less than 9% of the search space. Note that this fraction of the search space corresponds to roughly 17 HOIP candidates, which approximately matches the number of available organic compounds. The static and dynamic formulations of Gryffin even undercut this value and identify the best performing HOIP within less than 8%, corresponding to the evaluation of less than 16 HOIP candidates on average.
This observation confirms that Gryffin indeed accelerates the optimization of categorical variables if physical descriptors are available. However, we no longer observe a significant performance difference between the static and the dynamic formulation of Gryffin, which is in agreement with the significantly higher correlation between provided descriptors and the bandgaps (see Sec. 7.4.3). For this application, we find that electronegativity is most relevant for the inorganic constituents, while the radius of gyration and the molecular weight are most informative for the organic compound. Although the targeted property (bandgap of the HOIP) is an electronic property, dynamic Gryffin seems to benefit the most from the geometric and not the electronic descriptors of the organic compound. In contrast, the mass of the inorganic compounds seems to be the least relevant, while their electronegativity is most informative. These observations suggest that the organic molecule does not directly affect the electronic properties of the HOIP material but rather induces a change in the arrangement of the inorganic compounds, which in turn modulates the bandgap. Indeed, this hypothesis has emerged in various studies on perovskite materials, which confirms that dynamic Gryffin can capture the relevant trends in the descriptors and inspire future design choices.

7.5.3 Suzuki-Miyaura cross-coupling optimization

As a final application, we demonstrate how Gryffin can aid in the optimization of Suzuki-Miyaura cross-coupling reactions with heterocyclic substrates. These reactions are of particular interest to the pharmaceutical industry, and have recently been studied in the context of self-optimizing reactors for flow chemistry. The optimization of chemical reactions typically targets a maximization of the yield. The yield of a reaction can be modified by varying a set of process conditions, which can largely be described by continuous variables. However, the yield can also be increased by using suitable catalytic systems that modulate the rate of the reaction. For the example of a flow-based Suzuki-Miyaura cross-coupling reaction, we specifically consider three continuous reaction conditions (temperature, residence time, catalyst loading) and one categorical variable (ligand for palladium catalyst)
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as illustrated in Fig. 7.6a. The optimization task targets the maximization of the reaction yield, while simultaneously maximizing the turnover number (TON) of the catalyst. We employ the CHIMERA scalarizing strategy to enable this multi-objective optimization (see Chapter 8), where we accept a 10% degradation on the maximum achievable reaction yield to increase the TON as the secondary objective. This acceptable degradation corresponds to the desired reaction yield of above 85.4%. Gryffin is integrated with the PHOENICS algorithm to optimize categorical and continuous parameters simultaneously (see Chapter 6).

We consider a set of seven ligands (see Fig. 7.6b), which are characterized by their molecular weight, the number of rotatable bonds, their melting points, the number of valence electrons and their partition coefficients, quantified by logP. Details on the physicochemical descriptors and the ranges for the continuous parameters are provided in the appendix of Ref. [234].

Figure 7.6: Results of the benchmarks on the optimization of Suzuki-Miyaura reactions. (A) Parameters and objectives for the optimization task: We target the identification of optimal values for three process parameters (temperature, residence time, catalyst loading) and one categorical variable (ligand) to maximize the yield of the reaction and the turnover number (TON) of the catalyst. (B) Illustration of the seven available ligands. (C) Optimization traces showing the performance of individual optimization strategies. (D) Most informative descriptors to guide the optimization. Diamonds indicate the average relevance of each descriptor. Reproduced with permission from Ref. [234].

As complete performance analyses of the different optimization strategies are experimentally not tractable, we emulate noisy experimental responses with probabilistic models which are trained on experimental data, as previously demonstrated for benchmarking multi-objective optimization strategies. Specifically, we train a Bayesian neural network (BNN)
to reproduce the reaction yield and \textbf{TON} of a previously reported flow-based reactor.\cite{191} Details on the data acquisition, model training, and prediction accuracies are provided in the appendix of Ref. \cite{234}. The coefficients of determination of the trained model for the test set predictions of the reaction yield and the \textbf{TON} are above $r^2 > 0.96$, which indicates that the trained model indeed constitutes a realistic approximation to the experimental surface. With this experimental emulator, we execute 200 independent optimization runs with 240 evaluations for each of the benchmarked experiment planning strategies.

Fig. \ref{fig:7.6} illustrates the performance of the individual optimization strategies. We find that GPyOpt requires about 18 evaluations to identify reaction conditions which achieve desired yields of above 85.4\%. The other benchmark strategies, including random exploration, satisfy this first objective already after evaluating approximately 10-12 different conditions. Only the three formulations of GRYFFIN can locate desired reaction conditions at an even faster rate, requiring 7-8 evaluations. For the subsequent maximization of the \textbf{TON} we observe that PyEvolve is the slowest of the optimization strategies. In fact, random search outperforms PyEvolve after about 100 evaluations. Despite its relatively poor performance for the reaction yield, GPyOpt maximizes the \textbf{TON} faster than random search. However, SMAC and HyperOpt still achieve significantly higher \textbf{TONs} for any given number of evaluations and are slightly outperformed by GRYFFIN. We do not observe a significant difference in the performance of the three formulations of GRYFFIN, which can be attributed to the fact that we only have one categorical variable with only seven options. Nevertheless, we observe a slight trend that dynamic GRYFFIN achieves slightly higher \textbf{TONs} than static or naïve GRYFFIN.

The contributions of individual descriptors are illustrated in Fig. \ref{fig:7.6}, where we find that the number of valence electrons shows the highest relevance among all descriptors to guide dynamic GRYFFIN, while the number of rotatable bonds is the least relevant. Indeed, the number of rotatable bonds correlates the least with the maximum and average reaction yields and \textbf{TONs} for any values of the other parameters (see appendix of Ref. \cite{234}), confirming that dynamic GRYFFIN correctly identifies non-informative descriptors within
the given library of ligand candidates. The number of valence electrons also correlates strongly with the maximum achievable reaction yield for each of the ligands, confirming that this descriptor is highly informative to identify ligands which satisfy the reaction yield threshold. Melting point and molecular weight are likely indicated as relevant due to their strong correlation with the number of valence electrons. Based on the indications of dynamic GRYFFIN, the design of more potent ligand candidates could be inspired by the number of valence electrons. However, it is essential to mention that here, in contrast to the other applications, we considered a relatively small library of only seven ligands, such that the descriptor indications might not necessarily generalize well to more extensive libraries.

Overall, across all three applications, we find that naïve GRYFFIN constitutes a competitive strategy for the optimization of categorical variables in chemistry and materials science, which tends to outperform state-of-the-art optimization strategies without leveraging physicochemical descriptors in the selection process. Static GRYFFIN can accelerate the search with provided descriptors and navigate the search space more efficiently by exploiting descriptor-based similarities between individual options, thus leveraging domain knowledge. Dynamic GRYFFIN can accelerate the search even further by transforming provided descriptors to improve their relevance and inspire scientific insights. Finally, GRYFFIN integrates well with optimization strategies for continuous variables and enables the simultaneous optimization of mixed continuous-categorical parameter spaces.

7.6 Conclusion

In this chapter, we introduced GRYFFIN, a data-driven experiment planning strategy for the selection of categorical variables such as functional molecules, catalysts, or material constituents in autonomous experimentation workflows. GRYFFIN can leverage domain knowledge in the form of physicochemical descriptors for each of the categorical options, and inspire design choices and scientific insights while efficiently navigating the search space. To this end, GRYFFIN is based on the idea to augment Bayesian optimization with kernel density estimation, which has recently been introduced for continuous optimization domains.
Using smooth approximations to categorical distributions and locally transforming the metric of the optimization domain, GRYFFIN can exploit similarity information between categorical options to accelerate the search for promising molecules and materials.

We assessed the performance of GRYFFIN in comparison to state-of-the-art strategies to select categorical variables on a set of synthetic benchmark functions. Our benchmarks indicate that the naïve formulation of GRYFFIN, which does not use any descriptor information, is competitive on pseudo-convex surfaces and outperforms the other strategies on all other surfaces. Descriptor-guided searches with static GRYFFIN identify global optima at significantly faster rates consistently for all surfaces. Dynamic GRYFFIN, which attempts to construct a more informative set of descriptors, can accelerate the search even further in some cases, especially for moderate correlations between the descriptors and the responses and for noisy environments. The capabilities of GRYFFIN were further demonstrated on three real-world applications across materials science and chemistry: (i) the discovery of non-fullerene acceptors for OSCs, (ii) the discovery of HOIPs for light-harvesting, and (iii) the mixed categorical-continuous selection of ligands and reaction conditions for Suzuki-Miyaura cross-coupling reactions. GRYFFIN outperforms the other experiment planning strategies in all three applications. Static and dynamic GRYFFIN can accelerate the searches even with moderately informative physicochemical descriptors. We further find that dynamic GRYFFIN can identify trends among the descriptors which elucidate some of the prevalent phenomena which give rise to the properties of interest, indicating that dynamic GRYFFIN has the potential to foster scientific understanding and encourage physical and chemical intuition for the studied systems.

Based on the synthetic and real-world benchmarks, we suggest that GRYFFIN constitutes a readily available strategy for the efficient selection of categorical variables in data-driven experimentation workflows and alleviates some of the immediate challenges to the versatile deployment of autonomous experimentation platforms. The demonstrated acceleration of the search based on physicochemical descriptors constitutes a step towards autonomous
experimentation guided by domain knowledge. In summary, we believe that Gryffin has the potential to accelerate scientific discovery and invite the community to test and deploy it to scenarios where evaluations of categorical parameters are expensive, and similarities between categorical options can be defined.
Chimera: enabling hierarchy-based multi-objective optimization for self-driving laboratories
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Abstract

Finding the ideal conditions satisfying multiple desired targets simultaneously is a challenging decision-making process, which impacts science, engineering, and economics. Additional complexity arises for tasks involving experimentation or expensive computations, as the number of affordable evaluations is restricted by a budget. We propose CHIMERA as a general-purpose achievement scalarizing function for multi-target optimization where evaluations are the limiting factor. CHIMERA combines concepts of a priori scalarizing with lexicographic approaches and is applicable to any set of \( n \) unknown objectives. Importantly, it does not require detailed prior knowledge about individual objectives. The performance of CHIMERA is demonstrated on several well-established synthetic multi-objective benchmark sets using different single-objective optimization algorithms. We further illustrate the applicability and performance of CHIMERA on two practical examples: (i) the auto-calibration of a virtual robotic sampling sequence for direct-injection, and (ii) the inverse-design of a four-pigment excitonic system for efficient energy transport. The results suggest that CHIMERA
enables a broad class of optimization algorithms to rapidly find ideal conditions. Additionally, the presented applications highlight the interpretability of Chimera to corroborate design choices on tailoring system parameters.

8.1 Multi-objective optimization for scientific discovery

Multi-objective optimization is ubiquitous across various fields in science, engineering, and economics. It can be interpreted as a multi-target decision-making process, aiming at finding the ideal set of conditions, e.g., parameters of experimental procedures, theoretical models, or computational frameworks, which yield the desired pre-defined targets. In chemistry and material science, these targets can include the yield and selectivity of reactions, the power conversion efficiency (PCE) and photostability of a solar cell, production cost and overall execution time of processes, or optimization of materials with properties tailored to specific needs. In general, the ideal conditions for which all targets assume their desired optimal values do not exist. Improving on one target might only be possible at the expense of degrading on other targets (see Sec. 2.3.2). Straightforward approaches to determine ideal conditions satisfying multiple targets are formulated as detailed systematic searches of all possible conditions. However, these strategies require numerous objective evaluations, scale exponentially with the number of conditions to be optimized, and do not guarantee to locate the ideal conditions. Applications involving experimentation or expensive computations are, therefore, beyond the viability of these searches as the number of conducted experiments or computations must be kept low. Instead, robust and efficient algorithms evolving on multi-dimensional surfaces are needed to identify optimal conditions within a minimum number of distinct evaluations.

Such robust and efficient algorithms have the potential to open new avenues to multi-objective optimization in chemistry and materials science when combined with autonomous experimentation as implemented in self-driving laboratories (see Part III). Such laboratories combine artificial intelligence (AI) with automation, and enable the design and execution of experiments in full autonomy, without human interaction. The learning
procedure suggests new conditions while accounting for the observed merit of previously conducted experiments, forming a closed-loop. Consequently, self-driving laboratories learn experimental conditions on-the-fly by continuously refining parameters to maximize the merit of the machine-proposed conditions and satisfy pre-defined targets. However, applications with multiple objectives pose the challenge of formulating an optimal solution based on tolerated trade-offs in the objectives. To address this challenge, competing criteria need to be balanced to identify the conditions which yield the highest merit under user-defined preferences. Hereafter, we propose Chimera, a versatile achievement-scalarizing function (ASF) for multi-objective optimization with costly to evaluate objectives.

Recently, multi-objective optimization strategies have been successfully applied to various scenarios. Examples include the rational design of dielectric nanoantennas and plasmonic waveguides, the optimization of Stirling heat pumps, the design of thermal energy storage systems and optimizations on scheduling problems in combined hydro-thermo-wind power plants. However, in the applications mentioned above, the merit of a set of conditions could be assessed by analytic models, which were fast to evaluate computationally. As such, these optimization tasks could be approached with methods identifying the entire set of solutions that cannot be further optimized in at least one of the objectives at the expense of numerous objective evaluations. Preference information regarding specific solutions could then be expressed, knowing the surface of optimal points. In chemistry, multi-objective optimization methods have been applied to determine trade-offs in the reaction rate and yield of methylated ethers, maximize the intensity of quantum dots at a target wavelength or balance the production rate and conversion efficiency of Paal-Knorr reactions. These optimization tasks have been approached with methods that allow expressing preference information before starting the optimization procedures. Preference information was provided by constructing a single merit-function from all considered objectives such that the single merit-based function accounts for the provided preferences. Optimizations were then conducted on the merit-based function using single-objective optimization algorithms.

The abovementioned examples display the successful application and benefit of multi-
objective optimization methods on self-optimizing reactors, illustrating how they can power self-driving laboratories. Yet, the merit-based functions employed in these examples are often handcrafted. Constructing a suitable and versatile merit-based function with little prior knowledge about the objectives is challenging. As a matter of fact, compositions of merit-based functions can sometimes require refinements after initial optimization runs as the desired preference in the objectives is not achieved. Recently, Walker et al. have introduced a framework for formulating merit-based multi-objective optimization as constrained optimization problems for the synthesis of o-xylene adducts of Buckminsterfullerenes. Their approach aims to optimize a main objective while keeping other objectives at desired levels by considering them as constraints. However, their method depends on the choice of constraints, which requires substantial prior knowledge about the objective surfaces. The lack of a universal, general-purpose method for constructing merit-based functions from multiple objectives is a challenge to design problems and appears as a significant obstacle to the massive deployment of self-optimizing reactors and self-driving laboratories. Notably, we identify two main constraints based on the considerations in Sec. 1.2: (i) objective evaluations involve timely and costly evaluations (experimentally or computationally), and, thus, must be kept to a minimum, (ii) no prior knowledge is available about the surface of the objectives. In this work, we use these constraints as requirements for the formulation of Chimera.

Chimera is an approach to multi-objective optimization for experimental and computational design. It combines concepts of \textit{a priori} scalarizing with ideas from lexicographic approaches and is made available on GitHub. Hereafter, we show on several well-established benchmark sets and on two practical applications how Chimera fulfills the constraints mentioned before. Our proposed method relies on preference information provided in the form of a hierarchy in the objectives. A single merit-based function is constructed from the provided hierarchy and shapes a surface which can be optimized by a variety of single-objective optimization algorithms. Chimera does not require detailed assumptions about the surfaces of the objective functions, and it improves on the hierarchy of objectives from the beginning.
of the optimization procedure, without any required warm-up iterations.

8.2 Formulating Chimera

We consider a Pareto optimization problem with \( n \) objective functions \( \{ f_k \}_{k=0}^{n-1} \) defined on the \( d \)-dimensional compact subset \( \mathcal{P} \subset \mathbb{R}^d \). Sec. 2.3.2 provides a comprehensive discussion on the background of multi-objective optimization. We further assume that no prior information about the objectives is available and that evaluations of the objectives are demanding in terms of budgeted resources, motivating \textit{a priori} methods with gradient-free global optimization algorithms. In this section, we detail \textsc{Chimera}, which follows the idea of lexicographic approaches by providing preference information in the form of a hierarchy in the objectives, but formulates a single \textit{ASF} based on the provided hierarchy (see Fig. 8.1). The formulation of \textsc{Chimera} enables the following procedure: (i) Given a hierarchy in the objectives, relative tolerances are defined for each objective, indicating the allowed relative deviation with respect to the full range of the objective values. (ii) Improvements to the main objective should always be realized unless sub-objectives can be improved without degrading the main objective beyond the defined tolerance. (iii) Changes in the order of the hierarchy and the tolerances on the objectives should enable the optimization procedure to reach different Pareto optimal points. Cases, where two or more objectives are judged to be of equal importance, can be accounted for by combining these objectives into a single objective.

8.2.1 Constructing Chimera

We assume the set of \( f = (f_0, \ldots, f_{n-1}) \) objective functions to be ordered based on a descending hierarchy, \textit{i.e.}, \( f_0 \) is the main objective, and that the optimization procedure aims to minimize each of the objectives. An example of a set of three objective functions is illustrated in Fig. 8.1a. \textsc{Chimera} is updated at every optimization iteration based on all available observed pairs of parameter points and objectives \( \mathcal{D}_j = \{(\mathbf{x}_i, f_i)\}_{i=1}^{j} \). Using prior observations \( \mathcal{D}_j \), relative tolerances \( \bar{f}_k^{\text{tol}} \) defined prior to the optimization procedure are used to compute absolute tolerances \( f_k^{\text{tol}} \) on all objectives at each optimization iteration (see Eq. 8.1).
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Figure 8.1: Example for the construction of Chimera from three one dimensional objective functions. (A) Illustration of the three objective functions, \( f_0, f_1, \) and \( f_2 \), in order of the hierarchy. For constructing Chimera, each objective is considered only in the parameter region where higher-level objectives satisfy the tolerances (dashed lines). Solid lines indicate the upper objective bound in the region of interest used as a reference for the tolerance on the considered objective. The objective functions considered in different parameter regions for this example are illustrated in A.IV. (B) The construction of Chimera for the considered objective. The discrete variant of Chimera (black, panel B.II) is constructed using Eq. 8.2, which was substituted with Eq. 8.6 to generate smooth variants (green, panel B.III) using different smoothing parameter values, where lighter traces correspond to larger parameter values. (C) Pseudo code showcasing the conceptual implementation of Chimera. (D) Analytic expression for the discrete Chimera variant constructed from three objective functions. Reproduced from Ref. [235] with permission from the Royal Society of Chemistry.

Note, that absolute tolerances for individual objectives are computed from the minimum and maximum of this objective only in the subset of the parameter space, \( \mathcal{Y}_{k-1} \subset \mathcal{P} \), where the objective one level up the hierarchy satisfies its tolerance criteria (see Fig. 8.1),

\[
f_k^{\text{tol}} = \hat{f}_k^{\text{tol}} \left[ \max_{x_i \in \mathcal{Y}_{k-1}} f_k(x_i) - \min_{x_i \in \mathcal{Y}_{k-1}} f_k(x_i) \right]. \tag{8.1}
\]

We can determine whether a given objective function value is above or below the given tolerance via the Heaviside function \( \Theta \),

\[
\Theta \left( f_k^{\text{tol}} - f_k(x) \right) = \begin{cases} 
0 & \text{if } f_k(x) \geq f_k^{\text{tol}}, \\
1 & \text{if } f_k(x) < f_k^{\text{tol}}.
\end{cases} \tag{8.2}
\]
For the following considerations we introduce the abbreviations

\[ \Theta_k^+(x) = \Theta \left( f^{\text{tol}}_k - f_k(x) \right), \quad (8.3) \]
\[ \Theta_k^-(x) = \Theta \left( f_k(x) - f^{\text{tol}}_k \right) = 1 - \Theta_k^+(x). \quad (8.4) \]

Using the Heaviside function to weight the involved objectives, a single ASF can be constructed. This ASF is sensitive only to a single objective in any region of the parameter space (see Fig. 8.1a.iv). However, the assumed values of different objective functions in their respective regions of interest can differ greatly. As such, the value of a lower-level objective might exceed the value of a higher-level objective, as illustrated in Fig. 8.1a.iv. The decomposition of objectives alone would not present a suitable ASF as parameter regions satisfying tolerances on some objectives might be disfavored due to large values of lower-level objectives. To overcome this limitation we propose to shift objectives \( f_k \) based on the minimum of \( f_{k-1} \) in the parameter regions \( Y_{k-1} \subset \mathcal{P} \) for which \( f_{k-1} \) does not satisfy the defined tolerance. We denote the shifting parameters with \( f_{k-1}^{\text{min}} \). CHIMERA \( \chi(x) \) is constructed to account for the hierarchy of individual objectives via Eq. 8.5. Following this procedure, the construction and implementation of CHIMERA are illustrated in Fig. 8.1.

\[ \chi(x) = f_0(x) \Theta_0^+(x) + \prod_{k=0}^{n-1} \left( f_0(x) - f_{n-1}^{\text{min}} \right) \Theta_k^-(x) + \sum_{k=1}^{n-1} \left( f_k(x) - f_{k-1}^{\text{min}} \right) \Theta_k^+(x) \prod_{m=0}^{k-1} \Theta_m(x). \quad (8.5) \]

Within this formulation of the ASF and its associated relative tolerances, a single-objective optimization algorithm is motivated to improve on the main objective. The algorithm will also be encouraged to optimize the sub-objectives, from the beginning of the optimization procedure on. Nevertheless, improvements on the sub-objectives will not be realized if they cause degradations in objectives higher up the hierarchy (see Fig. 8.1b.ii). The constructed ASF will be monotonic in proximity to the points in parameter space where CHIMERA transitions from being sensitive to one objective to being sensitive to another objective if and only if the two objectives do not locally compete with each other. Detailed explanations on
this property of the constructed ASF are provided in the appendix of Ref. [235]. Identifying the parameter regions where the ASF is monotonic opens up possibilities for interpretations and the potential discovery of fundamental underpinnings.

As the Heaviside function is not continuous, the constructed ASF also contains discontinuities. However, these discontinuities can be alleviated with the logistic function as a smooth alternative to the Heaviside function

\[
\theta_\tau \left( f_k^{\text{tol}} - f_k(x) \right) = \left[ 1 + \exp \left( -\frac{f_k^{\text{tol}} - f_k(x)}{\tau} \right) \right]^{-1},
\]

where \( \tau > 0 \) can be interpreted as a smoothing parameter. Note, that the logistic function converges to the Heaviside function in the limit \( \lim_{\tau \to 0^+} \theta_\tau(f) = \Theta(f) \). Fig. 8.1b depicts CHIMERA constructed with different values of the smoothing parameter. In general, we observe that small values of \( \tau \) still retain sharp features in the ASF although discontinuities are lifted. Large values of \( \tau \), however, may cause a deviation in the global minimum of the ASF and in the location of the Pareto-optimal point. The impact of the smoothing parameter on the performance of an optimization run is reported in the appendix of Ref. [235]. We ran PHOENICS on the three one-dimensional objective functions illustrated in Fig. 8.1 and construct CHIMERA with different smoothing parameter values. We find that generally large values of \( \tau \) result in considerable deviations in the objectives after a given number of optimization iterations, eventually causing the optimization algorithm not to find parameter points yielding objectives within the user-defined tolerances. In contrast, small values of \( \tau \) (including \( \tau \to 0^+ \)) cause the optimization algorithm to require slightly more objective function evaluations to find parameter points yielding objectives within the defined tolerances. However, we did not observe any significant differences in the performance for intermediate values of \( \tau \). We recommend the use of \( \tau \) within the \([10^{-4}, 10^{-2}]\) interval. For all the tests performed and reported Sec. 8.3 as well as for the two applications a value of \( \tau = 10^{-3} \) was used.
8.3 Performance tests on synthetic benchmarks

The benchmarks presented in this section allow assessing the ability of CHIMERA to find Pareto optimal solutions using single-objective optimization algorithms. We start with a focus on the question of whether CHIMERA locates Pareto optimal points for a given set of hierarchies and tolerances. We then proceed with evaluating the performance and behavior of different single-objective optimization algorithms on CHIMERA. To benchmark the performance of CHIMERA, we consider six different sets of well-established synthetic objective functions. Five of the sets consist of two objectives, while the sixth set contains three objectives. Details on the objective functions are reported in the appendix of Ref. [235]. For all benchmark optimizations reported in this section, we employed the same set of tolerances and constraints on the objectives in the benchmark set, which are reported in the appendix of Ref. [235] as well.

8.3.1 Deviations of the expected optimum from the actual optimum

The performance of CHIMERA is compared to the behavior of the ASF introduced by Walker et al. [192] which we refer to as c-ASF hereafter due to its constrained approach. Pareto-optimal points were determined from $1,000 \times 1,000$ grids on the parameter spaces. While tolerances on the objectives for CHIMERA can be defined a priori without detailed knowledge about the shapes of the objectives, the introduced c-ASF requires absolute constraints on the objectives. For a fair comparison between the two ASFs, we compute constraint values matching the pre-defined tolerances from this grid evaluation. After these initial computations, we emulate an optimization procedure set up as a grid search, which is a common strategy for experimental design. During the optimization, we construct both CHIMERA and c-ASF from obtained observations. We designed the grid from $20 \times 20$ equidistant parameter points. From the resulting 400 grid points, we construct 25 different sampling sequences by randomly shuffling the order of grid points. All objective functions are evaluated at parameter points in sequential order. At each iteration in the optimization
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procedure, we reconstruct both ASFs and determine their predicted Pareto optimal points. Deviations in the objective values of the predicted and correct Pareto optimal points are used as a measure to determine how well either ASF predicts Pareto optimal objectives. Average deviations between predicted and correct Pareto optimal objectives, relative to the full range of all objectives, are reported in Fig. 8.2a.

![Figure 8.2](image)

Figure 8.2: (A) Average relative distance from the Pareto-optimal point determined by the applied constraints. We compare the achieved relative distances of Chimera and c-ASF. Parameter spaces were searched via a grid search (see main text for details). (B) and (C) Average smallest relative deviations between objectives sampled by different optimization algorithms after 100 objective function evaluations averaged over 25 different optimization runs. (B) reports results on the Fonseca benchmark set, and (C) depicts results for the Viennet variant benchmark set. Reproduced from Ref. [235] with permission from the Royal Society of Chemistry.

Based on the benchmark results, we find that the Pareto optimal point predicted by Chimera is closer to the true Pareto optimal point for all involved objectives after the full evaluation of the $20 \times 20$ grid for four out of the six benchmark sets. With the Viennet benchmark set, we find similar performance in both ASFs and c-ASF predicts Pareto optimal with slightly smaller deviations on the ZDT2 benchmark set. Details on the benchmark sets
are provided in the appendix of Ref. [235]. Besides the prediction accuracy, it is essential to emphasize a major difference between CHIMERA and c-ASF: c-ASF requires detailed knowledge about the individual objective surfaces to set appropriate constraints. The Pareto optimal point can only be determined if reasonable bounds have been defined. Changing the hyperparameters in c-ASF can also significantly influence how individual objectives are balanced. CHIMERA, however, only contains a single hyperparameter, $t$, (see Eq. 8.6), which is used for smoothing the constructed $\chi$. From the presented benchmark, we find that CHIMERA shows good performance with the same choice of $t$ on a diverse set of benchmark functions. We have also illustrated that the performance of an optimization procedure augmented with CHIMERA only weakly depends on the particular choice of $t$ over several orders of magnitude (see appendix of Ref. [235]).

8.3.2 Performance with various optimization algorithms

In this section, we report the performance of four single-objective optimization algorithms with both CHIMERA and c-ASF. Specifically, we employ four gradient-free optimization procedures: grid search, covariance matrix adaptation evolution strategy (CMA-ES), Spearmint, and Phoenics (see Chapter 6). The resulting combinations of optimization algorithms and ASFs are applied to the six synthetic benchmark sets and were used to determine how fast the Pareto optimal points can be located. In all optimization runs, we used the same set of constraints and tolerances as discussed in the previous section. The performance of each optimization algorithm augmented with each of the ASFs is quantified by computing the smallest relative deviation in the objectives between all sampled parameter points and the Pareto optimal point. The average smallest achieved relative deviations after a total of 100 evaluations for the Fonseca set and the Vennet set are reported in Fig. 8.2b,c. Note that the performance of the grid search does not depend on the ASF as decisions about which parameter point to evaluate next are not updated based on prior evaluations. Results on the remaining four benchmark sets are reported in the appendix of Ref. [235]. We find that optimization runs of different opti-
mization algorithms augmented with CHIMERA reach low deviations to the Pareto optimal points after 100 objective set evaluations. When comparing to the deviations in objectives achieved by optimization algorithms augmented with c-ASF, CHIMERA generally seems to lead optimization algorithms closer to the true Pareto optimal objectives. Although the degree of improvement in the deviations of CHIMERA over c-ASF varies across all objectives, we did not observe a case where c-ASF significantly outperforms CHIMERA. These observations hold for the duration of the entire optimization, as reflected by the individual traces reported in the appendix of Ref. [235]. In particular, the fact that the tolerances are defined relative to the observed range of objectives does not appear to be disadvantageous. Indeed, optimization runs with CHIMERA achieve relatively low deviations in all objectives from the beginning of the optimization procedure. Furthermore, we find that optimization algorithms based on Bayesian methods (SPEARMINT and PHOENICS) generally outperform CMA-ES and grid search, although the degree of improvement can vary with the objectives.

8.3.3 Behavior of optimization procedures

In addition to the differences in the performance of CHIMERA and c-ASF with different optimization algorithms, we observe differences in the general behavior of the optimization runs regarding the trade-off between objectives. Traces generated by optimization algorithms augmented with CHIMERA closely follow the user-defined hierarchy in the objectives. As such, improvements on sub-objectives are only realized if superior objectives are not degraded beyond the specified tolerances. Optimization runs generated from procedures augmented with c-ASF do not strictly follow this hierarchy. Instead, we observe cases where c-ASF appears to favor improvements on the sub-objectives even if these improvements cause degradations in superior objectives. An example is given in Fig. 8.3, where optimization traces of grid search and PHOENICS augmented with both ASFs on the ZDT2 benchmark set are presented.

While CHIMERA only allows for improvements on the sub-objective if the main objective is not degraded substantially, c-ASF favors improvements on the sub-objective over improvements on the main objective. This observation, and the fact that this observation
can only be made for some of the benchmark sets, corroborates with the functional form of c-ASF. Depending on the considered objectives, improvements on sub-objectives can decrease the penalty term such that degradations in the primary objective are allowed. In contrast, CHIMERA strictly enforces the user-defined hierarchy for a wide range of different objective functions, as demonstrated in this benchmark study. In summary, the benchmarks presented in this section illustrate that CHIMERA can identify Pareto optimal points for the provided set of hierarchies and tolerances in the objectives. Moreover, the ASF constructed by CHIMERA enables a variety of optimization algorithms to locate the Pareto optimal point.

CHIMERA strictly follows the hierarchy imposed by the user and requires less prior information about the shape of the objectives. Therefore, CHIMERA is well suited for multi-objective optimization tasks where evaluations of the objective functions are costly, satisfying thus the two constraints identified and discussed in Sec. 8.1.

8.4 Applications of Chimera

In this section, we demonstrate the applicability and performance of CHIMERA on two different examples: the auto-calibration of a robotic sampling sequence for direct-injection (see Chapter 10), and the inverse-design of a four-pigment excitonic system inspired by
Chapter 3 Both applications involve a larger number of parameters and include three different objectives to be optimized.

8.4.1 Auto-calibrating an automated experimentation platform

In this first application, we apply Chimera to find optimal parameters for an automated experimental procedure designed for real-time reaction monitoring, as reported in the literature. The procedure is used to characterize chemicals via high-performance liquid chromatography (HPLC). The optimization procedure targets the maximization of the HPLC response while minimizing the amount of sample used in the analysis along with the overall execution time. To benchmark the performance of Chimera, experiments were not executed on the robotic hardware, but on a probabilistic model (virtual robot) trained to reproduce the behavior of the real-life experiment, similar to the strategy presented in Chapter 7. The virtual robot is trained on experimental data collected over two distinct autonomous calibration runs orchestrated by the ChemOS software package (see Chapter 10). During this process, both the HPLC response and the execution times were recorded (see appendix of Ref. [586] for details).

8.4.1.1 Constructing a probabilistic model (virtual robot)

The virtual robot was set up as a Bayesian neural network (BNN) (see Chapter 5), which was trained to predict HPLC responses and execution times for any possible set of experimental parameters. These parameters were obtained from 1,500 independent experiments conducted fully autonomously without human interaction. For these experiments, the six experimental parameters of the procedure were sampled from a uniform distribution, to ensure unbiased and uncorrelated coverage of the parameter space. For a dense enough sampling of the parameter space, the BNN smoothly interpolates experimental results between two executed experiments. It is important to emphasize that the virtual robot allows querying experimental results for parameters that have not been realized by the actual experimental setup. As such, the virtual robot trained in this work is well suited to inexpen-
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sively benchmark algorithms for experiment design. The BNN was trained via variational expectation-maximization with respect to the network model parameters. Details on the network architecture, the training procedure and the prediction accuracy on both observed (training set) and unobserved data (test set) are reported in the appendix of Ref. [235]. The probabilistic model is made available on GitHub.

8.4.1.2 Experimental procedure

The goal of this optimization procedure is to (i) maximize the response of the HPLC, (ii) keep the amount of drawn sample low and (iii) minimize the execution time of the experimental procedure. All results presented in this section were obtained with the PHOENICS optimization algorithm, and objectives were sampled from the trained virtual robot. Phoenics was set up with three different sampling strategies, and sequential evaluation of proposed parameter points. We compare the behavior and performance of CHIMERA and c-ASF in two different scenarios, defined by different tolerances and constraints on the individual objectives. By sampling the objective space for 100,000 random uniform parameter points, we can find loose constraints on the objectives such that a parameter point fulfilling all constraints (feasible point) exists. At the same time, such a dense sampling of the parameter space allows us to define a set of objectives that likely cannot be achieved for any set of experimental parameters. As we assume no prior knowledge about the objectives, both scenarios can occur when setting up a new optimization procedure. Based on the 10^5 random uniform evaluations of the probabilistic model, we chose the objective constraints reported in Tab. 8.1 for both scenarios. Tolerances were defined such that they match up with the constraints relative to the entire range of the observed objective function values. Detailed analyses of the influence of each parameter on the objectives, as well as the ranges of the observed objectives, are reported in the appendix of Ref. [235].
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Table 8.1: Constraints on the objectives for multi-objective optimization runs on the probabilistic model. Uniform sampling of 100,000 parameter points revealed that loose constraints are achievable by parameter points in a sub-region of the parameter space, while tight constraints cannot be achieved by any parameter point in the parameter space.

<table>
<thead>
<tr>
<th>Tolerances</th>
<th>Scenario</th>
<th>Response</th>
<th>Sample</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loose</td>
<td>50%</td>
<td>25%</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>Tight</td>
<td>20%</td>
<td>10%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Limits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loose</td>
<td>1250 counts</td>
<td>15 μl</td>
<td>70s</td>
<td></td>
</tr>
<tr>
<td>Tight</td>
<td>2000 counts</td>
<td>7.5 μl</td>
<td>54s</td>
<td></td>
</tr>
</tbody>
</table>

8.4.1.3 Optimization results

We executed a total of 50 optimization runs with different random seeds and a total of 400 optimization iterations for each set of constraint (loose/tight) and each ASF (Chimera/c-ASF). Average traces of the recorded objectives are presented in Fig. 8.4 for loose constraints (A) and tight constraints (B) as defined in Tab. 8.1. When applying loose constraints to the optimization procedure, we observe a similar behavior of Chimera and the c-ASF. For both cases, Phoenics quickly discovers acceptable HPLC responses above the lower constraint, and is then motivated to further minimize the sample volume and the execution time below the specified bounds. We observe a slight trend of Chimera, causing Phoenics to find extensive peak areas after more conducted experiments at the advantage of finding still acceptable peak areas at lower solvent amounts earlier on. This trade-off reflects the hierarchical nature of Chimera. With tight constraints, however, we observe a more significant difference between the two optimization strategies. While with both Phoenics finds acceptable peak areas much faster than for loose constraints, Chimera appears to help Phoenics in finding acceptable peak areas in fewer experiments. Moreover, the amount of solvent used in the experiments is lower with Chimera from the earliest experiments on and reaches acceptable levels much faster than with c-ASF. However, the upper bound on the execution time is always exceeded, as there is no point in the parameter space for which the peak area is above the chosen lower bound and the execution time below the specified upper bound simultaneously (see appendix of Ref. [235]). Chimera, therefore, enables optimization algorithms to rapidly identify parameter points yielding objectives close to the
user specifications. In the scenario where the parameter point does not exist, CHIMERA still leads optimization algorithms to parameter points yielding acceptable objective values based on the provided hierarchy and achieves as many objectives as possible.

**Figure 8.4:** Achieved objective function values for multi-objective optimization runs on a virtual robot model obtained with Phoenics on Chimera and c-ASF averaged over 50 individual runs. The goal of the optimization runs is to maximize the HPLC response, minimize the sample volume and minimize the execution time beyond the set bounds, indicated with black dashed lines. Reproduced from Ref. [235] with permission from the Royal Society of Chemistry.

### 8.4.2 Inverse-design of excitonic systems

In this section, we demonstrate the applicability of CHIMERA to inverse-design problems: physical systems are reverse engineered based on desired properties. We focus on the design of a system for excitation energy transfer (EET). EET phenomena have been of great interest in recent years across different fields such as evolutionary biology or solar cell engineering (see Sec. 2.1). In particular, studies have focused on understanding the relationship between the structure of an excitonic system and its transfer properties fostering the design of novel excitonic devices (see Chapter 3).
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8.4.2.1 System definition

The inverse design challenge in this application focuses on an excitonic system consisting of four sites located along the axis, \( \mathbf{e}_x \). Each excitonic site is defined with a position \( x_i \) on \( \mathbf{e}_x \), an excited state energy \( \varepsilon_i \), a transition dipole with a fixed oscillator strength of \( |\mu_i|^2 = 37.1 \text{D}^2 \) and an orientation angle, \( \varphi_i = \arccos(\mathbf{e}_y \cdot \mathbf{e}_x) \), with respect to the main axis. As such, the excitonic system is fully characterized by a total of ten parameters: four transition dipole orientations, \( \{\varphi_0, \varphi_1, \varphi_2, \varphi_3\} \), three relative excited state energies of the last three sites, \( \{\varepsilon_1, \varepsilon_2, \varepsilon_3\} \), with respect to the excited state energy of the first site \( \varepsilon_0 = 0 \) and three relative distances between two consecutive sites, \( \{d_1, d_2, d_3\} \), where \( d_i = x_i - x_{i-1} \) and \( d_0 = 0 \). Each of the system parameters was constrained to domains motivated by parameter values for biological light-harvesting complexes. \[ \text{Ranges for all parameters are reported in Tab. } 8.2 \]

Table 8.2: Parameters for the excitonic system studied in this application. All parameter ranges are inspired by parameter ranges for biological light-harvesting complexes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>size</th>
<th>lower bound</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distances</td>
<td>3</td>
<td>5 Å</td>
<td>40 Å</td>
</tr>
<tr>
<td>Energies  ( \varepsilon )</td>
<td>3</td>
<td>-800 cm(^{-1})</td>
<td>800 cm(^{-1})</td>
</tr>
<tr>
<td>Angles ( \varphi )</td>
<td>4</td>
<td>0</td>
<td>( 2\pi )</td>
</tr>
</tbody>
</table>

The goal of the optimization procedure is to design excitonic systems with highly efficient energy transport at low energy gradients across large distances. These three objectives are quantified as follows: assuming the system transfers excitons from the first site to the fourth site, we compute the total transfer distance as \( d = d_1 + d_2 + d_3 \). Furthermore, we consider the energy gradient between the first and the last site, \( \varepsilon = |\varepsilon_3| \). Lastly, we also compute the efficiency, \( \eta \), of the EET. The transfer efficiency is computed from a full population dynamics calculation in the hierarchical equations of motion (HEOM) approach, with the QMASTER software package, version 0.2. To run a full population dynamics calculation, we construct the Frenkel exciton Hamiltonian for each proposed excitonic system from the system parameters, similar to the procedure outlined in Chapter 3. The
Frenkel exciton Hamiltonian accounts for the excitation energy of each excitonic site and the Coulomb coupling between the sites. While excitation energies are provided as parameters during the optimization, excitonic couplings are computed from the geometry of the system using a point-dipole approximation (see Eq. [8.7]). We denote the unit vector along the spatial displacement of sites \(i\) and \(j\) with \(e_{ij}\) and the distance between the two sites with \(d_{ij}\). Note that the point-dipole approximation only holds for large distances, which determined the lower bound of 5 Å on the distances,

\[
V_{ij} = \frac{\mu_i \mu_j}{d_{ij}^3} [e_i \cdot e_j - 3 (e_i \cdot e_{ij}) (e_j \cdot e_{ij})]. \tag{8.7}
\]

The coupling of the excitonic sites, \(J(\omega)\), in the system to the surrounding bath are modeled via single-peak Drude-Lorentz spectral densities (see Eq. [8.8]). For all spectral densities, we chose \(\lambda = 35 \text{ cm}^{-1}\) and \(v^{-1} = 50 \text{ fs}\). In all calculations, we use a trapping rate of \(\Gamma_{\text{trap}}^{-1} = 1 \text{ ps}\) and exciton life-times of \(\Gamma_{\text{loss}}^{-1} = 0.25 \text{ ns}\),

\[
J(\omega) = 2\lambda \frac{\omega v}{\omega^2 + v^2}. \tag{8.8}
\]

8.4.2.2 Optimization procedure

Calculations of the population dynamics on the described excitonic system are computationally demanding, with execution times ranging from about five to 20 minutes on a single GPU. To accelerate the optimization procedure, we employ PHOENICS, which allows generating multiple excitonic systems per optimization iteration for parallel evaluation. Note, that we extended the sampling procedure in PHOENICS to account for periodicities in the orientation angles by computing periodic distances when constructing the approximation to the objective function from the kernel density distributions. Details on the procedure are provided in the appendix of Ref. [235]. PHOENICS was used with four different sampling strategies, each proposing a different set of parameters in one optimization iteration. For each of the proposed parameter sets, we construct the Frenkel exciton Hamiltonian and
start the population dynamics calculation with *QMaster*. It is important to mention that the execution time of the population dynamics calculation can vary, as it depends on the parameters of the computed system. We, therefore, set up the optimization procedure in an asynchronous feedback-loop, to process results from population dynamics calculations as soon as they are available. In this feedback-loop, a database is used to store system parameters for future evaluations. When a population dynamics calculation completes, a new set of system parameters obtained from the database is submitted for evaluation. Optimization iterations with PHOENICS are triggered right after all three objectives (transfer efficiency, total distance, and energy gradient) have been retrieved from the completed population dynamics calculation. At the end of an optimization iteration, the system parameters in the database are updated with the proposed parameters.

For the task of reverse-engineering an excitonics system, we illustrate the performance of CHIMERA on all possible permutations of hierarchies among all three objectives. For each permutation, we execute a total of 25 individual optimization runs with 400 iterations. All optimization runs aim to design excitonic systems with highly efficient energy transport at low energy gradients across large distances. Note that high transfer efficiencies compete with large distances and low energy gradients. To emphasize the importance of large efficiencies and low energy loss of the transport, we chose to apply a tolerance of 10% on the transfer efficiency, 12.5% on the energy gradient and 40% on the total distance. We find that CHIMERA enables PHOENICS to discover excitonic systems with the desired objectives in all six studied hierarchy permutations. Details about these permutations are provided in the appendix of Ref. [235]. Independently from the order of the objectives in the hierarchy, CHIMERA guides PHOENICS to the parameter region, for which the associated objectives satisfy all tolerances following different sampling paths. We illustrate this in Fig. 8.5 which highlights the objectives sampled for two of the six studied permutations: Permutation 2 (green dots), which (i) maximizes the transfer efficiency, (ii) minimizes the energy gradient and (iii) maximizes the total distance, and permutation 5 (red triangles) which (i) minimizes the energy gradient, (ii) maximizes the transfer efficiency and (iii) maximizes the
total distance. In Fig. 8.5, we show the points with the most desirable objectives discovered during the optimization runs. Bootstrapped sampling paths leading from the initial (random) points to the best performing points are presented as projections on each of the three planes. Fig. 8.5b to Fig. 8.5d further detail the projected paths by supplementing the individually sampled points for each of the permutations.

**Figure 8.5:** Objective function values sampled in optimization runs with two different hierarchies in the objective. Hierarchy order shown in green dots: (i) transfer efficiency, (ii) energy gradient, (iii) total distance. Hierarchy order shown in red triangles: (i) energy gradient, (ii) transfer efficiency, (iii) total distance. (A) Optimal points with respect to all objectives discovered during individual optimizations. Projections illustrate bootstrapped sampling paths leading to the best performing points. (B)-(D) Detailed illustration of projected sample traces. Arrows indicate the general paths taken by the optimization algorithm for the different hierarchy orders. More transparent points have been sampled earlier in the optimization procedure, and more opaque points have been sampled at a later stage. White regions indicate the target values for all considered objectives. Reproduced from Ref. [235] with permission from the Royal Society of Chemistry.

For both permutations presented in Fig. 8.5, CHIMERA successfully leads PHOENICS to the region in objective space where all tolerances are satisfied. However, we observe differences in the sampling paths. While with permutation 2 PHOENICS samples higher transfer efficiencies earlier on in the optimization procedure, the algorithm is biased towards first sampling lower energy gradients with permutation 5. The sampling paths displayed in Fig. 8.5 are in agreement with the order of hierarchies in the objectives for the two permutations. These differences in the samplings paths can be rationalized by the fact that high transfer efficiencies and low energy gradients are competing objectives, i.e., it is not possible to improve on both objectives with the same changes in the parameters. Optimization traces for all permutations averaged over the 25 individual optimizations are reported in the appendix of Ref. [235]. In agreement with previous results on the analytic benchmarks (see Sec. 8.3) and the auto-calibration of an automated experimentation platform (see Sec. 8.4.1) we find that excitonic systems satisfying the primary objective are typically discovered within a few
optimization iterations. Sub-objectives are then easily realized in cases where the first and the second objectives do not compete, e.g., permutation 4, where the first objective is the total distance, and the second objective is the energy gradient. However, if the first and the second objective do compete with each other (e.g., transfer efficiency, and energy gradient in Fig. 8.5) Chimera gradually leads to improvements on the second objective without allowing for degradations in the first objective. This behavior is observed across all studied permutations. Chimera, therefore, implements the means to realize as many objectives as possible. Based on this observation it can be beneficial to choose the importance hierarchy such that the two most important objectives are expected to not compete with each other to accelerate the optimization process.

8.4.2.3 Deriving design choices

In the previous sections, we observed that optimization algorithms strictly follow the implicit objective hierarchy in the ASF constructed by Chimera. As such, the excitonic systems sampled during the optimization procedure will achieve objectives in the order of the imposed hierarchy. We now study the excitonic systems sampled during the optimization procedures to retrieve design choices made by the algorithm to achieve the objectives in the imposed hierarchy subsequently. Fig. 8.6 illustrates excitonic systems produced by optimization runs with the following hierarchy: (i) lower the energy gradient, (ii) maximize the transfer efficiency and (iii) increase the total distance covered by the excitonic system. Fig. 8.6a shows the average optimization traces highlighting the portions where only the first objective is reached, the first and second objectives are reached, and all objectives are reached (Fig. 8.6a.i to Fig. 8.6a.iii respectively). Since both low energy gradients and large distances compete with high transport efficiency, only a few parameter points satisfy all three objectives.

Fig. 8.6b illustrates examples of parameters for excitonic systems matching the portions highlighted in Fig. 8.6a. The depicted excitonic systems are the earliest encountered sets of parameters in these portions. Arrows indicate both the locations and the orientations of transition dipoles. Associated excited state energies for these sampled systems are pre-
Figure 8.6: Results for the inverse-design of an excitonic system with (i) a low energy gradient, (ii) high transfer efficiency, and (iii) large total distance between the first and the last site. (A) optimization traces averaged over 25 individual optimization runs, and indicate the average required number of designed systems to achieve one, two or all objectives. (B) illustrations of sampled excitonic systems achieving one, two or three objectives. Arrows represent transition dipoles with their location and orientation to the principal axis. (C) Excited state energies of the systems depicted in (B). Overall energy gradients are reported in the legends. Reproduced from Ref. [235] with permission from the Royal Society of Chemistry.

For the sampled excitonic systems achieving the first objective (low energy gradient, Fig. 8.6i) we do not observe preferences regarding the distances between excitonic sites, orientations of transition dipoles or excited state energies for all but the last sites. These observations are in agreement with the defined objectives, as the energy gradient is only controlled by the excited state of the last site. To subsequently achieve the second objective (high transport efficiency, Fig. 8.6ii), we observe a tendency of sampling shorter overall distances and excited state energies which are lower in magnitude. By further constraining the system to maximize the overall distance (Fig. 8.6iii) transition dipoles are required to align. This sampling behavior provides empirical evidence about the influence of individual system parameters on considered objectives. Overall, we find that CHIMERA is well suited to approach inverse-design challenges and discover physical systems with desired...
properties, even if a larger number of parameters determines the properties of the system. In addition, the formulation of CHIMERA in terms of a hierarchy in the objectives allows studying the systems sampled at different stages of the optimization procedure when different objectives are achieved. As demonstrated in the example of designing excitonic systems in Fig. 8.6, general design choices can be evidenced empirically from the sampled systems.

8.5 Conclusions

In this work, we introduced CHIMERA, a novel ASF for multi-objective optimization tasks associated with experimentation or involved computations. CHIMERA uses concepts of lexicographic methods to combine any \( n \) objectives into a single, smooth objective function based on a user-defined hierarchy in the objectives. Additionally, tolerances for acceptable ranges in these objectives can be provided prior to the optimization procedure. CHIMERA strictly follows the imposed hierarchy in the objectives and their associated tolerances. By construction, this approach avoids the degradation of objectives upon improvements on objectives with lower importance along the hierarchy. CHIMERA contains a single hyperparameter, \( \tau \), controlling the degree of smoothness of the ASF. However, the performance of CHIMERA appears to be rather insensitive to the value of \( \tau \) across several orders of magnitude. We nonetheless recommend \( \tau = 10^{-3} \) based on our benchmarks. When comparing to the formulation of other \textit{a priori} methods, CHIMERA requires less prior information about the shapes of individual objectives, while providing the flexibility to reach any Pareto optimal point in the Pareto optimal front and keeping the number of objective evaluations to a minimum.

We assessed the performance of CHIMERA on well-established synthetic benchmark sets for multi-objective optimization methods. Our results indicate that CHIMERA is well suited to predict the location of Pareto optimal points following the provided preference information. CHIMERA provides additional flexibility by enabling various single-objective optimization algorithms to efficiently run on top of the constructed ASF. In comparison to the general-purpose constrained ASF suggested by Walker et al.\cite{192} we find that CHIMERA enables optimization algorithms to identify Pareto optimal points in fewer objective function evaluations.
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while requiring less detailed knowledge about the objective surfaces. We further illustrated
the capabilities of CHIMERA on two different applications involving up to ten independent
parameters: the auto-calibration of a virtual robotic sampling sequence for direct-injection,
and an inverse-design problem for excitonic systems. The auto-calibration application re-
vealed that CHIMERA always aims to achieve as many objectives as possible following the
provided hierarchy and does not improve on sub-objectives if this would imply degradations
of the main objective. This observation is also confirmed with the excitonics application.
We found that the imposed hierarchy in the objectives allows deducing design principles
from sampled parameters. This possibility can find important applications for molecular
and structural design with tailored properties, especially in the context of autonomous ex-
perimentation workflows for scientific discovery. Furthermore, it allows to understand the
influence of distinct features on the global properties of the system.

With the versatile formulation of CHIMERA, and its low requirements on a priori available
information, CHIMERA is readily applicable to tasks beyond the scope of the two presented
illustrations. We envision CHIMERA to be successfully used in scenarios where slow merit-
evaluation processes such as involved computations or experimentation, most notably in
chemistry and materials science, present a challenge to other methods. Moreover, CHIMERA
enables the use of single-objective optimization algorithms and quickly determines conditions
yielding the desired merit. As such, CHIMERA constitutes an important step towards the
deployment of self-optimizing reactors and self-driving laboratories in autonomous workflows,
as it provides an approach to overcome the identified constraints: (i) objective evaluations
involve timely and costly experimentation, and (ii) no prior knowledge about the objective
functions is available. In summary, we suggest that researchers in automation and more
generally multi-objective optimization test and deploy CHIMERA for Pareto problems when
evaluations of the objectives are expensive, and no prior information about the experimental
response is available.
Part III

Autonomous experimentation
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Next-generation experimentation with autonomous platforms
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**Abstract**

The ever-growing demand for advanced functional materials requires to transform established strategies to experimentation and to accelerate the discovery process. State-of-the-art approaches to scientific discovery are inherently time-consuming, resource-demanding, and have arguably reached a plateau. Significant advances could be achieved by rethinking and redesigning the conventional experimentation process with self-driving laboratories. These autonomous experimentation platforms augment automated laboratory equipment with data-driven approaches to enable end-to-end solutions to the experimentation process with little human interaction. To that end, the search for promising materials candidates can be guided by machine learning (ML) models, which hypothesize about the properties and behaviors of novel materials based on empirical evidence collected from previous investigations. This feedback loop is crucial to reduce the number of experiments. Supplying automated platforms with data-driven strategies empowers self-driving laboratories to fully embrace the vision of autonomous experimentation.
9.1 Established and emerging approaches to experimentation

Many of modern society’s challenges spanning science, engineering, and public health demand the discovery of advanced materials. Recently, functional materials have been designed to address outstanding critical questions in key societal areas, including energy conversion and storage, personalized health-care, and water purification. Yet, materials discovery is an inherently time-consuming and resource-demanding process (see Chapter 1). Typically, it requires up to two decades of basic and applied research for materials technologies to reach the market. However, a substantial increase of the discovery rate is expected from the combination of automated experimentation with data-driven ML tools into a single platform. In what follows, we briefly overview state-of-the-art technologies used in modern research facilities before presenting our vision of the next-generation laboratories for an accelerated discovery process.

9.1.1 Conventional high-throughput experimentation

Modern research laboratories have readily adopted high-throughput (HT) strategies for materials discovery. With HT screening, each material of a pool of candidates is first synthesized and then characterized (see Fig. 9.1a). While experiments are often time-consuming and resource-demanding, the potential of automated experimentation platforms towards accelerated discovery has been realized for decades (see Sec. 2.4). Automated platforms enable standardization, parallelization, and cost reduction; guarantee reproducibility; and liberate the scientific workforce from repetitive tasks. Early HT screening approaches focused on problems in catalysis and biomedical research. Soon after, applications in materials design followed, e.g., the discovery of methane storage materials and electrolytes. The rise of sufficiently accurate computational methods also facilitated the transition from purely experimental HT strategies to computational (or virtual) HT screening and hybrid approaches, where candidate materials are first screened computationally before eventually being verified experimentally. Despite the successes of HT approaches, their
applicability is limited. Combinatorial fabrication of materials yields an exponential explosion of the candidate space, quickly rendering an exhaustive search impractical (see Sec. 2.3). Active approaches, instead, selectively explore this vast space. These strategies reduce the number of experiments yielding discovery to, thus, significantly increase the discovery rate (see Chapters 6 and 7).

9.1.2 Navigating the candidate space with self-optimizing reactors

Self-optimizing reactors avoid an exhaustive search of the space of potential candidates by reformulating the discovery process as an optimization task. In this formulation, materials are selectively analyzed to identify the material which yields the desired properties. Self-optimizing reactors navigate the application space sequentially, guided by optimization algorithms specifically chosen for the desired application. Recent measurements on candidate materials enable the optimization algorithm to recommend new experiments (see Fig. 9.1b). Early developments of self-optimizing reactors focused on optimizing continuous-flow reactions, for which modified versions of the simplex algorithm proposed experimental conditions. Combinations of factorial experiment designs and gradient-based optimization algorithms have been used for reaction optimization and identifying the optimal solvent. The use of grid-based global optimization strategies has also been reported. The studies mentioned above demonstrate the success of self-optimizing reactors, with software
and hardware specifically designed for the considered application. However, only limited numbers (two to five) of simultaneously changed experimental conditions are reported. Complex applications yield higher-dimensional candidate spaces with more parameters. As the employed optimization algorithms only exploit a fraction of the information acquired from prior experiments, these higher-dimensional candidate spaces are largely inaccessible with only a budgeted number of experiments. Moreover, the application-driven design of these systems is a major obstacle when approaching new problems.

9.1.3 Self-driving laboratories

Self-driving laboratories accelerate scientific discovery by combining ML for experiment planning with automated experimentation platforms. Parallel to the rapid deployment of automation, steady advances are presented in the field of artificial intelligence (AI), most notably in ML models can identify relations between variables, e.g., reaction conditions and reaction yields, in the absence of physical models (see Sec. 1.3). Trained ML models can use these learned relations to speculate about the outcome of a new experiment, enabling autonomous decision making without human intervention. Nevertheless, ML identifies, at best, relevant statistical correlations but does not provide physical insight without the interpretive work of a researcher. ML has been successfully employed to a broad range of chemistry applications, including electronic structure predictions, drug design, synthesis planning, and reaction optimization. By hypothesizing about the properties of all candidate materials, ML algorithms can recommend promising materials for in-depth analysis (see Fig. 9.1c). The hypothesis is constructed from all previously conducted experiments and is constantly refined with recent measurements. This directed active search of the design space can potentially reduce the number of required experiments for discovery drastically at negligible computational overhead.

A critical element of the autonomous discovery process is the efficient interplay between the experiment planner and automated platforms in a closed-loop process, where information is continuously shared between the two components (see Fig. 9.2). By leveraging the
strengths of ML and the advantages of automated platforms, the discovery process is thought to be accelerated by an order of magnitude over conventional HT screening approaches. Typically, five steps are involved in the closed-loop process, which collectively resemble the steps of the scientific method (see Sec. 1.1): (i) The experiment planner defines the experimental strategy to reach the human-defined target. (ii) An approximation to the experimental procedure is constructed via the use of ML algorithms. This approximation is referred to as a surrogate model. With the surrogate model, the experiment planner hypothesizes about the outcomes of all potential experiments. (iii) Experiments are recommended for evaluation if either their outcomes are highly promising or the hypothesis is weak, and the experiment planner is uncertain about its predictions. The first scenario exploits prior knowledge, while the latter explores the application space. (iv) The recommended experiment is then executed and characterized by the automated robotics platform. Based on the performance of the recommended experiment, and on how closely the associated properties agree with the desired target properties, the merit of the recommended experiment is determined quantitatively. (v) The merit serves as feedback for the experiment planner to refine or validate its surrogate model. This feedback mechanism is crucial to closed-loop experimentation as it enables the experiment planner to better hypothesize about the next experiment to be executed.

Figure 9.2: The closed-loop approach. The closed-loop approach uses an experiment planning algorithm based on machine learning and a number of automated robotics platforms to execute experiments. Several machine learning methods can be used to construct surrogate models, such as Bayesian neural networks (illustrated earlier), Gaussian processes, or random forests. A control software schedules experiments and directs experimental feedback. Reproduced from Ref. [81] with permission from Elsevier.
One of the first autonomous experimentation systems was reported for the unsupervised growth of carbon nanotubes using random forest (RF) models. More realizations of self-driving laboratories quickly followed, e.g., the production of Bose-Einstein condensates, where experimental conditions are suggested by a Gaussian process (GP). Other examples include the crystallization of polyoxometalate clusters, the discovery of NiTi-based shape memory alloys, and the discovery of chemical reactions. While the studies mentioned above present full implementations of self-driving laboratories, other studies focused on algorithmic developments for experiment planning, and define algorithmic goals or propose strategies to search for ideal conditions. The implementation of a closed-loop requires an efficient and robust control software to orchestrate ML algorithms and automated platforms. Versatile implementations of such software have the potential to operate various automated platforms and execute more complex experiments or different procedures in parallel, as demonstrated in Chapters 10 and 12. An example of a system controlling different, application-specific automated hardware has recently been reported for the optimization of continuous-flow chemical synthesis.

Integrating ML into the experimentation process also allows equipping self-driving laboratories with features that are not immediately required for autonomous experimentation but improve their user-friendliness or enrich their capabilities. It has been demonstrated that self-driving laboratories can be supplied with simple natural language processing (NLP) for convenient communication via common messaging services. Other ways of interaction have been reported in the form of graphical user interfaces (GUIs) and web interfaces. Self-driving laboratories also provide the opportunity to distribute the experimentation process across several laboratories at different locations by physically disconnecting some of its components. This idea of remote experimentation has been introduced at several levels of partitioning. In early studies, researchers were physically separated from the laboratory equipment. Further developments also disconnected the control software from the laboratory equipment and the experiment planner.
9.2 Immediate challenges to the massive deployment of self-driving laboratories

Self-driving laboratories are emerging as the next-generation approach to scientific discovery. Nevertheless, their deployment is limited due to the significant challenges posed by establishing the required robust connection between automated platforms and experiment planning methods to *close the loop*. As a result, self-driving laboratories reported to date mostly focus on well-defined applications despite the opportunity to reach much broader application scopes. A step towards broader applications has only recently been reported in the context of continuous-flow reaction optimization.\(^{547}\) Crucial to the flexibility of this system are modularized reactor components that are dynamically integrated into a single workflow. Other studies report a modularization of the control software to orchestrate multiple computation and robotic components (see Chapter 10).\(^{147,586}\) This modularization of self-driving laboratories is an essential step towards expanding their applicability and reducing the obstacles to their deployment. As a matter of fact, individual modules equipped with application program interfaces (APIs) act as black-boxes and control, e.g., ML models, or experimental units. Researchers can modify or extend individual modules, and even add new modules to the self-driving laboratory without interfering with existing ones. More importantly, reusing established modules substantially reduces the obstacles to their development.

The experiment planning module interfaces with ML-based active learning algorithms. Suitable algorithms must be robust to noise and recommend only the most informative experiments. Current self-driving laboratories often implement only one learning strategy with very little justification for this choice. The performance of the self-driving laboratory is thus constrained to the implemented learning strategy. A more powerful approach consists in equipping self-driving laboratories with multiple learning strategies. A high-level decision-maker then chooses the learning strategy, which is deemed to be best performing for the considered application. With the enormous potential to leverage from augmenting automated platforms with AI, the development of a self-driving laboratory should not stop
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at the implementation of the closed-loop. The experiments conducted by a self-driving laboratory can provide relevant chemical insights even beyond the studied application, as we illustrated in Chapter 5. The ML community has long realized that ML models are best trained with a broad spectrum of examples. This observation has recently been verified for materials discovery, where models improved by learning from unsuccessful experiments. The benefits of information-rich training data demand storage of all experimental data in standardized databases, where experiment planners are trained. As self-driving laboratories control every aspect of the experimental procedure at any time, they provide unique opportunities to generate these standardized databases, and directly exploit them for future experiment planning.

Finally, the widespread adoption of self-driving laboratories into conventional laboratory environments critically depends on their user-friendliness (see Sec. 2.4). Little dependence of the control software on proprietary codes or compilers are as important as intuitive interactions for researchers. Existing or emerging technologies and robotic platforms frequently require some degree of expertise in scripting, programming, and algorithmic thinking. These skills are typically orthogonal to the abilities experimental scientists acquire from conventional career paths. Bridging this disparity calls for the implementation of intuitive interfaces, as can be provided by ML-powered NLP. Researchers can conversationally interact with the self-driving laboratory via common messaging platforms, which alleviates the challenges of becoming acquainted with command-line interfaces or traditional GUIs.

The closed-loop experimentation process (see Fig. 9.2) is a requirement to reach autonomy in experimentation with self-driving laboratories. Nonetheless, augmenting automated platforms with ML opens up many opportunities to expand the capabilities of self-driving laboratories to facilitate their deployment. Possible expansions are illustrated in Fig. 9.3. Notably, self-driving laboratories can be supplied with complex statistical tools for the online analysis of experimental results. Moreover, the integration of NLP modules into a self-driving laboratory offers an intuitive communication interface for researchers. Finally, as self-driving laboratories control every aspect of the experimentation process at any time,
they provide the unique opportunity to store experimentation information in a standardized format.

Figure 9.3: Opportunities for enriching features toward user-friendliness. Recent developments in the AI community provide tools which can improve the practicality of a self-driving laboratory. Reproduced from Ref. [81] with permission from Elsevier.

9.3 Future advances of self-driving laboratories

Supplying automated platforms with recent developments in the rapidly advancing areas of AI, most notably ML, NLP, knowledge management, and intelligent control, enables self-driving laboratories to fully embrace the vision of autonomous experimentation. AI enriches the capabilities of these laboratories in at least two aspects: (i) experiment planning and the orchestration of heterogeneous experimentation platforms, and (ii) the management, processing, and communication of experimental findings (see Fig. 9.4). While advances in the first aspect directly affect the closed-loop process and thus impact the discovery rate, advances in the latter aspect enhance user-friendliness and provide opportunities for researchers to derive scientific concepts based on the conducted experiments.

Self-driving laboratories can simultaneously orchestrate numerous heterogeneous robotics platforms, consisting of, e.g., several individual synthesis and fabrication stations, and various characterization tools, and different experiment planning algorithms in an asynchronous closed-loop. Every individual experiment will be proposed by an experiment planner and executed on the required set of experimentation platforms scheduled by the control software. When supplying the control software with probabilistic ML models, execution times of experiments can be anticipated in advance. Such an intelligent scheduling system can, therefore,
reduce the waiting times for individual experimentation stations and use them to full capacity. With the ability to orchestrate heterogeneous experimentation platforms, self-driving laboratories can be equipped with multiple measurement stations. Some measurements, \textit{e.g.}, the degradation of a material under harsh conditions (see Chapter 12), can be more time-consuming and expensive than simple measurements. Complex closed-loop implementations can combine faster, less precise measurements with slower, more precise measurements to evaluate material properties at several levels of confidence and cost. Intelligent experiment planners can use this heterogeneous feedback to project the outcomes of more demanding evaluations based on the results of cruder evaluations. By balancing the expected outcomes of the more precise evaluations and their associated costs, the experiment planner can choose to discard a recommended material based on the crude property estimates if they are not sufficiently promising. The experiment planner can even actively learn correlations between cheap and expensive evaluation methods. With feedback from multiple evaluators, an additional ML module can learn the bias of the less precise evaluator and construct a correction.
model. Similar approaches have been introduced as δ-learning for computing thermochemical properties of small molecules at different levels of theory.\footnote{14} Probabilistic bias correction models could inform the experiment planner about the confidence of their correction. The experiment planner can trust the bias-corrected cheap evaluation or verify the prediction with the more precise evaluation. An accurately trained bias correction model can thus be used to avoid expensive experiments entirely.

Augmenting the closed-loop approach with such a bias-correction model also simplifies the integration of computational tools for fast evaluations of material properties. Simple combinations between computational and experimental approaches have long been used in virtual HT screenings. Recently, the benefit of an interleaved workflow between experiments and computations has been reported for the discovery of organic cages.\footnote{26} Interfacing self-driving laboratories with high-performance computing (HPC) facilities allows for the massive deployment of computational property evaluation strategies in the closed-loop approach. Meanwhile, probabilistic \footnote{ML} models can be trained on-the-fly on experimental results to correct for the bias between computational and experimental evaluations. Self-driving laboratories can collect all information about conducted experiments for long-term storage. With this rich pool of information, data-driven approaches can be leveraged to identify and extract general trends observed across different applications. Researchers can query these trends and conceptualize them to develop insights and formulate scientific concepts. Thus, self-driving laboratories provide the means for interpreting their actions while at the same time detailing evidence for general design choices (see Chapter 7). Interfaces to platforms that clearly visualize these findings will be crucial to improve the human-robot interaction. Identified trends can be used to generate prior expectations on the outcomes of new experimental procedures for different applications. This knowledge transfer is a crucial challenge for self-driving laboratories to accelerate scientific discovery by building up data-driven chemical intuition. While biasing expected experimental outcomes based on past measurements might accelerate the discovery process, scientific discovery can be counter-intuitive and compromise prior expectations. The evolutionary computing com-
munity knows many examples of unbiased algorithms being capable of finding unexpected solutions. Self-driving laboratories inherently have the ability to search for novel materials without any bias, which empowers them to make counter-intuitive discoveries. It is, therefore, crucial to not constrain the experiment planner but instead enable it to choose to follow or to disregard the supplied intuition self-consciously.

9.4 The role of the researcher

The transition from traditional to unsupervised experimentation and the widespread deployment of self-driving laboratories will also impact the role and the responsibilities of researchers, making us redefine what it means to be a scientist. Liberating researchers from arduous, repetitive tasks is not expected to reduce their creativity and, on the contrary, will allow them to focus more on innovative and productive tasks. Self-driving laboratories will, therefore, empower researchers to approach more challenging problems of broader scope. Although several processes will be automated within a self-driving laboratory, the researchers will still be required to have a deep scientific understanding of the studied problems. However, specialized technical knowledge, e.g., how to operate particular equipment or execute specific analyses, will become less critical.

9.5 Concluding remarks and future perspectives

The rapid pace of innovations and the many new technologies in ML can take conventional experimentation to the next level. Self-driving laboratories leverage the advantages of ML in combination with automated experimentation platforms for a substantially improved scientific discovery rate. The implications of this development will eventually change the way research is conducted, as the machine-driven inverse-design approach to discovery challenges the conventional Edisonian approach. At the same time, recent advances in NLP and the internet-of-things offer possibilities to implement self-driving laboratories in such a way that they easily integrate into existing laboratory environments and equip today’s researchers with conveniently accessible support for experimentation planning and execution. Such a
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A high level of integration will further accelerate the deployment of self-driving laboratories. Consequently, self-driving laboratories liberate the scientific workforce to focus on more innovative and productive tasks. Researchers are provided with the opportunity to focus on conceptualizing the findings of the many conducted experiments and formulating comprehensible design principles and scientific ideas.
ChemOS: an orchestration software to democratize autonomous discovery
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**ABSTRACT**

The current Edisonian approach to discovery requires up to two decades of fundamental and applied research for materials technologies to reach the market. Such a slow and capital-intensive turnaround calls for disruptive strategies to expedite innovation. Self-driving laboratories have the potential to revolutionize experimentation by empowering automation with artificial intelligence to enable autonomous discovery. However, the lack of adequate software solutions significantly impedes the development of self-driving laboratories. In this chapter, we make progress towards addressing this challenge, and we propose and develop an implementation of ChemOS, a portable, modular, and versatile software package which supplies the structured layers indispensable for the deployment and operation of self-driving laboratories.
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10.1 Autonomous approaches to scientific discovery

Autonomous laboratories combine automated robotics platforms with data-driven algorithms. This combination optimizes and experimentation process to reach a human-defined target in full autonomy. In autonomous laboratories, data-driven strategies leveraging emerging machine learning (ML) technologies design and suggest experiments, which are validated on the automated robotics platforms. The ML algorithms process the outcome of this validation to refine experimental strategies and, subsequently, to better hypothesize about the next experiment to perform (see Fig. 10.1). This so-called closed-loop approach (see Sec. 9.1.3) contrasts with automated laboratories, where the researchers define the experimental strategies beforehand. Hence, autonomous laboratories have the potential to modernize conventional trial-and-error approaches, thus expediting the discovery of molecules and materials [7]. Additionally, they can attenuate the clash between expected time to discovery and cost of human-driven experimentation, which has arguably reached a plateau in terms of efficiency gains [7].

To increase experimental throughput, modern research laboratories have adopted fully automated solutions (see Sec. 2.4), which lead to more efficient optimization of processing conditions to, for instance, screen pharmaceutically active ingredients [559] or explore wide-bandgap perovskites [326]. However, to capture relevant phenomena eventually yielding discovery, automated platforms require an exhaustive and enduring exploration of the complex and high-dimensional application space [203]. Augmenting systematic search-based automation

ChemOS facilitates the integration of automated equipment and enables the remote control of automated laboratories. ChemOS can operate at various degrees of autonomy, from fully unsupervised experimentation to actively including inputs and feedbacks from researchers into the experimentation loop. The flexibility of ChemOS provides a broad range of functionalities, as demonstrated on five proof-of-concept applications, which were executed on different automated equipment, highlighting the versatility of the software package and the advantages of autonomous experimentation workflows.
ChemOS, a versatile software package orchestrating autonomous experimentation. The set of instructions sent by researchers to ChemOS is interpreted by a natural language processing module. Data-driven algorithms suggest new experiments to be evaluated on the automated robotics platforms. The experimental outcomes are collected and used to refine the data-driven model of the experiment at hand, in a closed-loop approach. Reproduced from Ref. [417] with permission from the American Association for the Advancement of Science.

with artificial intelligence (AI) may further increase the discovery rate by carrying out an optimal set of experiments based on previous observations. \[233\] Recently, several groups have reported promising benefits of autonomous approaches on applications ranging from materials science \[203,504\] to organic synthesis \[508\]. Although autonomous laboratories are slowly emerging, they are still isolated cases. This development can be partially rationalized by the challenges that the transition from automated to autonomous platforms imposes on engineering software solutions. Suitable software packages are required to (i) orchestrate and synchronize heterogeneous automated instrumentation, (ii) interact with state-of-the-art ML approaches, and (iii) facilitate the communication between researchers and robotics.

In this chapter, we present ChemOS, a software package designed to enable autonomous experimentation to democratize chemical and materials laboratories. We engineered ChemOS to be versatile, flexible, and modular. It contains the essential layers for operating autonomous laboratories – administering data collection, experimental procedures, and associated robotics equipment. It also supports the remote control of equipment, which enables ChemOS to operate across different laboratories. Parallelization techniques
introduced via various software design patterns minimize the computational overhead of CHEMOS, allowing multiple experiments to be executed on several robots simultaneously. Consequently, CHEMOS can fully exploit the capacities of both robotics and computational resources. Although CHEMOS consists of six modules, we detail hereafter the three essential ones.

The first critical component of CHEMOS is the learning module, which is the central piece to continuously propose parameters of new experiments to be executed on robotics platforms. The outcomes of previous experiments guide the process for creating new experiments. Once a suggested experiment is evaluated, CHEMOS collects the results from the analytics, e.g., high-performance liquid chromatography (HPLC), nuclear magnetic resonance, and others, and refines its learning procedures on-the-fly to suggest more informative experiments in the next cycle. This closed-loop approach within CHEMOS was validated on two distinct applications: an in-house developed robot to learn color spaces, pH, densities, and a robotics solution for direct-inject sampling intended for real-time reaction monitoring. To date, four learning procedures are supported, with PHOENICS being the default search strategy (see Chapter 6).

The second key component is the communication module, which facilitates communication between CHEMOS and the researchers through common social media platforms: Twitter, Gmail, and Slack. This interaction is essential, particularly in processes requiring human approval, such as those in the food and cosmetic industries. Also, this interaction combines human intuition with data-driven tools in the closed-loop approach to leverage their respective strengths. Hence, the researchers can send commands and instructions at any point in the course of the CHEMOS cycle, including requests for new experiments, status updates, or feedback in plain text messages. A natural language processing (NLP) module within CHEMOS parses the received instructions, simplifying communication while increasing flexibility in the syntax of the messages (see Fig. 10.1). The level of flexibility is such that CHEMOS can be tuned to different degrees of communication ranging from fully autonomous experimentation, as demonstrated on the autocalibration of a robotics solution.
for direct injection, to actively integrating human feedback into the closed-loop.

The third key component is the orchestration module, which allows for asynchronous and geographically distributed autonomous laboratories.\(^{586}\) Such setups have the potential to improve the efficiency of experimentation by parallelizing experimental procedures and also to reduce costs by taking advantage of robotics platforms acquired and developed by the research groups involved. By sharing complementary fields of expertise, discovery and innovation processes can be accelerated. An example for such distributed workflows was established between Vancouver, Canada, and Cambridge, USA. In this application, ChemOS calibrated a robotic sampling sequence for direct-inject HPLC analysis. The orchestration capabilities of ChemOS allow us to run the procedure in full autonomy over several days without human supervision, accumulating a total of 1,100 experiments.

The flexibility and modularity introduced at various levels in the functional architecture enable ChemOS to power a broad range of autonomous workflows. In that respect, ChemOS has the potential to follow projects such as Robot Operating System (ROS).\(^{630}\) ChemOS has an easy-to-install procedure and configuration that facilitate research groups joining the transition from automated to autonomous experimentation. This chapter is a call to arms to the community. We invite all interested experts in robotics, automation, chemistry, engineering, and AI to join us in this quest to accelerate innovation, the critical component of scientific discovery.

### 10.2 Overview of automation software in chemistry

The industrial sector pioneered automation in search of intensifying chemical and pharmaceutical processes to increase productivity and improve quality (see Sec. 2.4).\(^{303–309,631}\) During the last decades, several groups have demonstrated the benefits of automated systems on a variety of chemistries,\(^{198,303,319–327,601,632,633}\) and a few laboratory automation software packages have been developed.\(^{634–637}\) One step further, the integration of design of experiments (DoE)\(^{188,190}\) to automation emerged as a first strategic approach to experimentation.\(^{19,638}\) The first closed-loop approach for adaptive experimentation consisted of grid-based surveys,
which identified the most promising starting points for subsequent local optimization via different flavors of the simplex algorithm. These hybrid approaches were applied to the optimization of chemical reactions. However, parameters evaluated from a grid are correlated, which might result in the omission of important features. Grid-based methods also require a substantial number of evaluations to capture relevant phenomena leading, eventually, to discovery. As such, to further streamline the discovery process, the next-generation of autonomous laboratories augments automation with data-driven strategies. By refining experimental procedures based on the most recent observations, data-driven approaches ensure to carry out an optimal set of experiments, avoiding the exhaustive and enduring exploration of the complex and high-dimensional application space (see Chapters 6 and 7).

Several groups have already demonstrated the use of autonomous approaches encapsulating modern AI algorithms to a range of applications. One of the first examples of a self-driving laboratory was reported by Maruyama and coworkers on the synthesis of carbon nanotubes. Similar approaches were used to produce Bose-Einstein condensates (BECs), optimize organic synthesis reactions, discover multicomponent NiTi-based shape memory alloys, design quantum optics experiments to achieve desired photonic quantum state, and synthesize and crystallize polyoxometalate clusters. The latter example reports the advantages of such a procedure in terms of accuracy and coverage of the crystallization space by comparing it with human-based and random search approaches. Although the self-driving laboratories appear to be on track to revolutionize the traditional Edisonian approach to experimentation, they require versatile software to be engineered. This requirement often imposes constraints on the development of such autonomous facilities, preventing their full exploitation. In the examples mentioned above, as well as in other applications reported in the past, in-house developed software packages tied to the hardware and the scientific procedure were used to operate the experimental equipment, parse information, and learn from it. Undoubtedly, distinct scientific challenges require tailored self-driving laboratories. However, a substantial number of processes are common.
Chapter 10. Orchestrating autonomous experimentation

across them or can be abstracted. Significant advances in high-level programming languages, and computer science have enabled the design of a flexible software package that addresses the specific needs of autonomous laboratories. As such, it becomes possible to provide the scientific community with a structured software package, consisting of fundamental layers common to any self-driving laboratory. These layers require database management, experiment scheduling, collection of experimental feedback, interactions with different learning strategies, and recommendations of experimental conditions for the robotics platform. In what follows, we present CHEMOS, a software package that fulfills these requirements and enables the remote control of robotics. CHEMOS has the potential to increase the discovery rate across chemistry and materials science and also catalyze the realization of prototype self-driving laboratories.

CHEMOS coordinates the overall computational and experimental workflow, monitors experiments, administrates data collection, data storage, and details about the configurations of the available automated laboratory equipment, potentially distributed across different physical laboratories. Among the crucial components of CHEMOS are the data-driven experiment planning strategies encapsulated in the learning module. Although CHEMOS shares the vision of a fully autonomous discovery platform, it allows for efficient interactions between researchers, ML tools, and robotic hardware. To this end, CHEMOS provides various intuitive interfaces for interactions, ranging from simple data exchange via well-defined protocols to NLP. We demonstrate the performance of CHEMOS on four applications, each highlighting different aspects of its implementation. Our findings show the ability of CHEMOS to successfully run at various levels of autonomy, from fully unsupervised experimentation to actively including the researchers in the closed-loop approach to discovery. Also, we confirm the ability of the ML approaches to learn experimental procedures on-the-fly to reach human-defined targets in a minimal number of evaluations on high-dimensional spaces, without prior knowledge. For all tested applications, the same CHEMOS core is deployed on several different Unix-like operating systems to operate different (potentially remote) robotic and characterization hardware, with different state-of-the-art experiment
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ChemOS follows a modular architecture composed of a central workflow manager and six independent modules (see Fig. 10.2). Three of the modules are required to enable closed-loop experimentation: (i) ML algorithms for experiment planning, (ii) automation and robotics to execute experiments, and (iii) characterization equipment to assess the performance of the conducted experiment. In addition, ChemOS provides modules that improve the practicality of the self-driving laboratories: (iv) databases for long-term data storage, (v) intuitive interactions with researchers, and (vi) online results analysis. The modularity of ChemOS is a crucial element that decouples interdependent tasks. Consequently, ChemOS can be easily extended by incorporating additional modules, or new features specific to an existing module, without interfering with the established workflow. The modularity of ChemOS significantly reduces the obstacles to the development and deployment of the self-driving laboratories. Before demonstrating the performance of ChemOS on applications, we highlight the responsibilities of the individual modules. Detailed descriptions are provided in the appendix of Ref. [586].

Data-driven strategies for experiment planning. The learning module is key to reach autonomy as it designs experimental campaigns for the scientific procedures requested by the researcher. ChemOS abstracts experimental procedures to stochastic response surfaces, which describe the merit of proposed generic experimental conditions with respect to user preferences (see Sec. 2.3). The learning module supports various Bayesian ML algorithms for efficient parameter space searches and decision making to recommend conditions for future experiments: PHOENICS, SMAC, SMAC, SPEARMINT, and random search.
Figure 10.2: Representation of the modules composing ChemOS. This scheme highlights the modularity and the independence of the six modules, which are (i) global learning procedures, (ii) automated robotic platforms, (iii) characterization equipment, (iv) databases handling and management, (v) intuitive interfaces for researchers, and (vi) online analysis. The central workflow manager, ChemOS, is depicted in yellow. The required modules to reach autonomy in the discovery process are presented in dark orange. This figure is reproduced with permission from Ref. [586].

Interaction with automated experimentation hardware and characterization equipment. The robotics and characterization modules provide the mapping between the abstract response surfaces on which the learning procedures operate to the actual scientific procedures. For new applications, the communication protocol and interaction layers facilitating the integration of new hardware and characterization equipment within the ChemOS workflow need to be implemented manually. It is important to emphasize that this programming task is the only manual step to the deployment, and cannot be automated as the application program interfaces (APIs) may vary from one automated platform to another. Once integrated, the robotics and characterization modules will automatically relate abstract conditions to hardware-specific parameters. Since the robotics and characterization modules contain specificity about the available hardware, the learning module in ChemOS can be agnostic about actual scientific procedures and can thus be applied to
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Databases for long-term data storage. Long-term storage of experimental data and instructions is facilitated via a database management system (DBMS). ChemOS features connections to multiple DBMS for flexible data storage at negligible computational overhead. Efficient closed-loop experimentation is enabled by storing information in distinct databases, which allows for parallelized reading and writing operations. All databases operate on the first-in, first-out (FIFO) principle. Consequently, new requests are queued chronologically, and they are processed as soon as parameters, and the robotic hardware are available.

Interaction with researchers. Rapid advances in ML provide opportunities to redesign the interaction of researchers with experimentation equipment. Approaches such as graphical user interfaces (GUIs) raise the deployment obstacles as researchers need to acquaint themselves with the interface first. ChemOS provides more intuitive interfaces for researchers in the form of a chatbot framework powered by a NLP module. This interface favors the interaction between researchers, the learning module, and the robotic hardware. The NLP module processes new requests, filters, and summarizes relevant results and customizes responses based on information specific to the received messages (see Fig. 10.4c). ChemOS connects the NLP module to several common social media platforms and communication services, including e-mail exchange, private and public messaging via Twitter, and private messaging via Slack. As such, ChemOS can accommodate the individual preferences of a researcher or a research group. Communication via multiple channels in one session is also supported.

Online analysis of experimental results. ChemOS features an analysis module to process, summarize and visualize the results obtained from measurements. This module enables researchers to quickly perceive the progress of the current experimentation and conceptualize the findings of the self-driving laboratory. ChemOS supports the generation of time traces, runs statistics on repeated experiments, computes higher-level objectives from
lower-level experimental observations, and visualizes the search space of the experimental procedure. Researchers can request a status report at any time in the course of the experimental procedure. Fig. 10.4 illustrates such a status report requested via Slack.

Orchestrating experimental procedures with ChemOS. The modular implementation and the decoupling of individual tasks of the closed-loop experimentation process enable ChemOS to orchestrate multiple experimental procedures simultaneously at negligible computational overhead. Individual experimentation sessions can be implemented by providing detailed information and feature selections for each of the modules in a single configuration file. The configuration file includes the researchers’ choices of learning procedures and communication channels. Furthermore, it informs ChemOS about the available automated experimentation platforms. Then, ChemOS automatically maps experimental procedures to the available hardware. Deploying ChemOS to different applications only requires to modify the configuration file. This flexibility allows for an accelerated and simplified deployment of the self-driving laboratories and empowers ChemOS to orchestrate several experiments for different applications.

10.4 Materials and Methods

10.4.1 Color, pH, density and drink experiments

The robot was assembled on a frame of aluminum rods and 3D-printed pieces†. The pumping system was built with a Raspberry Pi 3 Model B as a microcontroller, a power supply, and a set of eight DC peristaltic pumps of 12 V, each connected to a 5 V relay. Within this arrangement, the relays were controlled by the Python library GPIO. We used SCP as the communication protocol between the Raspberry Pi and ChemOS, which was deployed on a Mint environment (Ubuntu-based operating system). The low-level programs controlling the pumps and the RGB sensor, the pH meter, and the scale were written in Python. The measurements obtained by the pH probe (pH probe and circuit by Atlas Scientific), RGB

† The 3D model and .stl files were downloaded from GitHub [https://github.com/ytham/barmixvah, author: Yu Jiang Tham], in July 2017
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The RGB sensor (EZO-RGB by Altes Scientific) and the scale (Mettler Toledo MS303S) were read on a PC by a serial port with the Python library `serial`, `pylibftdi`, `serial_device2`, respectively. The synchronization between the PC and CHEMOS was performed via Dropbox.

The learning algorithms generate five values on the $[0, 1]$ interval. CHEMOS formats these five values into an eight-dimensional array, according to the specific experimental layout used. Once transmitted to the robot, this eight-value array is re-scaled based on a previous calibration of each pump. Then, the vector is scaled to the total volume to be drawn, i.e., the sum of the five initial solutions. Finally, the RGB sensor measures the color of the solution. CHEMOS receives only the maximum norm distance between the target normalized RGB vector and the measure RGB (also normalized). The latter is minimized during the CHEMOS run. Five initial solutions with the following normalized RGB codes are provided: yellow (RGB = [0.40, 0.41, 0.19]), red (RGB = [0.70, 0.17, 0.13]), orange (RGB = [0.57, 0.26, 0.17]), blue (RGB = [0.06, 0.36, 0.58]), and green (RGB = [0.16, 0.56, 0.28]). The provided green was chosen as the target color for this procedure. Through the robotics module, CHEMOS automatically maps the proposed experimental parameters to the order of the pumps on the robotic hardware. Importantly, CHEMOS was not constrained to the number of solutions to use. For example, green solutions can be produced by choosing only the provided green mixture or mixing the separate initial yellow and blue solutions. Identical setups were used for the pH and density experiments. CHEMOS communicates with the researcher using Twitter and Gmail. It processes messages through the NLP module, which classifies incoming messages as request or feedback. A set of digital LED strips regulated with the I2C protocol and with the Python library `fcntl` was used to inform the researchers upon completion of a process.

10.4.2 Autocalibration experiment

The robotic setup was built on a North Robotics N9 platform, paired with an Agilent 1260 Infinite series HPLC. The sample used was 10 mM 1,3,5-trimethoxybenzene in MeCN. The sampling sequence involves first the drawing sample through a needle, and then a sample
loop installed into a Rheyodyne 2-way 6-port selection valve. The valve is then switched, and
the diluent solvent is pushed through the sample loop and an in-line mixer to a second loop in
another 2-way 6-port selection valve. This second valve is then switched to be in line with the
HPLC pump and column, and the HPLC acquisition is triggered. A full cycle of operation
involves retrieving a set of parameters from ChemOS, executing a sampling sequence, rinsing
the sampling needle and the push line, retrieval of the integration from the HPLC trace, and
return of the integrated value to ChemOS. Dropbox was used as the communication protocol.
The control software for the robot was written in Python, which enabled the variation of
several parameters of the sampling sequence. The parameters from ChemOS are passed to
a sampling sequence function, which incorporates those parameters into a sequence of arm
movements, pump manipulations, and valve switches. The commands in that sequence are
function calls of Python class instances specific to the physical object being manipulated.
Pump and valve switch commands are then relayed through the robot to those components.
Arm motion commands are calculated and determined dynamically from the target location
(sample or rinse vial) before being passed to the robot. The parameter values were obtained
as normalized values from ChemOS, and were scaled to the appropriate ranges. The scalars
were user-defined to restrict the values within reasonable ranges accessible by the hardware.

10.5 Applications of ChemOS

10.5.1 Orchestration of standard laboratory equipment

We suggest a robotic liquid handling platform to produce blends that yield a pre-defined
color, pH, and density from a set of starting materials. We demonstrate that ChemOS is
capable of generating such formulations without human supervision and that the produced
formulations match the pre-defined goals. The experiments outlined in this section were con-
trolled on and synchronized across three distinct physical platforms: (i) a master platform
hosting ChemOS and the learning procedure, (ii) an automated robotic platform operating
the liquid handler (see Fig. 10.3c), and (iii) a characterization platform controlling the
characterization equipment for each of the experimental procedures (RGB sensor, pH meter, and a precision laboratory balance). The communication between the master platform and the characterization platform is supported via Dropbox, while the liquid handler and the characterization platform communicate via the secure copy protocol (SCP). All communications are supervised and instantiated by CHemos from the master platform. The experimental loop is initialized remotely by the researchers. Once the researchers’ request is parsed, CHemos uses the learning module to recommend the first experiment. The robotics module maps the proposed experiment parameters to the available hardware to execute the experiment. The characterization station measures the properties of interest, which are compared to the target defined by the researcher. Based on this feedback, CHemos then recommends promising experiments for future evaluations.

Learning the color space. This procedure generates a target colored solution from a set of five dyed solutions combining three individual dye molecules at different concentrations (see Fig. 10.3). This first use-case demonstrates the closed-loop approach orchestrated by CHemos, and highlights the workflow management. CHemos was instructed to produce a green solution and could produce the target by mixing red, orange, yellow, green, and blue solutions (see Sec. 10.4 for details). Importantly, CHemos was not provided any information about the initial solutions and was not constrained to the number of solutions to use. As such, CHemos was free to generate the targeted green from, for example, choosing only the provided green solution, or mixing the yellow and the blue solution.

We ran this experimental procedure with all three implemented experiment planning algorithms (PHOENICS, SMAC, and SPEARMINT) for a total of 25 experiments per session. Fig. 10.3 displays the progress of the experimental procedures for each algorithm. The reported loss indicates the maximum distance between the normalized RGB codes of the sampled solution mixtures and the normalized RGB code of the target color. The rapid decrease of the loss validates the capability of CHemos to learn the color space in full autonomy. All employed learning algorithms consistently produce mixtures of green color.
with RGB codes close to the desired target. An example of colors produced by the mixtures sampled from PHOENICS with a bias towards exploitation is displayed in Fig. 10.3b. This simple experiment illustrates the ability of the learning procedures to suggest routes to reach pre-defined targets that deviate from human intuition. Where a human researcher might favor the green starting solution over a mix of multiple starting solutions to produce a green target, CHEMOS suggested a recipe containing 43.6% of the green solution, 19.6% of the yellow solution, 30.0% of the blue solution, and 6.8% the orange solution. This mixture still reproduced the target color indistinguishable to both the human eye and the RGB sensor and presented an unexpected solution to the given task.

**LEARNING THE pH SPACE.** The goal of this campaign was to generate a solution with a desired pH value using five different starting materials with different pH values. The target pH value is defined by the researcher and set to pH = 7.0 in this example. The five starting materials were prepared with potassium hydrogen phthalate (pH = 4.0, and 5.6),
mixed phosphate (pH = 6.7) and borax (pH = 8.5, and 9.3). CHEMOS used the PHOENICS algorithm to produce the desired target pH within 25 experiments. Fig. 10.4a illustrates how the mixtures proposed by the algorithm approach the target pH of 7.0. Panel 10.4a.i depicts the pH values measured in each experiment, while panel 10.4a.ii shows the best performing composition. No constraints were applied to the number of starting materials to use. We observe a rapid decrease in the deviation of the produced pH value from the desired target for this five-dimensional search space with experiment 10 already yielding a pH of 6.809. The closest experiment to the target is experiment 17, where the pH of the solution was measured to be 7.001. This second illustration showcases the ability of CHEMOS to run in full autonomy. It also highlights the ability of the data-driven algorithm to learn experimental procedures on the fly to reach a human-defined target in a minimal number of evaluations on high-dimensional spaces, without prior knowledge.

Figure 10.4: Results from the pH (A) and density (B) experiments. Both the loss (i) and the contribution of the starting materials to the produced mixture (ii) are reported. This figure is reproduced with permission from Ref. [586].

LEARNING THE DENSITY SPACE. In this procedure, CHEMOS is provided with five fluids of different densities to produce a blend with a desired target density of 1 g/cm$^3$. Like in the previous examples, the densities of the provided fluids (0.40, 0.55, 0.70, 1.35, and 1.75 g/cm$^3$) were hidden from CHEMOS. CHEMOS controlled this procedure with the PHOENICS learning algorithm for 25 experiments, following the setup of the pH experiment. Fig. 10.4b reports the deviation of the density of the produced blend from the target density and contribution of each starting material to the blend. Within only nine experiments in this five-dimensional space, PHOENICS reached the targeted density of 1 g/cm$^3$. In summary, these three examples demonstrate the capacity of ML technologies to efficiently probe and evolve
on high-dimensional parameter spaces while performing at an optimal number of experiments even without prior knowledge. By not supplying the experiment planning strategies with any prior assumptions, the algorithms are enabled to discover solutions that can be beyond the researchers' expectations. This lack of bias is of utmost importance when targeting scientific discovery. In fact, observations of unbiased ML algorithms finding creative and unexpected solutions have been made recently in the field of evolutionary computation and artificial life.\textsuperscript{627} Finally, these three applications illustrate the closed-loop approach to experimentation implemented in CHEMOS. They also highlight the seamless integration of different characterization equipment (RGB sensor, pH meter, and precision laboratory balance) into the CHEMOS workflow. The potential of such an approach extends far beyond these applications; we can imagine the potential of CHEMOS when bridged to platform design for drug and material discovery.

10.5.2 AUTONOMOUS CALIBRATION OF A REMOTE ROBOTIC SAMPLING SEQUENCE

In the following, we demonstrate how CHEMOS can be used for remote interactions with distributed automated laboratory systems. We orchestrate an infrastructure capable of unattended sampling. A similar setup was recently used for real-time reaction progress monitoring.\textsuperscript{611} The robotics hardware is located in Vancouver, Canada, and controlled by CHEMOS in Cambridge, USA. The procedure involves proposing new calibration parameters, running the experiment, analyzing the experimental results, and updating parameter candidates. The goal of the calibration is to find a set of parameters that maximizes the response of the HPLC, \textit{i.e.}, maximize the amount of drawn sample reaching the detector. The workflow is fully controlled by CHEMOS and does not require human intervention. CHEMOS is set up to communicate with researchers \textit{via} the command line interface for local execution, and \textit{via} Slack for remote execution. The communication between the master platform and the robotic system is enabled \textit{via} Dropbox. Each CHEMOS session is set up for a total of 100 autonomous experiments over a period of about seven hours. We further demonstrate the robustness of CHEMOS on two sessions accumulating a total of 1,400 data points. Details
are provided in the appendix of Ref. [586].

![Figure 10.5: (A) Schematic of the flow path for the sampling sequence used with the N9 robotic platform. The six parameters (P1-P6) are color coded to illustrate the effect they have on the sampling sequence. The yellow shade highlights the arm valve, and the grey shade the HPLC valve. (B) Example of logging messages from ChemOS. (C) Side and (D) top view of the robotic hardware. Lower panels: Results from the autonomous calibration of an HPLC setup maximizing the magnitude of the response. ChemOS performed autocalibration with four different learning procedures (Phoenics, SMAC, spearmint and Uniform). Upper panels display the achieved peak areas, i.e. magnitudes of response. Lower panels display the distributions of pair-wise distances between sampled parameter points computed with the L2 norm. For the Phoenics algorithm, red denotes exploration, and blue exploitation. This figure is reproduced with permission from Ref. [586].](image)

The experimental arrangement is illustrated in Fig. 10.5. A robotic arm (N9 from North Robotics) with an integrated sampling needle is used to draw a sample of 1,3,5-trimethoxybenzene in MeCN from one of the vials in a 96-well tray. The sample is then passed through a sample loop, inline mixer, and injection loop and is finally analyzed by an HPLC. Peak areas of the chromatogram determine the amount of target compound, which was delivered to the HPLC. The entire setup is controlled by six independent parameters determining sample draws, wait times, and push rates. We demonstrate the autonomous execution of the autocalibration by ChemOS with the four learning procedures: Phoenics, SMAC, Spearmint, and random search. The results of each autocalibration run with 100 individual experiments are depicted in Fig. 10.6. The upper panels display the peak areas achieved during the execution of individual experiments with the different learning proce-
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dures. The uniform random searches represent an uninformed exploration of the parameter space as acquired knowledge is not taken into account when proposing new parameter points. We observe that all implemented experiment planning algorithms (PHOENICS, SMAC, and SPEARMINT) quickly find parameter points which yield peak areas larger than those encountered in the random search. The lower panels of Fig. 10.6 depict the parameter distance distributions computed from all possible parameter pairs sampled in each ChemOS run. While uniform random search appears to yield a unimodal distance distribution, the optimization algorithms show tendencies of favoring broader distance distributions with more parameter points at both smaller and larger distances to other parameter points. We interpret this deviation in the distance distributions as the signature of the optimization algorithms used, in which the acquisition function emphasizes either exploitation of the acquired data (small distances) or exploration of the parameter space (large distances).

![Figure 10.6: Average performance of the experiment planning strategies leveraged by ChemOS. This figure is reproduced with permission from Ref. [586].](image)

Since repeated executions of individual experiments are time and resource-intensive, we assess the performances of the experiment planning strategies in detail with an emulator constructed to reproduce the experimental surface, following the approach outlined in Chapter 8. Specifically, we train a Bayesian neural network (BNN) to reproduce the response of the HPLC for any given parameter point. Details of the BNN are reported in the appendix of Ref. [586]. The results of the emulator benchmarks averaged over 200 independent executions are illustrated in Fig. 10.6. In addition to the already mentioned experiment planning
strategies, we probed the performance of a DoE approach, where a full factorial grid is used initially to probe the search space and a second, refined full factorial grid is constructed based on the initial responses for an in-depth analysis of a subregion of the search space. We find that DoE is outperformed by the random search strategy, which can be attributed to the high-dimensional nature of the search space. In addition, spearmint displays a comparable performance. Only SMAC and Phoenics demonstrate significantly better average performance. With this application, we showed that ChemOS can control remote facilities to augment automated systems with AI to enable autonomous scientific procedures.

10.6 Conclusion

We introduced ChemOS, a transferable, flexible, and versatile software package. ChemOS is a framework which supplies all the layers needed to control and orchestrate distributed autonomous laboratories. The five applications reported herein highlight this ability and ease to deploy ChemOS and to control different applications with a variety of laboratory equipment and automated solutions by only editing the configuration file. The functional design of ChemOS and its modular structure, in which each module is responsible for fulfilling specific tasks, allows for the global control of complex heterogeneous automation platforms. What is more, the flexible architecture enables to update modules independently and facilitates the addition of new features, which reduces the obstacles to the deployment of self-driving laboratories. ChemOS includes state-of-the-art data-driven strategies for experiment planning in its learning module. This module is the key component to reach autonomy. Also, to facilitate the researcher-robot interaction, we supplemented ChemOS with an NLP module in a chatbot framework. This module is based on a neural network and interfaces with several common social media platforms and communication services. It enables the researchers to trigger new experiment from a distance or to send commands and instructions at any point in the course of the ChemOS cycle. Possible messages include requests for new experiments, status updates, or feedback in plain text messages. Finally, due to parallelization techniques, the negligible computing overhead rising from function
queries, database requests, and data parsing ensures a maximized experimentation throughput. The current version of ChemOS is the beginning of a comprehensive software package for controlling automated laboratory systems. We believe that ChemOS has the potential to follow the path paved by the ROS[^63][^64][^15] to become the standard to power self-driving laboratories. The results shown in this manuscript are the first steps towards a global operating system for distributed automated laboratories. Similar to supercomputer centers, which give researchers easy access to computing infrastructure, we envision ChemOS to democratize autonomous discovery. With access to such laboratories, more research groups could join the evolution of experimentation and could contribute to advances in a broad spectrum of technologies at an accelerated rate.
Self-driving laboratory for accelerated discovery of thin-film materials
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ABSTRACT

Discovering and optimizing new materials for clean energy applications typically takes over a decade of basic and applied research. Self-driving laboratories that iteratively design, execute, and learn from material science experiments in a fully autonomous loop present an opportunity to streamline the discovery process. In this chapter we report a modular robotic platform driven by a data-driven experiment planning algorithm capable of autonomously optimizing the optical and electronic properties of thin-film materials by modifying the film composition and processing conditions. We demonstrate this platform by using it to maximize the hole mobility of organic hole transport materials for use in perovskite solar cells. An unexpected outcome of this optimization process was the finding that high dopant concentrations can enhance the thermal stability of hole transport films. These results demonstrate the promise of using autonomous laboratories to discover organic and inorganic materials relevant to clean energy technologies.
11.1 Introduction

Optimizing the properties of thin films is time-intensive because of the vast number of compositional, deposition, and processing parameters available.\cite{534,646} These parameters are often interdependent and can have a profound effect on the structure and physical properties of the film and any adjacent layers present in a device.\cite{647} Few computational tools are available for predicting the properties of materials with compositional and structural disorder, and thus the materials discovery process still relies heavily on trial and error. An established method for sampling a large parameter space is high-throughput experimentation (HTE)\cite{648,649} but it is nearly impossible to sample the full set of combinatorial parameters available for thin films. Parallelized methodologies are also constrained by the experimental techniques that can be used effectively in practice. The overwhelming size of the parameter space for thin film materials motivates the need for both data- and theory-guided algorithms for executing experiments beyond what can be achieved with HTE alone.\cite{81,556,650} The experimental approach of iterating between automated experimentation and data-driven experiment planning has resulted in early successes in addressing high-dimensional problems in experimental physics,\cite{651} chemistry,\cite{652} and life-sciences (see Chapter 9).\cite{653} This approach is only starting to be implemented in the materials sciences,\cite{646} as demonstrated by the optimization of carbon nanotube growth,\cite{650} amorphous alloy compositions,\cite{544} and inorganic perovskite quantum dot nucleation.\cite{650} We demonstrate here the optimization of thin films using our platform named Ada, a flexible and modular self-driving laboratory capable of autonomously synthesizing, processing, and characterizing organic thin films. Ada trains itself how to find target parameters without any prior knowledge, enabling iterative experimental designs that maximize the information gain per sample (Fig. 11.1).
11.1. Introduction

Figure 11.1: Ada implements an autonomous optimization workflow. The self-driving laboratory is based on a modular North Robotics N9 robot (center) and the Phoenics optimization algorithm. The robotic arm is equipped with a multi-purpose gripper and a fluid probe connected to a syringe pump (not shown) for performing precision pipetting of solutions. The gripper enables interactions with a variety of objects such as vials, a spin coater, and a vacuum-based substrate handler. The autonomous workflow involves iterative experimentation with the goal of discovering a thin film composition with the highest possible pseudomobility. Each iteration of the workflow involves (1) mixing an hole-transport material (HTM)-dopant-additive solution, (2) spin coating the solution onto a substrate, (3) thermally annealing for a variable amount of time, (4) imaging with a visible-light camera, (5) acquiring UV-Vis-NIR spectra in reflection and transmission modes, (6) measuring the I-V curve of the film with a 4-point probe, (7) computing a pseudomobility based on the IV and spectroscopic data, and (8) feeding this pseudomobility into the ChemOS orchestration software and the Phoenics optimization algorithm, which then designs the next experiment. Reproduced with permission from Ref. [90].
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11.2 Results

As a first step in proving out the methodology, we designed Ada to target organic hole and electron transport layers that are ubiquitous in advanced solar cells, as well as optoelectronic applications such as organic lasers and light-emitting diodes. We demonstrate the capabilities of Ada specifically by optimizing the hole mobility of spiro-OMeTAD, an organic HTM common to perovskite solar cells (PSCs). The hole mobility of spiro-OMeTAD is critical to PSC performance, but it is highly sensitive to dopants, additives, spin-coating solvents, and post-deposition processing. How each of these factors affect the hole mobility of amorphous spiro-OMeTAD remains difficult to model, and the relevant properties of spiro-OMeTAD are still optimized empirically. This optimization process often takes months to complete and slows the translation of new organic hole and electron transport layers for solar cells and related devices.

Ada autonomously optimizes the hole mobility of spiro-OMeTAD by (i) measuring and mixing solutions of dopants, and plasticizers; (ii) depositing solutions as thin films on rigid substrates; (iii) imaging each film to detect morphologies, defects, and impurities; and (iv) characterizing the optical and conductivity properties to produce surrogate hole mobility data. These data are received by CHEMOS, which uses PHOENICS to design new experiments by actively learning from previously collected measurements (see Chapters 6 and 10). PHOENICS uses a sampling parameter to explicitly bias the experimental design towards exploration or exploitation in an alternating fashion, and has been shown to outperform random and systematic searches. The platform aspirates, dispenses, and mixes liquid precursors with the assistance of a syringe pump and a weigh scale. Precursor solutions are spin-cast as thin films on glass substrates, which can then be annealed up to 165 °C using a forced convection annealing system. Ada then characterizes the films using purpose-built systems for darkfield photography, UV-Vis-NIR reflection and transmission spectroscopy, and 4-point probe conductance. The robot also serves as an XYZ sample-positioning stage enabling all characterizations to be performed at multiple positions on the sample, which
we leverage to collect spectroscopy and conductance data at seven spatial positions on each sample. The ability to produce high quality, well-organized datasets while also enabling typically uncontrolled variables (e.g., time between process steps, the height of spin coating dispense nozzle) to become controlled or optimization parameters are compelling features of Ada. Moreover, Ada is operated using flexible, open-source Python software, which facilitates the rapid implementation of new experiments.

We selected HTM hole mobility as our target parameter for optimization, but this parameter typically requires the assembly of multilayer devices to obtain a valid measurement. Conventional methods are not compatible with the time scales needed for efficient autonomous optimization. We, therefore, developed a scheme where we could use 4-point-probe conductivity and UV-Vis-NIR spectroscopy measurements to produce a diagnostic quantity, pseudomobility, that is proportional to hole mobility. Pseudomobility is the quotient of the sheet conductance of a thin film and the absorptance of oxidized spiro-OMeTAD in the film. This ratio, which provides a thickness-independent low latency analytical surrogate for hole mobility, became our target optimization objective.

The pseudomobilities of spiro-OMeTAD thin films were optimized by iteratively designing film compositions with variable annealing times and concentrations of dopant. Samples prepared from stock solutions of spiro-OMeTAD and a cobalt(III) dopant (along with a fixed amount of the plasticizer, 4-tert-butylpyridine) were spin-coated onto substrates to yield thin films. Each film was annealed, imaged, and analyzed to determine a pseudomobility value that was relayed to ChemOS. Fig. 11.2a chronicles how the doping ratios and annealing times were varied during optimization for two independent experimental campaigns. An important outcome is that both campaigns converged on the same global maximum for both doping ratio (~0.4 eq.) and annealing time (~75 s) to deliver films with the same maximum pseudomobilities. This reproducible endpoint is significant and demonstrates that Ada can successfully navigate a large experimental space.

Fig. 11.2b shows the locations and sequence of the experimentally sampled points in the parameter space. The sampled points can be seen to initially cluster at a local max-
minimum (≈100 % doping and annealing time >200 s) before finding a higher performance region elsewhere in the parameter space. While the eventual rejection of the local maximum confirms that the explore-exploit functionality of PHOENICS can prevent the search from becoming stuck near local optima, we were curious why Ada identified a local maximum at high doping levels. Subsequent investigations of the dark field images of these films revealed annealing-induced dewetting of the films containing moderate amounts of dopant. At elevated doping levels, dewetting was suppressed, allowing a region of improved thermal stability to be identified. The favorable performance of high dopant/high annealing time films was not intuitive, and was only discovered because the autonomous platform facilitated a search within a broader range of doping and annealing conditions than is typically explored in studies of organic HTMs.

11.3 Discussion

We report here the first use of a self-driving laboratory to optimize composition and processing parameters for thin-film materials. This proof-of-principle study targeted the optimization of a type of thin organic semiconducting film typical to advanced solar cells.
However, the modularity of our robotic platform and control software enables the rapid incorporation of new experiments, techniques, analytical hardware, and algorithms. The ADA platform can, therefore, be tailored for a range of inorganic and organic materials and applications, and even be coupled to automated organic synthesis methodologies developed for the pharmaceutical industry. We contend that expanding the capabilities of autonomous experimental platforms like ADA will accelerate the optimization of multi-layered materials and devices common to clean energy technologies.
Beyond Ternary OPV: High-Throughput Experimentation and Self-Driving Laboratories Optimize Multi-Component Systems
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Abstract

Fundamental advances to increase the efficiency and stability of organic photovoltaics are achieved by designing ternary blends, which represents a clear trend towards multi-component active layer blends. We report the development of high-throughput and autonomous experimentation methods for the effective optimization of multi-component polymer blends for organic photovoltaics. A method for automated film formation enabling the fabrication of up to 6,048 films per day is introduced. We construct a self-driving laboratory which autonomously evaluates measurements to design and execute the next experiments by equipping this automated experimentation platform with a Bayesian optimization algorithm. To demonstrate the potential of these methods, a four-dimensional parameter space of quaternary organic photovoltaic blends is mapped and optimized for photostability. While with
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12.1 Introduction

With the development of novel non-fullerene acceptors, fundamental performance limitations of fullerene-based organic solar cells (OSCs) have been overcome.\textsuperscript{665} The currently highest performing organic photovoltaics (OPVs) systems are based on PM6:Y6 ternary additives. These additives improve both the charge carrier life time and the mobility of the system to increase efficiencies to 16.5%.\textsuperscript{666,667} Typically, in ternary systems, the ratio of donor to acceptor material (D:A ratio) is kept constant, while only the content of the additive is varied due to limited experimental resources. The existence of other optima beyond these constraints is usually not investigated. However, ternary additives have successfully been introduced to stabilize morphology or prevent oxidation. These desired effects of additives are reverted into detrimental effects depending on the concentration and compatibility of the additive with the host system. An adequate balance is necessary to determine if a given additive can lead to performance enhancements for a given host system. Currently, the Achilles’ heel of the highest performing OPV systems is device stability, which motivates the use of a fourth stabilizing additive in performance-optimized ternary systems. Novel experimental methods are required to approach such highly complex optimization tasks with multi-dimensional composition spaces and hundreds of possible candidates for performance-enhancing additives.

These challenges can be addressed with high-throughput experimentation (HTE) to assist the researcher in material synthesis, sample processing, and characterization. Parallelizable high-throughput (HT) methods for polymer samples have been used for adhesion evaluations\textsuperscript{668} and cell biology research.\textsuperscript{669,670} One of the main challenges of combinatorial research in OPV is the scalable fabrication of high-quality individual films. Recent approaches are based on gradient coating or ink-jet printing, which are usually limited by the number of...
mixable components, the number of samples or the need for specific ink properties. An HTE coating method for organic semiconductors with a scalable number of mixable components and scalable number of films is not yet established. We introduce a robot-based production of OPV films via drop-casting that can mix a large number of components to form up to 6,048 films of different compositions per day. The reduced material requirements and parallelization capabilities of the HT system allows screening such vast numbers of compositions containing hundreds of possible components at a substantially higher throughput than conventional manual experimentation (see Chapter 9).

Applying this HT system allows screening such a vast number of compositions containing hundreds of possible components that conventional experimental planning and evaluation capabilities are exceeded (see Chapter 9). Therefore, as a second approach, we combine our HTE production line with a machine learning (ML) tool to form a self-driving laboratory, for accelerated process optimization and materials discovery. In this ML-driven approach, new experiments are suggested based on all previously collected measurements. To this end, the ML decision-maker infers the outcomes of all possible experiments, leveraging statistical correlations identified from previous measurements, and suggests the most informative ones for future evaluation. The self-driving approach has recently been used to optimize carbon nanotube growth, polyoxometalate clusters, metal-based alloys, and organic synthesis reactions. In addition, a thin-film self-driving robot was used to improve film quality and thermal stability of hole-transport materials (HTMs) for clean energy technologies (see Chapter 11). Further examples are reported and discussed in Chapter 9.

Herein we demonstrate the benefits of HTE and the self-driving approach on the design of photostable material composites for OPVs. While lifetimes of up to 10 years under continuous illumination in nitrogen atmosphere were recently reported, the photostability of OSC materials under the influence of oxygen and moisture is a critical challenge. Currently available encapsulation films for OPV materials are a major cost factor for the final product while their water vapor transmission rate is typically $10^{-3}$ g m$^{-2}$ day$^{-1}$. As higher quality barrier films are currently not manufacturable at a competitive price, optimizing active
layer materials for photostability in the presence of oxygen and water is a critical step for commercial applications. Interestingly, complex photochemical interactions between donor, acceptor, and oxygen can suppress or enhance photooxidation in D:A blends. Adding a third component to the active layer may further increase thermal and light stability. However, the degradation behaviors of higher dimensional multi-component systems may depend on various interactions between the components. Therefore, we use the optimization of four component active layer blends as an experimental proof of concept for our HT film formation and characterization system with ML-enabled self-driving capability. In the following, we compare grid based HTE to the self-driving approach (see Fig. 12.1).

12.2 High-throughput experimentation

The automated platform (see Fig. 12.1b) employed for this study was already used to successfully synthesize and characterize organo metal-halide perovskites and organic nanoparticles with outstanding precision. To form high-quality drop-cast films on inert carriers, we optimized a system to create separate wells on a glass plate. Printing a well structure with UV-curable epoxy allowed a minimal height of the separating walls to reduce material accumulation at the walls resulting in high-quality films with a large homogeneous area (see Fig. 12.1c). To demonstrate the scalability of our approach, we optimized two quaternary blend systems simultaneously. The first system contains PTB7-Th and P3HT as polymer donors (white squares in Fig. 12.1a), while in the second system PBQ-QF is used (black squares in Fig. 12.1a). In both systems, PCBM and oIDTBR are deployed as acceptors. For both material systems, almost 2,100 single films were fabricated and tested within seven days with more than 5,000 absorbance spectra.

In Fig. 12.1c, the experimental workflow of the robotic process is illustrated schematically. Starting with a pre-defined grid of compositions or the closed-loop approach (see Sec. 12.3), individual inks are formulated automatically using a commercially available liquid-handling robot. The inks are drop-cast onto customized 96-well glass substrates to form uniform semiconductor layers. The glass plates are then illuminated with metal halide lamps at
one sun intensity for 18 hours in ambient air to induce photooxidation of the active layers, which can be measured by absorbance loss. Absorbance spectra were recorded before and after light treatment using a microplate reader. The reproducibility of film formation and degradation is very high with an $r^2$ of 0.97 for 309 tested samples, while the film thickness, as measured by a profilometer, ranged between 70-80 nm. Given the accuracy of our dispensing system, we allowed variations of all four components (PTB7-Th, P3HT, oIDTBr, PCBM) in two percent steps resulting in 23,426 possible compositions. For the first HT test, a subset of 1,041 points was selected containing all single components, binary and ternary variations with 10 wt.-% increment (202 samples) and 820 randomly selected quaternary samples plus 19 duplicates for reproducibility verification. For the second system, the same set of compositions was used while PBQ-QF replaced PTB7-Th. The degradation behavior
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of the quaternary system containing PTB7-Th is depicted in Fig. 12.2 (left panel), where degradation is denoted as the integral change of the absorption spectra for each composition before and after degradation. It clearly shows strong degradation of PTB7-Th with a relative absorbance loss of 68%, while P3HT lost around 19%. The two acceptor materials exhibited minimal changes in absorbance. Moreover, we observed that the binary series of PTB7-Th toward PCBM or oIDTBR leads to a gradual increase of photostability with acceptor content. But non-linear trends are observed as well, as already slight amounts of P3HT (∼10 wt.-%) stabilize PTB7-Th completely, leading to blend stabilities similar to pristine P3HT. More surprisingly, blends containing both oIDTBR and PCBM show a drastic destabilization effect causing a large unstable area in the quaternary space (see Fig. 12.2). As this is also observed in a binary mixture of PCBM and oIDTBR (absorbance loss up to 74%), it seems to be caused by specific interactions between the two acceptors that may be rooted in the formation of particular morphologies that might facilitate the movement of oxygen molecules through the active layer. In the second quaternary system, where PTB7-Th is replaced with PBQ-QF, the same PCBM:oIDTBR instability area is discovered, while most other compositions show improved photostabilities, which is in line with the high stability of pristine PBQ-QF. A detailed viewing of the robot process and the 4D stability-space is found as a cinematic illustration in the appendix of Ref. [91].

Stock solutions of the materials in chlorobenzene were manually prepared with a concentration of 0.6 mg/mL. All further ink formulations were mixed by a liquid handling robot [Freedom Evo 100; Tecan Group AG, Switzerland] using 96-well polypropylene microplates [Eppendorf, Germany]. To guarantee good intermixing, an aspirate/dispense step was repeated for three times before drop-casting 25 μL of each mixture onto a pre-patterned glass substrate. The films are dried at 60°C for 4 min. A total of 96 individual films can be formed in 22 min. To obtain stable morphologies, a thermal annealing step at 120°C for 15 min was performed. Further descriptions are reported in the appendix of Ref. [91].
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12.3 AUTONOMOUS EXPERIMENTATION

Instead of a large predefined grid, we data-driven experimental design for the closed-loop approach. The software package ChemOS coordinates the flow of information between the automated equipment, the researchers, and the experiment planning module (see Chapter 10). The software facilitates the remote exchange of experimental parameters and measurements, which enables the operation of experiment planning strategies and robotics platforms at different locations. In line with the identified steps of closed-loop experimentation, we extended ChemOS by an additional module which maps the parameter space of the experiment planner to technical constraints of the robot, which is described in detail in the appendix of Ref. [91]. We used the active learning global optimizer Phoenics to learn and navigate the multi-dimensional parameter space (see Chapter 6). This data-driven strategy learns by doing and does not need to be trained with prior measurements. Following a Bayesian optimization strategy, a surrogate model is constructed from parameter kernel densities estimated from a Bayesian neural network (BNN) (see Sec. 5). Phoenics natively allows for parallel batch-wise experimentation via an explicit sampling parameter,
which can suggest experiments explore the candidate space or evaluate the currently most promising candidate. Proposing multiple experiments with different sampling behaviors simultaneously has been shown to accelerate the optimization process and reduce the number of samples needed to identify promising candidates. In this experiment, CHEMOS leveraged PHOENICS to suggest four blends per closed-loop event, and increases the experimentation throughput by simultaneously coordinating the self-driving approach for the two studied blend systems. To ensure that any active layer composition contains an OPV relevant donor:acceptor ratio, the D:A ratio is limited from 1:5 to 5:1. Starting from 4 random compositions and their stability results, CHEMOS iteratively suggested the next set of 4 compositions that were fabricated, degraded, and characterized. As an initial test run 15 iterations requiring 15 consecutive 18h degradation tests were made. Here, two identical samples were fabricated for each composition to probe experimental noise. While the self-driving approach focused more on the stable regions in an exploitative search toward a global minimum, an explorative component probed numerous stable and unstable compositions covering largely the same experimental space as the HT test. The experimental space for both HTE and the self-driving approach in the PTB7-Th based system is displayed in Fig. 12.2b. Visualizations of experiments with PBQ-QF are presented in the appendix of Ref. [91]. Here, each data point represents the stability of a quaternary composition plotted over their distance, in terms of compositional difference, to the most stable composition as found by grid-HTE. The results demonstrate how the Bayesian optimization reconstructed the stability distribution of grid-HTE with a much fewer samples (only 7%) compared to HTE. Generally, photostable compounds can be found along the entire distance axis, indicating a broad area of stable compositions rather than a single point minimum. It is observed that the autonomous approach is able to find competitive photostable blends within only 15 learning iterations with 4 samples per iteration. The best compositions found by the data-driven search are similar to the best compositions screened by grid-HTE as shown in the appendix of Ref. [91].
12.4 Statistical comparison and discussion

To have a large number of tests that allow statistical comparisons between HTE and the self-driving approach, virtual experiments were performed on a calculated stability grid. From the data collected for the two blend systems during the HTE runs, we constructed probabilistic regression models to emulate the response surfaces of the two experiments. The statistical models, or virtual robots (see Chapter 7), were set up as BNNs and trained to predict the photostability for any possible set of material compositions for the two blend systems. Details on the network architectures, the training procedures and the prediction accuracies on the observed (training sets) and unobserved data (test sets) for both blends are reported in the appendix of Ref. [91].

![Figure 12.3](image_url)

**Figure 12.3:** (A) Performances of high-throughput experimentation (orange traces) and ChemOS (green traces) on the virtual robots related to the PTB7-Th based system. Note that the traces were averaged over 10,000 independent grid samplings and 200 independent ChemOS optimizations. (B) Top: Statistical output of the virtual robot showing the acceleration of autonomous experimentation over HTE. Bottom: Confidence to improve on HTE within given budget of 30 or 60 samples. Both are related to the PTB7-Th based system. (C) Consumption comparison between manual testing, high-throughput experimentation, self-driving approach with budget of 60 samples and virtually optimized self-driving approach with budget of 30 samples. The calculations are limited to one quaternary system. Reproduced from Ref. [91] with permission from Wiley-VCH.

Our results on the virtual robots (Fig. 12.3A) indicate that the autonomous approach requires, on average, 27 samples on the PTB7-Th blend system to identify a blend that is
at least as photostable as the most stable blend discovered by grid-HTE. Furthermore, we find that within a given budget of 30 (60) samples, the autonomous workflow identifies more photostable blends than HTE with a chance of about 96% (97.5%) (see Fig. 12.3b). Based on these results, the discovery of photostable blends is accelerated by a factor of ca. 33x for PTB7-Th (and ca. 32x for PBQ-QF, see appendix of Ref. [91]) over conventional HTE as indicated by the virtual robots. Further details on the statistical analysis are reported in the appendix of Ref. [91]. Fig. 12.3c demonstrates the benefits of grid-based HT research and the self-driving approach over manual experimentation. Within this comparison, we assume that systematic manual testing requires the preparation of 500 samples, with a throughput of 20 samples per day, to obtain equivalent information as with HTE of 1,000 samples. Using conventional 1-inch substrates, typical solution concentrations of 30 mg/mL and coating methods, such as spin-coating or blade-coating, a consumption of 188 mg per compound is expected. In contrast, HTE needs only 7.5 mg per compound due to the low concentration of 0.6 mg/mL used in drop-casting. Moreover, even as 288 samples are tested in a single day, HTE guarantees a stable process with highly reproducible data. The substantially reduced number of samples for the self-driving approach with only 60 samples further reduces the amount of consumed materials to 0.45 mg per compound. Following the findings from the virtual robots, the autonomous approach identifies the most photostable blends consistently after about 30 candidate evaluations (0.225 mg). Note that for CHEMOS the given throughput of 4 samples per day and blend system is based on the iterative degradation process. Nevertheless, by parallelization across blend systems, CHEMOS is able to run and optimize 16 blend systems simultaneously, further accelerating the discovery process.

12.4.1 Virtual robot

The statistical significance of the experimentally obtained performance difference between the autonomous approach and HTE was assessed in detail with the construction of virtual robots. Virtual robots can be designed via probabilistic ML models to emulate an experi-
mental procedure \textit{in silico}. Assuming that the virtual robot reproduces the measurements of previous experiments sufficiently well, the merit of new experiments can be estimated computationally without conducting further experiments. Consequently, virtual robots can serve as a benchmark to determine performance differences between different experiment planning strategies. We construct virtual robots from BNNs which are trained to reproduce the photodegradation measured for individual polymer blends in the HTE approach. BNNs constitute probabilistic ML models which can be trained via variational expectation-maximization in a Bayesian framework. Thus, BNNs are intrinsically robust to overfitting and can infer both the expected photodegradation and the degree of experimental noise to resemble experimental conditions. A total of 850 experiments (81.7\%) were randomly selected from the 1,041 HTE experiments for both blend systems to train BNNs with 5-fold cross-validation. The remaining 190 experiments (18.3\%) were used as a test set to determine the generalization performance of the trained BNNs. BNNs were constructed as fully connected feedforward networks with three hidden layers. To account for the fact that the photodegradation of any given polymer blend cannot be negative, we selected ReLU activation functions for the output layer. Weights and biases were modeled with Gaussian priors. Additional network hyperparameters and the selected values are reported in Tab. 12.1.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Selected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden layers</td>
<td>3</td>
</tr>
<tr>
<td>Neurons per hidden layer</td>
<td>120</td>
</tr>
<tr>
<td>Hidden layer activations</td>
<td>Leaky ReLU</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Both polymer blend ratios and associated photo degradations were rescaled prior to being presented to the BNNs. Polymer blend ratios were transformed from the 4-simplex to the three-dimensional unit cube, while individual photodegradations were divided by the average photodegradation taken over the 850 experiments used for cross-validation. Prediction accuracies for the BNNs trained on the two blend systems are illustrated in Fig. 12.4.
observe that the BNNs are capable of reproducing the experimental measurements of the
test sets with coefficients of determination of 0.88 (0.87) on the PBQ-QF (PTB7-Th) blend
system. The agreement of coefficients of determination between the test and the training
sets indicates good transferability of BNNs.

![Graph showing prediction accuracies of the virtual robots constructed from Bayesian neural networks on the two studied blend systems. Predicted photo-degradations are compared to measurements obtained from high-throughput experimentation. Reproduced from Ref. [91] with permission from Wiley-VCH.]

**Figure 12.4:** Prediction accuracies of the virtual robots constructed from Bayesian neural networks on the two studied blend systems. Predicted photo-degradations are compared to measurements obtained from high-throughput experimentation. Reproduced from Ref. [91] with permission from Wiley-VCH.

### 12.5 Conclusions and Outlook

We have demonstrated how complex, multi-component optimizations of next-generation
OSC active layers can be substantially accelerated by novel HT film deposition techniques
combined with automated characterization and ML-driven experimental design. Over 2000
different quaternary active layers were tested in seven days with a materials consumption
of less than 15mg per component. This throughput allows a more thorough stability in-
vestigation of novel OPV materials and their interactions with other blend components at
ultra-low material consumptions. Implementing a ML optimization algorithm, equivalent
information about stability minima and maxima could be found with a sample reduction
of around 93%. In our specific test case, P3HT and PBQ-QF rich blends show improved
stability over PTB7-Th rich blends. PCBM and oIDTBR can destabilize each other with
dramatic consequences for the active layer blend. As a next step, the inclusion of additional
characterization methods and target properties, e.g., photoluminescence, or conductivity,
could allow to not only optimize for stability but also electrical performance.
Conclusions and future directions
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Summary and outlook

Data-driven technologies are emerging as versatile and viable tools for scientific research. While statistical modeling has always been essential to scientific investigations, the black-box applicability of machine learning (ML) models has recently experienced increased interest across several fields for tasks where the explicit structure of the data-generating system is unknown. With the capacity to identify patterns from data and to leverage statistical correlations in the absence of explicit physical assumptions, ML methods have the potential to connect thorough bottom-up theoretical models with Edisonian trial-and-error strategies in scientific discovery workflows. Especially for the discovery of functional molecules and advanced materials for clean energy technologies, where comprehensive theoretical models and experimental approaches are often time-consuming and resource-demanding, data-driven strategies can enable far-reaching insights to discover solutions to some of the immediate societal challenges of this century. Succeeding in this endeavor can promote our understanding of some of the fundamental open challenges around artificial light harvesting. Revealing the interplay between microscopis and mesoscale properties of natural pigment-protein complexes, the quantum mechanical effects modulating non-radiative decay rates in organic solar cells (OSCs) or the influence of processing conditions on the stabilities and efficiencies of perovskite materials could catalyze the transition to a low-carbon economy. Already to date, clean energy research increasingly benefits from data-driven tools at all stages of scientific investigation, including property screening of functional molecules, materials candidate selection for light-harvesting devices, analysis of empirical measurements, and the identification and interpretation of phenomenological
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trends describing the emergence of device properties from materials compositions and molecular structures. By highlighting causal structure-property relations from experiments and empirical evidence, data-driven approaches can extend the current boundaries for cutting edge experimental and computational technologies for both device conception and device characterization. In this spirit, we have explored the benefits and advantages of data-driven strategies to enabling new routes to the discovery of clean energy technologies, ranging from the conception of hypotheses over the design of experiments and the analysis of collected measurements to the interpretation of experimental outcomes. Designing useful data-driven tools for scientific investigation requires a thorough understanding of the studied physical processes. In contrast to the more traditional fields of ML research, such as natural language processing or image recognition, scientific applications pose unique challenges to data-driven tools. Scientific discovery tasks typically involve relatively small datasets that contain a noticeable degree of inherent noise. The studied physical systems might also obey particular symmetries, and all structure-property relations for molecular systems are expected to be governed by the known laws of physics. Finally, science strives to conceptualize the governing principles of nature. To advance scientific research for artificial light-harvesting and beyond, the requirements on ML models for scientific discovery go beyond high prediction accuracies and necessarily need to extend to balancing flexibility, robustness, and interpretability. The transition to predictive, intuitive, and interpretable ML models to complement theoretical studies and experimental investigations has the potential to provide crucial scientific insights and inspire design rules to improve materials, processing conditions, and eventually devices for clean energy technologies.

13.1 Conclusions

In this dissertation, we have explored how data-driven approaches can enable new research strategies within the framework of the scientific method. With the ever-growing need to transition to a low-carbon economy, we primarily focused our efforts on data-driven tools for the discovery of light-harvesting materials and the understanding of light-matter interactions.
Part I discussed the integration of data-driven methods into existing workflows for scientific investigation. We demonstrated how ML models can help to answer questions that were too resource-demanding to be addressed with state-of-the-art experimental and computational techniques. We further evaluated how ML models allow to rephrase these questions and even enable new routes to scientific investigations for clean energy technologies. Chapter 3 introduced fully connected feed-forward neural networks for the prediction of excitation energy transfer (EET) properties of excitonic systems as they are frequently encountered in natural photosynthesis, dye-sensitized solar cells, and organic photovoltaics (OPVs). We found that data-driven approaches can predict EET properties at a high degree of accuracy compared to Markovian approximations to the numerically exact physical model, but at a much more favorable computational demand. The ML models constructed in this chapter show how large-scale studies of the structure-property relations in excitonic networks can be enabled to inspire design choices for novel excitonic devices. Chapter 4 presented an approach to study highly conductive polymers, which are used as transparent contacts in OPV devices such as bulk-heterojunction solar cells. Understanding the relation between the molecular organization of these materials and the emergence of their conductive properties from their microscopic structures is a critical challenge for practical applications. Yet, direct experimental measurements of the conductivity are inherently demanding. We demonstrated that Bayesian convolutional neural networks (CNNs) can be used to estimate the electronic coupling of organic electronics materials purely based on their absorption spectra. In this spirit, this chapter highlighted the possibility to infer statistical correlations between electronic and optical properties to enable less challenging experimental investigations. Our findings suggest that the use of proxy measurements in combination with data-driven tools has the potential to facilitate a whole new set of experimental approaches to characterize advanced materials for artificial light-harvesting. Finally, Chapter 5 outlined how ML can spark physical insights and scientific understanding. We considered the chemiluminescent dissociation of 1,2-dioxetane and illustrated how data-driven strategies could evidence the prevalent nuclear motions which promote or delay dissociation. Our analyses revealed the
dissociation mechanism from a sparse set of simulated dissociation trajectories. This understanding can inspire further design choices to manipulate the chemiluminescence yield of dioxetane.

In Part II, we focused on a narrower context of scientific discovery and introduced a set of algorithmic tools for data-driven experiment planning in closed-loop processes. This approach has been identified to be of particular relevance for tasks in physics, chemistry, and materials science, where experiments can be time-consuming and resource-demanding. The closed-loop approach aims to identify specific values for controllable parameters that yield the desired experimental outcomes. Controllable parameters typically encountered in light-harvesting research include continuous variables such as temperatures or amounts of solvents and materials, but could also involve categorical design choices, including the choice of a particular material or constituent. In addition, viable device solutions are often optimized for not just one objective but multiple objectives at once. In Chapter 6, we introduced a Bayesian optimization strategy capable of identifying optimal process parameters in closed-loop processes. This algorithm, which we called PHOENICS, natively supports batch-wise optimizations and requires fewer parameter evaluations than previously deployed strategies at a more favorable computational scaling. Chapter 7 introduced GRYFFIN, which extends this optimization approach to categorical variables. While being a competitive categorical optimizer compared to established approaches, GRYFFIN can also accelerate the search by leveraging domain knowledge in the form of physicochemical descriptors. It can further refine these descriptors to inspire design choices and promote scientific understanding. Finally, we developed CHIMERA in Chapter 8 to enable flexible multi-objective optimization in closed-loop processes requiring limited \textit{a priori} preference information while keeping the number of experiments low. All three of these algorithms have been designed to serve as algorithmic experiment planning strategies to fuel autonomous experimentation workflows for scientific discovery. The extensive benchmarks presented in this part suggest that the introduced algorithms can identify viable materials candidates and processing conditions with only limited feedback, thus enabling the cost-efficient exploration of large design spaces. We
have also demonstrated that GRYFFIN and CHIMERA can inspire design choices and promote scientific understanding while navigating the design space.

Finally, in Part III, we illustrated the benefits of autonomous experimentation to clean energy research on two prototypic studies targeted the discovery of conductive thin-films for perovskite solar cells (PSCs) and the discovery of photostable OPVs. At the beginning of this part, we discussed the potential advantages and challenges of autonomous platforms as a next-generation approach to experimentation in Chapter 9. Based on these considerations, we introduced a comprehensive software package, CHEMOS, in Chapter 10. CHEMOS was designed to simplify the implementation and deployment of autonomous platforms by enabling the integration of algorithmic strategies for data-driven experiment planning with robotic platforms for automated experimentation. In Chapter 11, we presented a prototype of an autonomous experimentation platform for the discovery of thin-film materials, which uses the algorithmic tools introduced in Chapters 6 and 10. We found that, in addition to enabling experimentation without human intervention, our prototype platform evidenced unexpected experimental outcomes regarding the conductivity of thin-film materials. This observation suggests that autonomous experimentation has the capacity to further inspire scientific insights. Chapter 12 presented another autonomous platform based on the same algorithmic tools which targets the discovery of photostable polymer blends for photovoltaic applications. OPVs are typically composed of blends of organic donor and acceptor materials, and multi-component active layer blends have recently been suggested to increase both the efficiency and stability of OPVs. However, the vast number of possible materials combination poses a challenge to the discovery of viable multi-component materials. We have shown that these large, intractable design spaces can be efficiently navigated with autonomous platforms, which significantly reduce the resource demands of systematic investigations. As such, we suggest that autonomous platforms can enable large-scale research on more complex, and thus more advanced, clean energy technologies.

As part of this dissertation, several algorithms have been conceived, developed, and made available under permissive licenses in public repositories on GitHub: PHOENICS,
Chapter 13. Summary and outlook

**Chimera**, [80] **Gryffin**, [79] and **ChemOS**, [64] Given the range of applications on which these algorithms have been demonstrated to date and inspired by the initial successes demonstrated in Chapters [11] and [12], we hope that these algorithmic tools can contribute to the implementation of next-generation approaches to experimentation with autonomous platforms. We believe that data-driven strategies have the potential to advance scientific research beyond conventional approaches and invite the scientific community to join us in this venture and push the frontiers of clean energy research.

### 13.2 Future directions

By the time this dissertation is written, the data-driven strategies for experiment planning developed in Chapters [6] [7] [8] and the tools for autonomous research introduced in Chapter [10] are further extended and used to enable several discovery projects for diverse applications including clean energy technologies and others.

Following the encouraging first results on the autonomous optimization of Suzuki coupling reactions discussed in Chapter [7], the group of Prof. Jason Hein at the University of British Columbia, Vancouver, develops an end-to-end solution for autonomous experimentation. This integrated platform targets the streamlined identification of promising ligands and processing conditions for Suzuki reactions of pharmaceutical interest in a closed-loop process with real-time synthesis and characterization of the reaction products. Contrary to the prototype study highlighted in Chapter [7], this collaboration focuses on the maximization of the specificity of the reaction. With this goal in mind, the autonomous workflow is designed to promote the formation of the desired product while suppressing the formation of other, undesired products. In the autonomous workflow, we access a much broader set of ligands to thoroughly analyze the benefits of individual ligands to the selectivity of the reaction. Initial results suggest that previously unidentified ligands yield high reaction selectivities. This observation highlights the capacity of autonomous systems to evidence unexpected outcomes, similar to the observations in Chapter [11]. We believe that the autonomous workflow designed in this study will inspire further design choices for highly selective ligands.
13.2. Future directions

for medicinal chemistry.

Another extension of this work, in collaboration with the group of Prof. Daniel Tabor at the Texas A&M University, targets the integration of Gryffin with high-throughput (HT) virtual screening techniques for the discovery of clean energy storage solutions. This collaboration focuses on flow battery electrolyte discovery. The molecules for these batteries must satisfy several objectives, e.g., correct cell potential, long term stability, high solubility, and synthesizability, and the space of possible molecules is enormous. Our ongoing work seeks to accelerate the brute force search for promising flow battery electrolytes by building these molecules out of modular functional group building blocks. Our work focuses on finding the best representation for these underlying building blocks, following both traditional cheminformatics fingerprint techniques and physically-motivated electronic descriptors. Based on these initial considerations, we further examine the results of several parallel runs of the optimization procedure in this large chemical space to gain further physical insights into how to construct the next candidate space. This project is still underway, but to date, has served as a prototypical example of how a domain scientist’s expertise can be further leveraged both on the front end and the back end of data-driven applications to chemical and materials discovery.

Finally, the algorithmic tools developed in this dissertation are being integrated into in silico autonomous workflows for the discovery of organic semiconducting lasers. Organic lasers are broadly tunable coherent sources which can be manufactured at low cost and are well suited for lab-on-a-chip applications. These $\pi$-conjugated systems are expected to require very low pumping energies, which make them promising candidates to enable spectroscopy, chemical sensing, and telecommunication. Similarly to the discovery of flow battery electrolytes, the space of possible laser candidates is vast and intractable with conventional strategies to materials discovery. Our workflow targets the autonomous identification of potential laser candidates based on their optical properties, conductivity, solubility, and stability.

These three efforts present only a few examples of the transition towards autonomous dis-
covery which the chemistry and materials science communities join more and more. The urge to streamline the discovery process is imminent, particularly for clean energy technologies, and data-driven tools seem to alleviate some of the limitations of established approaches. Particularly in the absence of tractable physical models and inexpensive experimentation protocols as commonly encountered, e.g., in clean energy research, the statistical nature of ML models has shown promise to amplify cutting edge theoretical tools and experimental technologies to enable more comprehensive discovery workflows. In this spirit, we have demonstrated that the algorithms introduced in Chapters 6, 7, 8, and 10 contribute to the necessary steps towards the advancement of science with next-generation autonomous platforms.

Although the successes of autonomous experimentation platforms have recently been reported and promising data-driven tools to reach autonomy are discussed, current prototypes present at least one substantial drawback: the inability to dynamically derive and develop transferable domain expertise from collected empirical evidence. Current data-driven experiment planning strategies, including those presented in this dissertation, start the experimentation process without scientifically motivated assumptions about the causal relation between experimental parameters and responses. However, precisely supplied prior information or physically motivated expectations can guide an experiment planning algorithm towards prioritizing the execution of likely promising experiments. Prior knowledge could reduce information redundancies in the proposed experiments and thus streamline the scientific discovery process. Human experimenters implicitly leverage such prior knowledge in the form of intuition or domain expertise, which they gradually accumulate over many years of practicing science. Following their intuition, humans can be remarkably accurate on a qualitative level when estimating the properties of molecules, inferring the process parameters for an experiment, or even choosing promising hyperparameters for a deep learning model. Intuitive artificial systems that can formalize and exploit general trends observed across several applications have the potential to infer materials properties with fewer data. The scientific conceptualization of this accumulated data-driven domain expertise can po-
tentially inspire physical insights. With this opportunity, machine-driven intuition directly contributes to the design of interpretable ML models and fosters scientific understanding.

Finally, significant benefits to scientific research can only be achieved if the advantages and strengths of data-driven approaches can be translated successfully into existing laboratory environments at low deployment costs and obstacles. By leveraging empirical correlations, data-driven models intend to be useful for a given task. To that end, it is not sufficient to stop at the construction of a highly predictive and interpretable data-driven tool. The utility of such a model further needs to be promoted by making it accessible. Ultimately, the degree of success or failure of data-driven approaches in the physical and life sciences will be determined by how well they support researchers in their daily routines and how well they integrate into common laboratory environments. The work in this dissertation presents steps towards the advancement of clean energy research with synergistic integrations of data-driven approaches into discovery workflows. The campaign to recognize and leverage the benefits data-driven approaches to their fullest is only at its beginning.
Bibliography


Bibliography


Bibliography


Bibliography


Bibliography


Bibliography


291


Glossary

AI (artificial intelligence)

Artificial intelligence is a field of scientific research at the interface of applied mathematics and computer science. Research in artificial intelligence focuses on the development of artificial agents to solve complex tasks through statistical methods, optimization, or other techniques.

API (application program interface)

An application program interface defines a set of distinct computing methods and routines to interact with a software system such as operating systems, database systems, or software libraries.

ASF (achievement-scalarizing function)

Achievement scalarizing functions span a set of strategies to enable multi-objective optimization. An achievement scalarizing function constructs a scalar merit from a set of several optimization objectives following provided preference information, such that the optimal merit values correspond to Pareto optimal solutions to the multi-objective optimization task. In this spirit, achievement scalarizing functions constitute an a priori approach to multi-objective optimization.

BEC (Bose-Einstein condensate)

A Bose-Einstein condensate is a state of matter consisting of a gas of bosons at low densities and low temperatures. Under these environmental conditions, most of the bosons occupy their lowest quantum states, such that typically microscopic quantum phenomena including wave function interference can be observed on the macroscopic scale.

BKDE (Bayesian kernel density estimation)

Kernel density estimation describes a non-parametric approach to determine the probability distribution of a random variable. Bayesian kernel density estimation assumes a prior probability distribution which is refined based on collected samples using Bayes’ theorem (see Sec. 2.2.2).

BNN (Bayesian neural network)

A Bayesian neural network is a machine learning model that shares the general architecture of a traditional neural network. Its fundamental building blocks are neurons that are organized in a directed graph and, given an input, generate an output based on a non-linear transformation and an intrinsic set of weights and biases. The weights and biases of neurons in a Bayesian neural network, however, are modeled as random variables following specific probability distributions. A Bayesian neural network is trained by updating the probability distributions via Bayesian inference (see Sec. 2.2.2) on the training data.
CASSCF (complete active space self-consistent field)

The complete active space self-consistent field method is a multiconfigurational approach for the generation of qualitatively correct reference states of molecules. A complete active space self-consistent field calculation varies the coefficients of both the determinants and the basis functions in the molecular orbitals to obtain the total electronic wavefunction at the lowest energy configuration. As such, the linear combination of configuration state functions includes all that arise from a particular number of electrons in a particular number of orbitals.

CMA-ES (covariance matrix adaptation evolution strategy)

The covariance-matrix-adaption evolution-strategy constitutes a stochastic, derivative-free optimization strategy for the global optimization of black-box functions. It is based on informed updates of the covariance matrix of a multivariate normal distribution from which candidate solutions to the optimization problem are sampled.

CNN (convolutional neural network)

Convolutional neural networks are a special class of deep neural networks commonly applied in image recognition. They form regularized variants of fully connected multilayer perceptrons which are particularly suited to identify hierarchical patterns in data in tensor representations due to a shared-weights architecture and translation-invariant characteristics.

DBMS (database management system)

A database management system is a software for the creation and management of databases. Database management systems serve as the interface between an end-user or application program and the database. To that end, database management systems implement the basic operations on a database, including methods to create, read, update and delete database entries.

DFT (density functional theory)

Density functional theory describes a computational approach to determine the quantum mechanical ground state of a many-electron system based on the spatially dependent electron density. Density functional theory has emerged as a popular approach in physics, chemistry, and materials science to calculate fundamental properties of molecules and solids from their electronic structures.

DoE (design of experiments)

Design of experiments is a broadly defined term that generally comprises all strategies to conceive comprehensive tests that probe a given hypothesis in an experimentation setting. More specifically, design of experiments probes the influence of controllable variables (factors) on measurable responses of interest. Common approaches for design of experiments suggest experimental variables which mutually differ in one factor, while keeping others constant.
Glossary

**EET (excitation energy transfer)**

Electronic excitation energy transfer can occur between two molecules with overlapping emission and absorption bands. If one molecule, usually referred to as the excitation energy donor, $D$, has been electronically excited and the other, referred to as the excitation energy acceptor, $A$, is in its ground state, then the Coulomb interaction between the two molecules can induce a reaction where the donor molecule is de-excited, the excitation energy is transferred, and the acceptor molecule is excited. Excitation energy transfer thus constitutes a spontaneous photon-less energy transfer.

**FF (force field)**

Force fields in the context of molecular modeling describe the functional form and parameters to calculate the potential energy of a many-particle system. Common studies using force fields focus on the computation of the dynamical behavior at a biomolecular system at the atomic level via molecular mechanics or molecular dynamics simulations. Force fields thus collectively comprise a set of atomic energy functions and interatomic potentials.

**FIFO (first-in, first-out)**

The first-in, first-out principle for organizing a data buffer describes the working mechanism of a queue of tasks. Tasks that are scheduled earlier are also executed earlier, such that first-in, first-out conserves the chronological order in which the tasks have been scheduled.

**FMO (Fenna-Matthews-Olson)**

The Fenna-Matthews-Olson complex is a pigment-protein complex commonly found in green sulfur bacteria and the first pigment-protein complex whose atomistic structure was resolved by X-ray spectroscopy (see Sec. 2.1). The Fenna-Matthews-Olson complex is crucial to the photosynthetic processes in green sulfur bacteria, specifically for the excitation energy transfer from the light-harvesting chromosomes to the reaction center. It consists of three identical monomers, each of which contains eight bacteriochlorophylls.

**GAFF (generalized Amber force field)**

The general Amber force field is a special case of a force field which is designed for rational drug design. Parameters in the generalized Amber force field cover most of the organic chemical space with atomic charges computed based on HF/6-31$^*$ RESP.

**GP (Gaussian process)**

A Gaussian process is a stochastic process where a collection of random variables is indexed by a time or a space variable. Any finite collection of these random variables follows a multivariate normal distribution.

**GUI (graphical user interface)**

Graphical user interfaces provide the user of a computer software with graphical icons and visual indicators to facilitate the usage and control of that software.
HEOM (hierarchical equations of motion)

The hierarchical equations of motion formalism is a non-perturbative approach to studying the time evolution of open quantum systems. This approach is applicable even at low temperatures where quantum effects cannot be neglected. To that end, the hierarchical equations of motion correctly account for all system-bath interactions and non-Markovian noise correlations when computing the time evolution of the density matrix of the considered system.

HOIP (hybrid organic-inorganic perovskite)

Hybrid organic-inorganic perovskites describe a class of materials composed of inorganic cations and anions in combination with organic compounds arranged in a specific type of crystal structure. They have emerged as promising semiconductor materials for light-harvesting applications and light-emitting devices.

HOPS (hierarchy of pure states)

The hierarchy of pure states constitutes an approach to solving the dynamics of open quantum systems with non-Markovian structured environments. The hierarchy of pure states obtains the time evolution of the density operator of the system as an ensemble average.

HPC (high-performance computing)

High-performance computing describes the use of parallel processing techniques to solve complex computational problems on distributed computing architectures.

HPLC (high-performance liquid chromatography)

High-performance liquid chromatography is a technique in analytical chemistry to separate, identify, and quantify the components of an unknown mixture of chemicals. The components of the unknown mixture are separated by passing the sample mixture through a column filled with an adsorbent material, which modulates the flow rates of the individual compounds in the mixture.

HTE (high-throughput experimentation)

High-throughput experimentation constitutes an experimentation strategy which relies on the massive parallelization of common experimental tasks to simultaneously execute a large number of experiments at different conditions. To this end, high-throughput experimentation leverages automated experimentation platforms and has been pioneered especially for the discovery of novel drugs and functional materials.

HTM (hole-transport material)

Hole transport materials are critical components of perovskite solar cells with high hole mobilities to facilitate the spatial separation of positive and negative charges.

HT (high-throughput)

High-throughput processes include various procedures which are amenable to parallelization. Individual executions of a high-throughput process can be realized simulta-
neously, where the throughput measures the number of possible executions in a given time.

**IR (infrared spectroscopy)**

Infrared spectroscopy describes an analytic tool commonly used to study the interaction of electromagnetic radiation with matter, specifically to analyze the absorption, emission, and reflectance of radiation in the infrared spectral regions.

**MAD (mean absolute deviation)**

Given two sequences of length $n$, $\alpha = (\alpha_i)_{i=1}^n$ and $\beta = (\beta_i)_{i=1}^n$, in a $k$-dimensional space, $\forall i \in [1,n] : \alpha_i, \beta_i \in \mathbb{R}^k$, the mean absolute deviation between these sequences, $\text{MAD}(\alpha, \beta)$, measures the expected deviation of the absolute difference between two associated sequences elements, i.e.,

$$\text{MAD}(\alpha, \beta) = \frac{1}{n} \sum_{i=1}^{n} |\alpha_i - \beta_i|.$$

**MD (molecular dynamics)**

Molecular dynamics describes an approach to computer simulations for molecular modeling which relies on inter-atomic interactions and Newtonian mechanics to compute the time-evolution of molecular many-particle systems.

**MLP (multi-layer perceptron)**

Multi-layer perceptrons are a class of fully connected feedforward neural networks that consist of at least three layers of nodes. Each node in the layers constitutes an independent perceptron with an intrinsic threshold activation.

**ML (machine learning)**

Machine learning is a subfield of artificial intelligence, aiming to identify patterns in presented data to extract general rules to solve a given task. Importantly, the rules are learned from the presented data and not explicitly provided by the programmer.

**NLP (natural language processing)**

Natural language processing is a subfield of computer science concerned with computer enabled speech recognition, natural language understanding, and natural language generation. Artificial intelligence methods are frequently used to approach problems in natural language processing.

**OPV (organic photovoltaic)**

Organic photovoltaic solar cells, also referred to as organic solar cells, aim to provide low-cost solutions to artificial light-harvesting based on Earth-abundant materials.

**OSC (organic solar cell)**

Organic solar cells constitute light-harvesting devices based on phase-separated mixtures of two or more organic materials in bulk-heterojunction architectures to absorb
sunlight and generating an electron-hole pair at the interface of two (or more) organic materials.

**PCA (principal component analysis)**

Principal component analysis constitutes an unsupervised machine learning strategy that projects a set of observations of possibly correlated variables onto a set of linearly uncorrelated variables via an orthogonal transformation. As such, principal component analysis identifies the linear combinations of input variables with the highest variance across the dataset.

**PCE (power conversion efficiency)**

The power conversion efficiency is a critical characteristic of a solar cell’s ability to convert light into electrical energy. It is measured as the ratio of the electrical power output and the incident light power.

**PEDOT:PSS (poly(3,4-ethylenedioxythiophene) polystyrene sulfonate)**

Poly(3,4-ethylenedioxythiophene) polystyrene sulfonate is a polymer mixture of two ionomers. While PEDOT carries positive charges, polystyrene sulfonate is negatively charged. Together, the two constituents form a macromolecular salt which yields high efficiencies among organic thermoelectric materials and is frequently applied as a transparent, conductive polymer with high ductility.

**PEDOT (poly(3,4-ethylenedioxythiophene)**

Poly(3,4-ethylenedioxythiophene) is a conjugated polymer based on polythiophene, which carries positive charges. This polymer exhibits remarkable optical and electronic properties which established its wide-spread use as an organic electronics material.

**PSC (perovskite solar cell)**

Perovskite solar cells constitute third-generation light-harvesting devices based on inorganic lead halide matrices containing inorganic or organic cations. Perovskite solar cells convert sunlight into electrical energy by the direct absorption and conversion of incoming photons into free electrons and holes.

**PSO (particle swarm optimization)**

Particle swarm optimization describes a nature-inspired, metaheuristic optimization algorithm for the identification of the global optimum of a bounded parameter domain. Although different flavors of particle swarm optimization exist, the behavior of the canonical particle swarm optimizer is based on the flocking behavior of gregarious animals. Given a population of candidate solutions, each candidate is iteratively under the influence of its own position and velocity, its local best-known position, and the best-known position in the entire search space. Particle swarm optimizers gained prominence due to their applicability to unsupervised, complex multi-dimensional problems over the last two decades.
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PSS (polystyrene sulfonate)
Polystyrene sulfonates are a group of organic compounds with several applications. By themselves, they can be used to treat high blood potassium, while in combination with PEDOT, polystyrene sulfonate forms a widely used organic electronics material.

RC (reaction center)
The reaction center is a pigment-protein complex which facilitates essential steps of the photosynthetic activity of autotroph organisms such as plants, algae and some bacteria. The reaction center separates incoming electronic excitations, generated either from direct photon absorption or transferred as excitation energy via light-harvesting pigment-protein complexes, into an electron-hole pairs.

RF (random forest)
Random forests constitute an ensemble learning method for classification and regression tasks in machine learning. A random forest is constructed from a collection of decision trees trained on a given dataset, such that predictions of a random forest are computed as the average prediction of its individual decision trees for regression tasks and the mode of the classes for classification tasks.

RMSD (root mean square deviation)
Given two sequences of length \( n \), \( \alpha = (\alpha_i)_{i=1}^n \) and \( \beta = (\beta_i)_{i=1}^n \), in a \( k \)-dimensional space, \( \forall i \in [1, n] : \alpha_i, \beta_i \in \mathbb{R}^k \), the root mean square deviation between these sequences, \( \text{RMSD}(\alpha, \beta) \), measures the expected deviation of the difference of the squares between two associated sequences elements, i.e.

\[
\text{RMSD}(\alpha, \beta) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\alpha_i - \beta_i)^2}.
\]

ROS (Robot Operating System)
The Robot Operating System constitutes a framework and a set of tools that provide the functionality of an operating system on a heterogeneous computing cluster, and is mostly targeted to robotic applications and peripheral hardware.

SCP (secure copy protocol)
The secure copy protocol defines a network communication standard based on the secure shell protocol to transfer computer files between a local host and a remote host or between two remote hosts.

TD-DFT (time dependent density functional theory)
Time-dependent density functional theory is a quantum chemical approach to compute the properties and behavior of many-body systems in the presence of time-dependent environmental influences such as electromagnetic fields.
Glossary

**TON (turnover number)**

The turnover number measures the maximum number of chemical conversions a catalyst can facilitate before becoming inactivated.

**UV/Vis (ultraviolet-visible spectroscopy)**

Ultraviolet-visible spectroscopy describes an analytic tool commonly used to study the interaction of electromagnetic radiation with matter, specifically to analyze the absorption, emission, and reflectance of radiation in the ultraviolet and full, adjacent visible spectral regions.

**VSEPR (valence shell electron pair repulsion)**

Valence shell electron pair repulsion theory is a quantum chemical model to predict the geometry of molecules based on the number of valence electrons surrounding a central atom. The premise of this model is that the electrostatic repulsion between electron pairs surrounding an atom tends to be minimized, thus giving rise to the geometry of the molecule.

**XPS (X-ray photoelectron spectroscopy)**

X-ray photoelectron spectroscopy is a surface-sensitive quantitative spectroscopic technique which is used to measure the elemental composition of a sample material and its surface, typically up to depths of a few nano meters. X-ray photoelectron spectroscopy relies on the photoelectric effect which describes the emission of electrons from a material upon photon absorption.