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Diamond nanophotonic quantum networks

Abstract

Technologies that employ the laws of quantum mechanics for information processing

tasks could unlock transformational new advances in computing, metrology, and com-

munication. These devices would rely on individual quantum bits (qubits) that can

be isolated from their environment, accurately controlled, and made to interact with

extreme precision. A coherent interface between optical photons and long-lived matter

qubits can form the basis for a broad range of such quantum devices. We realize this

interface using inversion symmetric color-centers integrated into diamond nanophotonic

devices at millikelvin temperatures. This thesis documents the characterization of the

resulting high-cooperativity spin-photon interface and its application in the study of

quantum nonlinear optics and proof-of-principle quantum networking protocols. The

diamond nanophotonic platform presented here can be fabricated en-masse and exhibits

a unique combination of long coherence times, high-fidelity control, strong light-matter

interactions, and efficient photon out-coupling. These properties enable the first experi-

mental demonstration of memory-enhanced quantum communication, establishing this

system as a leading platform for the construction of a large-scale quantum internet.
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1
Introduction

At present, we are in the midst of an explosion of growth in the development of new

technologies that utilize quantum mechanics for a wide range of applications. The idea

to use the quantum mechanical behavior of collective systems in such a way has already

given rise to transformative tools that have shaped the modern era, including magnetic

resonance imaging (MRI) [1], global positioning systems (GPS) [2], and lasers [3]. The

current wave of interest in quantum science in technology is driven by relatively recent

advances in the isolation and precise control of individual quantum systems across a

growing variety of physical platforms, including neutral atoms [4–6], ions [7–9], photons

[10, 11], superconducting circuits [12, 13], and electronic and nuclear spins in solids

[14–20]. The growing degree of control over quantum matter in such a diverse set of

systems has resulted in the creation of a number of subfields of quantum information

1



science [21–23], most notably quantum computing [24, 25], quantum metrology [26, 27],

and quantum communication [28–30]. Each of these subfields seeks to utilize high-

fidelity control of quantum systems to implement quantum logic operations that rely

on unique features such as superposition or entanglement to accomplish tasks that

might otherwise be impossible, such as the hardware efficient factorization of large

numbers [31], unprecedented gains in the precision of timekeeping systems [32], and the

unconditionally secure distribution of cryptographic keys [33, 34].

Despite the rapidly advancing degree of control over quantum systems, as well as

recent experimental demonstrations of advantages of quantum devices over their classi-

cal counterparts [35, 36], quantum information science has yet to result in a practical

technological breakthrough. Numerous challenges and open questions remain about

what applications such devices will be useful for, and whether the size and scale of well-

controlled quantum systems can be expanded to the level of technological relevance

without operational errors eclipsing any practical advantage. While the exact applica-

tions of future quantum machines remains uncertain, it is clear that noisy experiments in

state-of-the-art quantum science laboratories do not yet meet the criteria for useful tech-

nological exploit [25]. Fortunately, quantum error correction (QEC) protocols promise

to enable the scaling of faithful quantum information processes to arbitrary sizes, once

the requisite hardware achieves a certain fidelity threshold [37]. Whether the task is

metrology [38], communication [39], or computation [40, 41], large-scale deployment will

likely require implementation of some form of QEC.
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While QEC provides a clear motivation to continue to improve the underlying quan-

tum hardware modules, it does not provide any guideline on how to indefinitely scale

the scope and size of a machine given realistic, physical constraints such as the cooling

capacity of a single cryogenic refrigerator or the field of view of an optical microscope.

Given the nature of quantum systems, which require simultaneous isolation from the

environment as well as precise, high-fidelity control, scaling up quantum hardware also

presents a major challenge. Building quantum systems that operate on truly large scales,

either in terms of number of quantum bits (qubits) or physical distances will therefore

also likely require implementation of new, creative architectures for engineering robust

and scalable connections between various quantum modules.

1.1 Quantum networks

One such architecture for building a large-scale quantum system that can extend over

long distances is a quantum network [42]. A quantum network consists of a collection

of individual quantum nodes, or small processors where quantum information can be

locally initialized, stored, manipulated, read out using a collection of stationary qubits.

In a quantum network, nodes can be connected over potentially long distances using

quantum channels, which can support flying qubits. By far the most common choice of

flying qubit is the optical photon,1 which can be transmitted either through free space
1Other proposals exist (see e.g. [43]), but no experimental progress has yet been made in

this direction.
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or routed through optical fibers for long-distance communication [44]. The quantum

memories at each node can be used as end nodes that encoding or decode quantum

information transmitted throughout the network, or as intermediate repeater stations

to relay information between distant nodes [45]. Quantum repeaters [46–48], which

transduce the quantum information between transient flying qubits on the quantum

channels and stationary memory qubits at the quantum nodes, are needed in order to

connect two end nodes at large distances beyond which single photons cannot transmit

due to inescapable channel losses (Chapter 8) [49, 50]. The key task in constructing

a quantum network node is therefore to engineer an interface between stationary and

flying qubits, often referred to as a spin-photon interface. Such an interface, which can

coherently and reversibly transduce quantum information between matter and light, is

a foundational element of a wide array of quantum information technologies [22, 51].

The ability to send quantum bits across long distance can be used to distribute en-

tanglement among remote parties [52]. When distant communicating parties share en-

tangled particles, they can perform quantum communication secured by Bell’s theorem,

which can certify that no third-party eavesdropper has successfully obtained information

about their message [33, 53, 54]. If the entanglement can be prepared with high-fidelity

in quantum memories, this communication process can even be made device indepen-

dent: the end users of the communication channel can directly verify the security of the

channel themselves, without making assumptions about the details of the device [34, 55].

If widely deployed, such a concept could have a transformative impact on privacy in

4



information sharing, a concept with rapidly growing implications given our increasing

reliance on cloud-based systems for general-purpose communications, computing, and

storage.

The establishment of secure, long-distance quantum key distribution (QKD) channels

is currently the primary motivation for studying and building quantum networks. This

is in large part due to the fact that QKD systems cannot be realized with classical

technology, yet can be carried out using a relatively low resource requirement. In fact,

several field tests of QKD - albeit with device-specific assumptions required to guarantee

security - have already been demonstrated in real-world conditions [29, 30, 56, 57]. More

complex quantum networks may also enable related security technologies involving more

than two parties, including secret sharing [58, 59], which could be useful in reporting of

sensitive information such as health care data, and certified, anonymous quantum voting

[60], which could address concerns about voter fraud in modern-day electoral processes.

A handful of other promising long-term applications beyond the realm of security may

also be enabled by the development of robust spin-photon interfaces. For example,

distributed entanglement can be used for more efficient sensing of faint astronomical

sources using quantum enhanced long-baseline interferometry [61, 62]. Additionally, a

network of entangled distant atomic clocks could be used to improve the precision of

worldwide timekeeping standards and GPS [63].

Progress in quantum networking is also a necessary counterpart to the flourishing

field of quantum computing. Just as our interactions with modern day computers are
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inextricably tied to their ability to communicate and network both locally and globally,

it is likely that quantum networks will play an important role in the development and

deployment of truly scalable quantum computing technology.

Access to quantum computers over a fully-fledged quantum network could enable

blind quantum computing [64, 65], a protocol for privately encoding, running, and

interpreting the results of an algorithm on a distant quantum computer in such a way

that the owner of the quantum computer cannot access the inputs, outputs, or even the

algorithm itself. Foreseeable prototypes of quantum computers are likely to be located

in select research laboratories at elite universities or private companies; blind quantum

computing could help reduce inequality associated with access to quantum computers

and democratize their use, helping to spur the responsible growth, development, and

testing of new quantum algorithms by a more diverse group of quantum computer

scientists.

Most importantly, quantum networks may also play an essential role in the function-

ality of quantum computers themselves. At its core, a quantum network describes an

architecture to link small quantum processors into a larger quantum machine over which

entanglement can be distributed. By combining entanglement distribution between sep-

arate quantum modules with local control and measurement within the modules, dis-

tributed quantum logic can be achieved [66, 67]. Quantum networks therefore present a

promising, modular architecture to enable scaling quantum processors to arbitrary sizes

[68] in a way that can overcome technical limitations such as cryogenic capacity. For
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this reason, some of the leading quantum computing platforms have already begun de-

veloping quantum network interfaces, recently demonstrating teleported quantum gates

and transfer of entanglement over small quantum networks [69–71].

Achieving a high-fidelity, efficient spin-photon interface adds significant overhead to

the already formidable task of building a small, fault-tolerant quantum computing mod-

ule. However, this addition may prove to be key in enabling practical, cost-effective

scaling of quantum machines to arbitrary sizes, as predicted in the early days of quan-

tum computing [51]. The incredible wave of interest in quantum computing therefore

justifies a corresponding surge of effort in constructing spin-photon interfaces. However,

while the usefulness of future quantum computers remains uncertain, one can argue that

secure quantum communication is currently the most mature and technologically justi-

fiable subfield of all of quantum information science, since real-world demonstrations of

point-to-point networks have already successfully deployed, and commercial quantum

communication systems already exist on the market today [57, 72, 73]. Consequently, as

long as there continues to be significant interest in the construction of commercially vi-

able quantum technologies of any sort, quantum scientists and engineers must continue

to develop and improve quantum network interfaces.
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1.2 Overview

This thesis presents experiments utilizing color-centers in diamond structures as a spin-

photon interface for quantum network applications [50, 74–78]. The idea to use color-

centers in such a way dates back over a decade, to the early days of coherent quantum

control of nitrogen-vacancy (NV) centers [79–81]. While early experiments made rapid

progress in developing the NV center as a spin-photon interface, the sub-optimal opti-

cal properties of the NV (chapter 2.3.2) illustrated the importance of integration into

efficient photonic structures to enhance the relevant zero-phonon-line (ZPL) optical tran-

sition (chapter 2.2). However, despite remarkable advances in the nanofabrication of

free-standing diamond photonic structures, incorporation of optically coherent NV cen-

ters into such devices proved to be a formidable challenge [82].2 Instead, the negatively

charged group IV color-centers3 were shown to have superior optical coherence proper-

ties [85], even when incorporated into heavily fabricated structures [86], enabling the

first coherent cQED experiments with color-centers in diamond nanophotonic devices

[87].

This thesis documents the subsequent progress towards technologically relevant quan-

tum network nodes based on color-centers in diamond integrated into nanofabricated

photonic structures. Chapter 2 provides the necessary context and overview for under-
2For an overview of such efforts prior to the work in this thesis, see chapter 2 of [83]
3This thesis will not provide a first principles description of the physics of negatively charged

group IV color-centers. An excellent treatment is provided in chapter 2 of [84].
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standing experimental cQED with color-centers in diamond. Chapter 2.2 introduces

the physics of cQED, with specific attention to phenomena and parameter regimes

unique to experiments involving solid-state emitters. Chapter 2.3 gives an overview of

the properties of various color-centers in diamond in the context of incorporation into

cQED systems. Chapter 2.4 presents an overview of various techniques used to fabricate

nanophotonic structures in diamond.

Chapter 3 provides technical detail for the experiments described in the following

chapters. Here, we highlight the important details and discoveries that enabled the rest

of the experiments described in the thesis. These are essential techniques and concepts

that are often overlooked or not present in published material. The discussion in chapter

3 is intended to serve as a technical reference for researchers who work on related

systems. I draw specific attention to Chapter 3.3.3, which compares the SiV center to

other related platforms and discusses the unique advantages of the SiV-nanophotonic

platform for near-term experiments and technologies (an additional perspective on these

prospects are also provided in the conclusion, chapter 9).

The subsequent chapters document quantum optical experiments with color-centers

in diamond nanostructures. Chapter 4 describes a series of experiments with germanium

vacancy color-centers in diamond waveguides, which illustrate the presence of a family

of defects for which coherent spin-photon interfaces should be possible, serving as the

foundation for a recent wave of research interest [88, 89]. Chapter 5 documents the

observation of photon-mediated interactions between multiple quantum emitters coupled
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strongly to a single cavity, marking the first step towards experiments involving multiple

nanocavity-integrated color-centers.

Chapter 6 describes the operation of a fully functional quantum network node consist-

ing of an SiV center and nearby 13C nuclear spin coupled to a nanophotonic cavity with

high cooperativity at millikelvin temperatures. It describes the protocol used for estab-

lishing spin-photon entanglement, the fundamental ingredient in quantum networking,

as well as operations between SiV centers and nearby nuclear spins. Following this,

chapter 7 is the most detailed chapter of this thesis, describing the working principles of

the quantum network node. The implications of all external parameters, including tem-

perature, magnetic field, crystal strain, cQED coupling and loss rates, and nuclear spin

environment are discussed in detail. Additional information about experimental tech-

niques for achieving coherent electron and nuclear spin control as well as spin-photon

gates at millikelvin temperatures are also provided. In combination with the additional

technical information highlighted in chapter 3, this chapter serves to provide a detailed

guide to using the SiV-cavity system as a spin-photon interface for quantum networks.

These advances culminate in the experimental demonstration of memory-enhanced

quantum communication, described in chapter 8. This experiment is an important

step towards integration of quantum memory devices into realistic long-distance quan-

tum networks, since it marks the first demonstration of a quantum advantage of using

memories for quantum communication. Together with the supporting material in the

other sections of this thesis documenting the full range of functionality of the diamond
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nanophotonic platform, this chapter signals the maturity of such devices for use in

near-future technologies.
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2
Cavity quantum electrodynamics with

color-centers in diamond

2.1 Introduction

Optical photons play a critical role in quantum networks because they interact very

weakly with surrounding media, making them the ideal carrier of quantum information

over long distances. However, these weak interactions pose a significant impediment

for engineering gates between photons, and make it difficult to interface photons with

information storage and processing nodes. Cavity quantum electrodynamics (cQED)

offers a paradigm to overcome these challenges: by confining photons inside a high

quality factor optical resonator, vastly enhanced interactions with material systems
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can be obtained [16, 90–94], enabling a broad range of relevant quantum informa-

tion tasks [52, 95, 96]. For example, cavity-coupled emitters can be used as bright

sources of the indistinguishable photons [97, 98] needed for photonic quantum computa-

tion [99, 100], or even employed to mediate interactions between photons [101]. The most

exciting opportunities emerge when the material system possesses long-lived internal de-

grees of freedom, such as electron or nuclear spin sublevels, in addition to its optical

transitions [an example is shown in Fig. 2.1(b)]. Such long-lived states can be used to

realize a quantum memory for light [102–105], spin-photon entanglement [106–111], spin-

photon switches [17, 112], or quantum gates between asynchronous photons [113–115].

While some of these capabilities can be realized without cavities (e.g. using optically

dense ensembles [116, 117]), cQED can enhance the efficiency of probabilistic protocols,

and even enable near-deterministic interactions between single photons and individual

quantum bits.

The likely impact of cQED systems on quantum networks is exemplified by their

potential role in quantum repeaters, which compensate for photon loss to enable trans-

mission of quantum states or secret keys over long distances [46, 118, 119]. The simplest

repeater schemes distribute entanglement over long distances via a chain of spins linked

by photonic channels [46], generating a resource that can be purified [120–122] and

used to teleport quantum information [123, 124] or generate a secret key [33]. Such

schemes often employ heralded entanglement generation [125–132], which exploits en-

tanglement between spins and indistinguishable outgoing photons, such that a detected
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photon could have originated from either of two distant spins. Conditioned on a detec-

tion event, the spins are projected onto an entangled state, and photon loss errors result

only in reduced success probability. Cavity coupling can vastly increase the efficiency

of these protocols by increasing photon emission rates into a well-defined cavity-coupled

mode [90, 133]; for strongly-coupled cQED systems, even deterministic remote entangle-

ment generation can be possible [52, 134]. In the longer term, one-way repeater schemes

promise much faster communication by transmitting entangled multi-photon states that

encode quantum information in a photon-loss-tolerant structure [135, 136], potentially

incorporating error correction [137], and without the need for long-term quantum mem-

ory [47, 138, 139]. In this context, cavity-coupled emitters play an essential role: by

maintaining a coherent quantum memory during repeated interactions with light, an

emitter can generate entanglement between sequentially emitted photons [140–143] and

be used for efficient re-encoding at one-way repeater stations [48]. While these are just

a subset of quantum repeater and networking functionalities being actively pursued,

they illustrate the key role played by cavity-coupled spin-photon interfaces in near-term

quantum information applications [144].

A wide variety of physical platforms for realizing cQED are currently being explored,

aimed at achieving interaction rates between the quantum emitter and cavity mode

that exceed relevant losses. Cavity-enhanced interfaces between optical photons and

individual quantum emitters began with neutral atoms [94] and quickly expanded to

other systems including quantum dots [145], molecules [146], and trapped ions [147, 148].
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In particular, there has been a recent interest in cavity coupling to atomic-like solid-

state systems [18, 149], most notably defects in diamond [150–152], but also rare-earth

ions [153, 154], defects in silicon carbide [155], and potentially others [156]. These

defect-based systems aim to combine the atomic-like advantages of a predictable struc-

ture, optical selection rules and long spin coherence times with a robust solid-state

platform compatible with integration into micro- or nano-scale cavities. The various

host materials and defect structures carry different strengths, as discussed in recent

reviews [18, 149]. Here, we focus on the most well-studied platform for defect-based,

optically-active spin qubits: diamond.

Indeed, diamond’s large bandgap and nearly nuclear-spin-free lattice make it an ap-

pealing host for such defects [157]. Of these, the best known is the nitrogen-vacancy

(NV) center, which exhibits long spin coherence times, access to nearby nuclear spins

for ancilla qubits [19], and well-understood spin-selective optical transitions [158, 159].

Thanks to these properties, cavity-coupled NVs form the basis for many quantum infor-

mation proposals [79, 160–162]. Moreover, even without cavity coupling, NVs have

already been used to achieve landmark proof-of-principle quantum network experi-

ments demonstrating loophole-free Bell inequality violation [53], unconditional telepor-

tation [163], entanglement distillation [122], and entanglement distribution faster than

entanglement loss [164], all of which would exhibit vastly improved efficiency using cav-

ity coupling. At the same time, novel defects such as the silicon vacancy (SiV) have

been found to exhibit superior optical properties [152] and the potential for long spin
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coherence times [165–167]. These advances have helped to motivate development of

cQED systems in diamond.

2.2 Cavity QED with solid-state emitters

Cavity QED enhances the coherent coupling rate between a quantum emitter and cavity-

confined photons, thereby improving the efficiency with which indistinguishable photons

(within the same spatial, spectral, and temporal mode) can interact with individual

color center quantum memories. This can approach a deterministic process when the

emitter-photon interaction rate exceeds cavity losses and dephasing of the emitter opti-

cal transition. In this section, we examine the figures of merit for cQED with imperfect

emitters, and consider different regimes for quantum applications.

In the absence of a cavity, emitter-photon interactions scale with the spontaneous

emission rate γ0 along the desired optical transition. In the case of color centers (see

chapter 2.3.2), this is typically a transition within the zero phonon line (ZPL), and the

rate γ0 is often weak compared to the overall rate of dephasing of the optical transition

(γ). The total dephasing rate γ comprises both γ0 and all other decay pathways (γ1),

including nonradiative decay or emission into the phonon sideband (PSB), as well as

pure dephasing (γd), with γ = γ0 + γ1 + γd [Fig. 2.1(b)].

When an emitter is placed inside of an optical cavity, the local photonic density

of states can be strongly enhanced at the cavity resonance frequency, enabling rapid
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Figure 2.1: (a) Schematic of diamond cQED system. Cavity photons are coherently coupled
to the color center at rate g and can scatter out of the cavity at rate κs, or into a collected mode
at rate κc. Optical decoherence of the color center occurs at rate γ. Indistinguishable photons in
the collected mode are matched into a single-mode fiber with efficiency η2. (b) Detailed diagram
for one instance of relevant cQED energy levels, comparing coherent coupling rates (green) to
decoherence rates (gray, red). Quantum information (blue oval) is stored in the color center spin
states |g↓, 0⟩ , |g↑, 0⟩, where g(e) indicates the ground (excited) state, ↑, ↓ indicate spin, and the
final integer indicates cavity photon number. |e, 0⟩ couples spin-selectively to |g↑, 1⟩ at rate g,
leading to an effective cavity-enhanced emission rate Γ. The cavity dissipates at overall decay
rate κ = κs + κc and the emitter dephases at overall rate γ, which comprises desired emission
(γ0), undesired decay (γ1), and pure dephasing (γd).

emitter-photon interactions when the cavity is tuned to the emitter optical transition.

This enhancement can be characterized using the Purcell factor

P =
Γ

γ0
, (2.1)

which compares Γ, the new rate of emission via the cavity, to γ0, the original free-

space emission rate along the relevant transition. Note that definitions of the Purcell

factor vary, especially for non-ideal emitters, and we have chosen this definition to

clearly differentiate the regimes of cQED with broadened emitters. When the emitter
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is on resonance with the cavity, and the cavity decay κ is the dominating rate, Γ ≈

4g2/κ. Here g = µ⃗ · E⃗0/ℏ is the rate of interaction between the dipole moment µ⃗ of

the optical transition of interest and the cavity mode vacuum field E⃗0 at the emitter

location. Notably, since γ0 ∝ µ2, µ drops out of P, and for an optimally oriented and

located emitter the Purcell factor is determined entirely by the properties of the cavity

[133, 168],

P =
3

4π2

(
λ

n

)3(Q
V

)
, (2.2)

where Q = ω/κ is the quality factor of the cavity, ω is its resonance frequency, λ is the

corresponding wavelength in free space, n is the index of refraction within the cavity

(assumed constant), and the cavity mode volume V emerges from E0 =
√

ℏω/2ϵ0V .

The scaling of P ∝ Q/V naturally motivates the use of high quality-factor cavities with

minimal mode volume.

P quantifies the enhancement of radiative emission on resonance with the cavity.

However, for most solid-state emitters, the resonant optical emission γ0 only accounts

for a fraction of their total decay processes γ0 + γ1, implying that P does not describe

the increase in the overall excited state decay rate. Furthermore, P does not specify the

absolute probability of coherent atom-photon interaction per attempt; this depends on

the cooperativity C, where

C =
4g2

κγ
= P

(
γ0
γ

)
≡ Γ

γ
. (2.3)
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Here, the final equivalence (valid in the large-κ limit), gives a physical picture of C:

the cooperativity compares the rate of radiation via the cavity to all emitter dephas-

ing mechanisms. More generally, when C > 1, the coherent coupling between the

emitter and cavity photons is stronger than the decoherence mechanisms, leading to

near-deterministic atom-photon interactions [94, 144].

Unlike the Purcell factor P, the cooperativity C captures the effects of the sub-optimal

optical characteristics of solid-state emitters. In the case of an ideal, radiatively broad-

ened two-level system, γ0/γ = 1, and C = P exactly. However, in the case of solid-state

emitters, where typically γ0/γ ≪ 1, a cQED system can have a Purcell factor P > 1 but

still be in the regime C < 1. There are scenarios where this intermediate regime can

offer useful enhancements. For highly broadened emitters (γ ≫ κ), such as diamond de-

fects at room temperature, the cavity can funnel otherwise broadband emission into the

relatively narrow resonator mode, creating a frequency-tunable source of narrow-band

single photons [169–173]. More typically, low temperature solid-state cQED systems

operate in the κ≫ γ limit, with emitters still dominated by pure dephasing γd ≫ γ0, γ1.

In this case, the brightness of the optical transition of interest is enhanced by P, and

when Γ becomes larger than γ1+γ0, the lifetime of the emitter begins to decrease signif-

icantly, increasing the overall rate of photon emission. However, as long as C < 1, the

emitter linewidth is still determined primarily by γd, requiring detection during a short

time window δt ∼ 1/γd to render the photons indistinguishable [174, 175]. Nevertheless,

as the cavity coupling rate Γ increases, so does the probability of photon emission within
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δt. Hence Purcell-enhanced emission, in combination with spin-selective optical tran-

sitions [88, 176–181], coherent qubit manipulation [165, 176], and efficient outcoupling

[182–184], could already greatly enhance the rate of remote entanglement generation

[53, 122, 126, 130, 162, 164].

In contrast, the high cooperativity regime C > 1 corresponds to conditions of near-

deterministic interactions, where the emitter has a high probability to interact with a

cavity photon before it dephases. High cooperativity is a prerequisite for protocols in-

volving deterministic, cavity-mediated quantum information processing with spins and

photons [52, 113, 144]. For example, in the high-cooperativity regime, single, indistin-

guishable cavity photons can be generated on demand [97]. Since this interaction is

coherent and reversible, single photons injected into the cavity can also be completely

absorbed by the emitter, enabling transduction of quantum states from light to mat-

ter [52, 94, 185]. Alternatively, the spin state of a single quantum emitter can fully

modulate the amplitude or phase of a photon reflected from the cavity, enabling de-

terministic interactions with (or among) transient photons [113, 186, 187]. Finally,

strongly-coupled cavity photons can be used to mediate spin-spin interactions in a cav-

ity or between distant, resonant cavities, enabling implementation of near-deterministic

distributed quantum logic operations [52, 68, 95, 188, 189]. Notably, the efficiency and

fidelity of such near-deterministic protocols can generally be improved by increasing C,

motivating the development of cQED systems that can reach C ≫ 1 [144].

A final consideration in cavity engineering of solid-state emitter properties is the

20



efficient in- and out-coupling of light. In particular, the cavity-confined mode must be

engineered to critically- or over-couple into a propagating mode that can be guided

into a single-mode fiber with high efficiency [Fig. 2.1(a)]. This is equivalent to the

condition κc ≥ κs, where κc+κs = κ and κc and κs are the cavity leakage rates into the

collected and scattered modes respectively. Beyond ensuring efficient photon collection,

κc ≥ κs is a prerequisite for certain deterministic quantum logic operations between

spins and photons [113, 144]. Once coupled out of the cavity via κc, the photons should

be mode-matched with high overlap η into a single-mode fiber, either for detection or

for distribution to distant quantum network nodes.

In summary, in order to achieve high cooperativity, the coherent interaction between

the emitter and cavity photons must be made stronger than all decoherence mechanisms

by maximizing the ratio Q/V while minimizing undesirable dephasing γ. Accomplishing

this is a central challenge of experimental cQED, and requires careful consideration of

both cavity and emitter properties.

2.3 Choosing an Emitter

There exist a multitude of crystallographic defects with optical transitions within the

bandgap of diamond [157], some of which have optically accessible spin degrees of free-

dom. An important class of defects comprises an impurity atom and single vacancy

[199], of which the most studied are the negatively charged nitrogen-vacancy (NV) [Fig.
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Defect Symmetry ZPL wavelength DW Factor (ξ) lifetime (τ) ℏ∆GS/kb
†

NV C3v 637 nm 0.03 [190] 11-13 ns [176, 191] N/A
SiV D3d 737 nm 0.7 [192] 1.6-1.7 ns [86, 193, 194] 2.4 K [179]
GeV D3d 602 nm 0.6 [195] 6 ns [75] 7.3 K [75]
SnV D3d 619 nm 0.6 (5K) [196] 4.5-4.8 ns [88, 181] 41 K [197]
PbV D∗3d 520-552 nm [89, 198] unknown >3 ns [89, 198] 200− 270 K [89, 198]
SiV0 D3d 946 nm 0.9 [166] 1.8 ns [166] N/A

Table 2.1: Summary of emitter properties (see text for details). ∗ PbV symmetry is un-
confirmed experimentally, † temperature corresponding to exponential suppression of phonon-
induced spin dephasing.

2.2(a)] and negatively charged silicon-vacancy (SiV) centers [Fig. 2.2(d)]. In addition,

several emerging color centers have recently gained traction in the field, such as the neu-

tral charge state of the silicon vacancy (SiV0), as well as negatively charged group-IV

defects based on heavier impurities such as the germanium-vacancy (GeV), tin-vacancy

(SnV), and lead-vacancy (PbV) centers. An ideal emitter for quantum information appli-

cations would combine deterministic fabrication with coherent, bright optical transitions

that couple to long-lived spin states. This section provides a survey of such properties

as well as other experimental considerations that are relevant in choosing a color center.

2.3.1 Fabrication

Efficient cavity coupling requires accurate emitter placement within the cavity mode

as well as high optical coherence. Simultaneously achieving these requirements poses a

significant challenge, and has spurred development of advanced techniques for emitter

creation [200].
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The best placement accuracy is obtained using ion implantation and annealing [201–

203]. Standard blanket implantation forms a two-dimensional layer of impurities at a

depth determined by the acceleration energy [204], while three-dimensional precision

can be achieved using a focused ion beam (FIB) [205–208], or via blanket implanta-

tion through a lithographically aligned mask [209–212]. Combining shallow masked

implantation and diamond overgrowth [213] could further aid 3D localization by limit-

ing implantation straggle. Subsequent high-temperature, high-vacuum annealing repairs

lattice damage and mobilizes vacancies to form the desired color center with sub-unity

conversion efficiency [202, 214, 215]. Particularly for larger implanted species, anneal-

ing at higher temperatures (> 1200◦ C) or pressures may be important to mitigate

unwanted defects formed due to implantation damage [197, 216].

In contrast to implantation, fabrication techniques based on as-grown impurities offer

less control over position but generate defects with better optical properties. This was

clearly illustrated by a recent study comparing as-grown and implanted NV centers in

the same sample, where the former displayed superior optical coherence [Fig. 2.2(b)

[217]]. As-grown NV centers can be formed using the non-negligible native nitrogen

impurity levels present in electronic grade diamond. Other impurities can be introduced

in high pressure, high temperature (HPHT) [195, 218, 219] or chemical vapor deposition

(CVD) diamond synthesis [194, 220], and delta-doping techniques have been used to

further localize emitters into a single layer [221, 222]. In addition, precise boron doping

has been critical in engineering the Fermi level of diamond to stabilize the SiV0 charge
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state [166]. Following impurity incorporation, techniques such as electron irradiation

[223–225] or laser writing [226] can be used to generate vacancies, which, upon annealing,

can recombine with implanted or as-grown impurities to form emitters.

2.3.2 Optical Properties

Cavity-coupled quantum information technologies require a high rate of emission on a

coherent optical transition. For diamond defects, such transitions lie within the ZPL.

Moreover, to eliminate thermal broadening of the ZPL itself, experiments must be

conducted at cryogenic temperatures (typically at ∼ 10 K or below [193, 227]).

The ZPL radiative emission rate (γ0) is determined by a combination of the excited

state state lifetime (τ), Debye-Waller factor (ξ), and quantum efficiency (QE) according

to

γ0 =
ξ

τ
QE, (2.4)

neglecting for simplicity any fine structure within the ZPL (see Table 2.1 for a com-

parison of emitter properties). While emitter lifetimes vary by less than an order of

magnitude, the Debye-Waller factor, or the fraction of radiative emission that occurs

within the ZPL, is much lower for the NV than for group-IV emitters [228, 229]. This

is due to a change in the NV electronic wavefunctions (or charge distributions) between

the ground and excited states, such that photon emission is accompanied by a significant

shift in nuclear spin coordinates.
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Figure 2.2: (a) NV center structure and low temperature emission spectrum (spectrum adapted
with permission from [230], copyright Wiley-VCH Verlag GmbH & Co. KGaA). (b) Represen-
tative NV photoluminescence excitation (PLE) data at 4 K for each nitrogen isotope (green:
14NV; orange: 15NV). The sample is implanted with 15N, and the 14N are as-grown impurities.
Individual scans of the ZPL reveal the linewidth free from spectral diffusion. The summation of
many repeated scans shows spectral diffusion (adapted with permission from [217], copyrighted
by the American Physical Society). (c) Decoherence of an NV electronic spin at 3.7 K with
tailored decoupling sequences employing pulse numbers from N = 4 to N = 10,240 (adapted
with permission from [231] in accordance with creativecommons.org/licenses/by/4.0/legalcode).
(d) SiV center structure and low temperature emission spectrum. (e) Linewidth of a representa-
tive implanted SiV at 4 K inside a nano-waveguide measured by PLE spectroscopy (blue points:
data; red line: Lorentzian fit). Inset: histogram of emitter linewidths in nanostructures. Most
emitters have linewidths within a factor of four of the lifetime limit (94 MHz) (adapted with
permission from [86], copyrighted by the American Physical Society). (f) Spin coherence of an
SiV electronic spin at 100 mK using CPMG sequences with N = 1, 2, 4, 8, 16, and 32 pulses. The
longest measured T2 time is 13 ms for N = 32 (adapted with permission from [165], copyrighted
by the American Physical Society).

Quantum efficiency refers to the radiative fraction of total excited state decay, which

can also include direct phonon relaxation [193, 232]. In general, QE is challenging to

extract directly from emitter brightness due to confounding factors that can reduce fluo-

rescence detection rates, including the presence of metastable dark states and imperfect

calibration of collection and detection efficiency. Instead, QE can be most precisely
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estimated by measuring the response of the emitter’s excited state lifetime to a con-

trolled change in the local photonic density of states [233]. This technique has been

used to show that the NV QE is close to unity in bulk diamond [234]. Unfortunately,

this method is not as precise for emitters with QE substantially less than 1, since their

lifetimes do not depend as sensitively on their local photonic environment. This is the

case for the SiV center [86], which is believed to have QE ≈ 0.1 at 4 K (see supple-

mentary of [87]). Indeed, the SiV’s relatively short and temperature-dependent lifetime

of ∼ 1.6(1.0) ns at 4(300) K [193] is consistent with strong nonradiative processes. On

the other hand, the GeV center has a slightly longer, temperature-independent lifetime

of 6 ns that is very sensitive to its local photonic environment [75], and single GeVs

can induce coherent extinction of waveguide transmission [75, 235]. These measure-

ments suggest a relatively high QE ≳ 0.4. However, this estimate is in conflict with a

QE < 0.1 extrapolated using detected count rates from GeV centers in bulk diamond

[236]. There is even more uncertainty regarding the QE of other emerging color centers

including the SnV, PbV, and SiV0; however, it is worth noting that photon count rates

in experiments involving SnV and SiV0 are consistent with a high QE comparable to

that of the NV center [166, 197].

Another consideration in choosing an emitter is the ZPL emission frequency. Working

at longer wavelengths simplifies nanofabrication by allowing larger feature sizes with

lower sensitivity to surface roughness. Furthermore, the GeV, SnV, and PbV ZPL

wavelengths occur in the 520-620 nm range, where it is challenging to obtain stable,
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high-power lasers.

In addition, resonant cavity coupling relies on spectral stability of the emitter, which

is strikingly different for the NV center compared to group-IV defects owing to their

different symmetries. While all of these color centers occur along the ⟨111⟩ family of

crystal axes, the nitrogen of the NV center sits in place of a missing carbon atom, result-

ing in a defect with C3v symmetry. Its lack of inversion symmetry permits inequivalent

electric dipole moments in the ground and excited states; consequently, the NV center

ZPL frequency is strongly impacted by electric field noise on nearby surfaces, causing

spectral diffusion, or variation in frequency over time, particularly when illuminated by

the green light used to reinitialize the negative NV charge state [191, 237]. This effect

is especially severe for implanted NV centers in nanostructures, which typically exhibit

spectral diffusion of many GHz, far beyond the ∼ 15 MHz lifetime limit [82]. Encourag-

ingly, NV centers formed from native nitrogen impurities and electron irradiation have

achieved spectral diffusion linewidths of < 250 MHz in a few-microns-thick diamond

membrane [238]. Moreover, by applying pulses of green light until the NV transition

matches a desired frequency [239], the effects of pump-induced spectral diffusion can

be mitigated, and the majority of single-scan linewidths are below 100 MHz in such

membrane samples [238]. Conversely, the electric field sensitivity of the NV can be

viewed as a resource for tuning the ZPL frequency via the DC Stark effect, which has

been used to actively compensate for both spectral diffusion (effectively reducing γd)

and spectral mismatch of different defects [240–242].
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In contrast to the NV center, group-IV defects take a split-vacancy configuration

described by the point group D3d, which includes inversion symmetry, leading to a

vanishing permanent electric dipole moment. Such defects are insensitive to surface noise

to first order; indeed, both as-grown [194] and implanted [86] SiV centers can display

nearly lifetime-limited linewidths, even in nanostructures [86, 208] [Fig. 2.2(e)]. Other

group-IV color centers such as the GeV [75, 180], SnV [88], and SiV0 [166] exhibit similar

spectral stability, although this has not yet been observed in nanofabricated cavities.

The insensitivity of group-IV emitters to electric fields precludes Stark shift tuning

of the ZPL frequency; instead, two photon Raman transitions [87, 243] and dynamic

control of the strain environment [244, 245] are promising approaches for wavelength

tuning and spectral stabilization.

Finally, it is desirable to minimize inhomogeneous broadening, or the variation in

ZPL emission frequency from emitter to emitter. The inhomogeneous distribution scales

with implantation damage, increasing with the size and energy of the ion, but can be

mitigated to varying degrees via post-implantation treatment. NV and SiV centers

can exhibit inhomogeneous linewidths down to 0.17 nm [203] and 0.03 nm [86] respec-

tively when annealed at high temperatures. Much larger linewidths of 30 nm have

been observed for implanted SnV centers [88], although subsequent high-pressure, high-

temperature annealing was shown to achieve distributions down to 6 nm [197]. Further-

more, the spectral features attributed to the PbV ZPL around 520 nm exhibit a narrow

distribution of only 0.12 nm; however, unidentified emission lines over a ∼ 100 nm range
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could be evidence of a much larger inhomogeneous distribution or intermediate defect

formation [89], meriting further investigation. In practice, it is likely that a combination

of improved inhomogeneous broadening and spectral tuning will be necessary to realize

spectrally indistinguishable emitters.

2.3.3 Spin Properties

Many quantum information applications rely on spin-photon transduction via state-

selective optical transitions within the ZPL [88, 176, 178, 180, 181]. These spin states, in

combination with proximal nuclear spins coupled by magnetic dipolar interactions, can

serve as an additional resource for storing or processing information [246] and performing

local error correction [247].

In practice, the NV and SiV0 spins are easiest to work with due to their orbital singlet,

S = 1 ground states. A spin qubit can be realized between the ms = 0 and either of the

ms = ±1 spin states, which are naturally separated in energy by a zero-field splitting.

Coherent spin manipulation can be achieved via microwave fields [248], and NV centers

have demonstrated the longest coherence times for a single electron spin qubit in any

system (T2 > 1 s) [Fig. 2.2(c)] [231]. So far, only ensemble spin resonance has been

demonstrated for the novel SiV0 center; nevertheless, these defects exhibit coherence

times as long as T2 = 255 ms at 4 K [166, 249, 250].

In contrast, color centers based on negatively-charged group-IV defects exhibit a

doubly-degenerate ground state in both orbit and spin (S = 1/2), with orbital de-
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generacy lifted by ∆GS due to a combination of spin-orbit interaction and dynamic

Jahn-Teller effect [179, 251]. In an external magnetic field aligned with the ⟨111⟩ axis,

the lowest energy spin-1/2 manifold can be addressed using highly cycling, spin-selective

optical transitions [178, 179, 252, 253]. The major challenge in working with the spins

of negatively charged group-IV defects is rapid ground state dephasing caused by single-

phonon transitions between orbital states. This motivates qubit operation at temper-

atures well below ℏ∆GS/kB (see Table 2.1) to reduce phonon occupation, thereby ex-

ponentially increasing spin coherence times. As a result, the SiV exhibits a 4-5 order

of magnitude increase in spin coherence times at T < 500 mK [T2 > 10 ms [165], Fig.

2.2(f)] compared to 4 K (T2 ∼100 ns [254]). A complementary approach for improving

spin coherence involves increasing the ground state splitting through the application of

strain [244, 255]. For instance, strain tuning of SiVs in nanostructures has demonstrated

an order-of-magnitude increase in orbital splitting, resulting in the highest reported SiV

coherence time of T2 = 250 ns at 4 K [255]. Moreover, defects based on heavier group-

IV ions exhibit larger ∆GS , which could facilitate operation at higher temperatures.

Indeed, the PbV orbital splitting is estimated to be in the THz regime, suggesting the

possibility of long-lived spin coherence at 4 K [89, 198].

A final consideration is the ability to couple to proximal nuclear spins of either the

defect impurity or 13C carbon isotopes in diamond. Impressively, the NV center has

been used to control a 10-qubit quantum register with coherence times of > 75 s [19].

Single-site nuclear spin manipulation has also been demonstrated with the SiV [77, 167],
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but multi-nuclear-spin registers have not yet been realized.

2.3.4 Discussion

Thus far, state-of-the-art cavity experiments with diamond defects have used either the

NV or SiV. While the NV center is the best understood defect, exhibiting excellent spin

coherence, its optical properties are poor. In particular, the difference in permanent elec-

tric dipole moments between the ground and excited states degrades optical coherence

for near-surface emitters. Open Fabry-Perot microcavities containing bulk-like diamond

membranes are therefore especially promising for these color centers as they can be situ-

ated far from interfaces. In contrast, the SiV has poor spin properties at 4 K, requiring

operation at dilution refrigerator temperatures to realize a long-lived spin qubit, but

has superior optical coherence. Crucially, its inversion symmetry inhibits sensitivity to

surfaces, allowing for incorporation into heavily fabricated nanoscale resonators with

high Q/V (see chapter 2.4).

In addition, we discussed the potential of emerging group-IV color centers. Negatively-

charged group-IV emitters based on larger ions appear to share the attractive optical

properties of the SiV with the added potential for improved spin coherence times at 4

K, although these emitters are harder to fabricate and are not as well understood. The

recently discovered SiV0 could potentially combine excellent optical and spin proper-

ties at liquid helium temperatures, but it requires specially-doped diamond to stabilize

the neutral charge state and is one of the least explored of the defects considered here.
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Finally, recent progress in ab initio [251, 256, 257] and machine learning [258, 259] tech-

niques suggests it may soon be possible to predict new emitters with superior properties

to those discussed in this section.

2.4 Diamond nanophotonics

In contrast to open-geometry cavities, nanophotonic resonators can readily achieve sub-

micron mode volumes by using refractive-index contrast to confine light to volumes of

order (λ/n)3 or smaller [260–263]. Additionally, nanophotonic structures are naturally

desirable for long-term scalability, since they can be fabricated en masse and utilize on-

chip photon routing [11, 264]. For a general, platform-agnostic overview of nanophotonic

systems we direct the reader to an alternate reference [265].

With its high index of refraction n = 2.4, diamond is a natural candidate for such

systems, and in the absence of scattering or absorption losses, diamond nanophotonic

resonators could theoretically achieve P ∼ 105 [266], or Q/V0 > 106, where V0 =

V (n/λ)3 is the mode volume relative to a cubic wavelength in the diamond. A wide

variety of cQED structures have been fabricated in diamond [267], including whispering

gallery mode resonators [268, 269], ring resonators [270, 271], and photonic crystal

cavities (PCCs) [272–275].

The typical approach for nanoscale fabrication of high-quality photonic devices be-

gins with single crystal thin films (∼ 100 nm) grown heteroepitaxially, such as silicon-on-
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insulator, which can then be processed into undercut photonic structures using standard

lithography and wet-etching techniques [276]. Unfortunately, this relatively straightfor-

ward approach to engineer optically isolated photonic structures does not translate effec-

tively to the fabrication of diamond. Despite immense progress in the field of diamond

growth, heteroepitaxial single-crystal thin films of diamond cannot yet be produced

with defects at or below the parts-per-billion level, as required for quantum optical

experiments involving single emitters [277–281]. Additionally, diamond is resilient to

all forms of wet etching. Instead, less controllable plasma-based dry etching techniques

[282] must be used in combination with sophisticated lithography masks [269, 283]. Ini-

tial successes in nanofabrication of diamond [for example, see Fig. 2.3(a-b)] overcame

these challenges using creative techniques to engineer nanoscale diamond membranes

with sub-micron thickness, either via ion-beam implantation and liftoff or mechanical

polishing and subsequent reactive-ion etch thinning, but both techniques struggled with

low resulting cavity and emitter quality [82, 271, 272, 284–286].

Rather than membrane-based fabrication, underetching of structures defined in bulk,

electronic-grade, single-crystal substrates [287] has recently enabled high-quality nanopho-

tonic devices [Fig. 2.3(c-m)]. Unlike most nanoscale membrane structures, devices un-

dercut from bulk substrates can achieve high quality factors due to their optical isolation

from the bulk and are compatible with annealing and acid-cleaning post-processing steps

required for incorporation of high-quality single emitters (chapter 2.3.1). Underetching

was first implemented by using an angled etch to undercut one-dimensional structures
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predefined with electron-beam lithography and top-down etching, leaving behind free-

standing diamond nanobeams with a triangular cross-section [Fig. 2.3(h), steps I-III].

The angled etch was initially accomplished by placing samples inside a triangular Fara-

day cage within the reactive-ion etcher [266, 288]. More recently, a similar angled etch

has been achieved using ion-beam milling at a well-controlled angle of incidence, result-

ing in more reliable etch profiles [289]. Both of these techniques have proven extremely

effective for fabricating freestanding one-dimensional PCCs out of electronic-grade dia-

mond substrates, such as those shown in Fig. 2.3(c-i), with high ratios of Q/V0 > 104

[78, 266].

Underetched devices can also be fabricated out of bulk single-crystal diamond using a

selective crystallographic etch to achieve a flat lower surface, as illustrated in Fig. 2.3(l)

[269, 291]. This etching technique was initially developed to fabricate highQ/V0 whisper-

ing gallery mode resonators [Fig. 2.3(m)] [268, 269], and has now been adapted to fabri-

cate freestanding PCCs with a rectangular cross-section [292], enabling two-dimensional

PCCs in single-crystal diamond [Fig. 2.3(j-k)] [290]. While the crystallographic-etch

technique is somewhat less mature than the angled etch, it allows for rectangular device

geometries similar to conventional photonic platforms. This should enable fabrication

of waveguides with arbitrary relative spacing, allowing for implementation of freestand-

ing diamond-waveguide based beamsplitters and electromechanical switches for on-chip

photon routing [11, 264]. Furthermore, this technique has a largely unexplored param-

eter space available, making it possible to optimize the mask and etching procedure to
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Figure 2.3: Diamond nanophotonic devices. (a) Mode simulation and (b) SEM of 2D PCC
fabricated from an ultra-thin diamond membrane (reprinted with permission from Ref. [82],
copyrighted by the American Physical Society). (c) SEM of an array of free-standing PCCs
created by angled reactive ion etching, highlighting (d) 1D PCC region, (e) support anchor
connecting waveguide to substrate, and (f-g) tapered waveguide region for adiabatic single-mode
fiber coupling (reprinted with permission from Ref. [184], copyrighted by the American Physical
Society). (h) Fabrication procedure for angle-etched devices (steps I-III), including targeted
implantation through a mask (IV) and microwave electrode deposition (V-VI) (reprinted with
permission from Ref. [78], copyrighted by the American Physical Society). (i) SEM of resulting
devices with gold coplanar waveguide for microwave spin control (false color added, adapted
with permission from [77], copyrighted by the American Physical Society). (j) Rectangular
cross-section PCC fabrication procedure using an anisotropic crystallographic etch and (k) SEM
of a freestanding 2D PCC (reprinted with permission from Ref. [290], AIP Publishing). (l)
Optimized procedure to fabricate microdisk resonators using the crystallographic etch and (m)
resulting high Q/V0 device (reprinted with permission from Ref. [269], AIP Publishing).

achieve a wide variety of surface properties [269, 293].

In order to utilize low-mode-volume cavities for cQED experiments, color centers must
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be placed at the mode-field maximum of the cavity with sub-100 nm precision. This

has been accomplished with SiV centers using a variety of techniques (chapter 2.3.1),

including delta doping [294], FIB implantation [206–208] and blanket ion implantation

through lithographically aligned masks [209–211]. By implanting several ions and utiliz-

ing spectral selection of individual emitters, these techniques have enabled deterministic

nanoscale PCC coupling of single SiV centers [76, 77, 87].

Once fabricated, nanoscale cavities can be optically interrogated using free-space

optics [82, 270] or a transient coupler such as a tapered fiber [295, 266]. Coupling can

also be made indirectly by means of a waveguide in which the photonic crystal cavity is

integrated [for example, see Fig. 2.3(c, d, i)]. In this case, the cavity design is adjusted

to damp preferentially into the diamond waveguide mode (see chapter 2.2, [260]), which

can subsequently be outcoupled into a single-mode fiber by various techniques. Even a

small defect in the waveguide, such as a deliberately introduced notch, induces scattering

into free-space modes that can be coupled into a single-mode fiber via a high-numerical-

aperture objective, albeit with limited η2 ∼ 1% efficiency [87, 243, 294]. Alternatively,

grating structures [271, 296] can enable η2 ∼ 10% coupling efficiency by improving mode

matching, and can be made broadband using optimized photonic design principles [297].

Nanophotonic structures can also be directly integrated into single-mode fiber net-

works. This has been done extremely efficiently using adiabatically tapered diamond

waveguides coupled to similarly tapered optical fibers using van der Waals forces, yield-

ing efficiencies close to unity [184, 298]. Currently, this technique requires precise
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nanopositioning of the adiabatically tapered fiber, which can be challenging and costly

to implement in cryogenic conditions where experimental access is limited [76, 78]. In-

stead, permanent and efficient integration into large-scale photonic circuits will likely be

necessary to scale up nanophotonic cQED experiments. The first steps in this direction

have recently been demonstrated using a pick-and-place technique to integrate diamond

structures with aluminium nitride photonic circuits, enabling access to group-IV color

centers in 72 separate diamond nanophotonic waveguides [235].
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3
Millikelvin quantum nanophotonics with

SiV centers

In this chapter, we review some technical details regarding low-temperature quantum

optics experiments involving color-centers in diamond nanophotonic devices. The aim

of this chapter is to supplement the other chapters of the thesis, most of which are

already published in the literature, in order to provide a complete picture of how these

experiments can be performed, some of the main experimental obstacles, and how to

overcome them. This is meant to be a resource to experimental researchers performing

similar solid-state cQED experiments. While there is some overlap with the published

material in the other sections, this section will highlight important technical points that
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are either commonly overlooked, or not included in the published works explicitly for

brevity.

3.1 Nanophotonics

3.1.1 Device fabrication

In this thesis, we focus on nanoscale diamond waveguides and photonic crystal cavities

fabricated using angled ion etching, either via the Faraday cage technique or the ion

beam milling technique described above. All devices included a tapered diamond waveg-

uide to which light could efficiently be coupled using a tapered optical fiber. All devices

were fabricated at the Center for Nanoscale Systems at Harvad by Mike Burek and Bart

Machielse. The high quality of the devices they fabricated, along with the conventional

cleanroom equipment used, can provide a false sense of simplicity regarding diamond

nanofabrication for quantum optics experiments. This could not be further from the

truth - in practice, many years and hundreds of iterations went into perfecting the

techniques used to produce the high quality devices described in the rest of this thesis.

For details on the exact processes, I refer the reader to the references [245, 283] and

Chapter 7.2. The difficulty of diamond nanofabrication is simultaneously a limitation

on experimental progress and also one of the main reasons for optimism about this tech-

nology. The steady advancements in device cooperativity and functionality documented

in this thesis are a testament to how much room to improve these integrated diamond

39



nanostructures have in the near future.

3.1.2 Efficient tapered fiber coupling

For published details regarding the physics of tapered fiber coupling, I recommend the

reference [298], and for technical details on the tapered diamond waveguide, tapered

fiber interface, I recommend the reference [184]. The success of the efficient tapered

fiber interface was key to many of the scientific developments reported in this thesis.

Below, I summarize a few key technical points that have enabled its success, which may

not be obvious at first glance in the literature.

First, the tapered diamond waveguides have a tendency to bend and even “snap down”

to the surface of the diamond when dried out of solution during fabrication [184]. It

is very challenging to raise the diamond tapers once they had snapped down to the

substrate, and found that coupling efficiency was typically limited to less than 30%

for snapped-down tapers. Instead, if the sample is always removed from solution by

extracting it from a solvent at the critical point, using a critical point dryer, this nearly

deterministically prevents the taper from bending down and touching the substrate

[245].

Second, the fabrication and handling of tapered fibers is quite challenging and can be

a source of great frustration and a low yield step, if not carried out carefully. The HF

etching procedure used for fabricating these fibers is described in [184], and in addition

we have learned a few key points in the years following. First, it is crucial to properly
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remove the acrylic coating around the fiber. Typical blade-based fiber-strippers can be

used, but have a tendency to damage the fiber itself, often times in a way that is hard

to diagnose. By switching to using a boiling sulfuric acid solution to selectively remove

this coating without etching or damaging the fiber core or cladding prior to the HF step,

the fibers are less likely to break during the fabrication, or shortly after the fabrication

while handling the fibers.

Despite this, the tapered fibers remain extremely sensitive, and great care must be

taken when handling and mounting them. In particular, sharp jerking movements (such

as when removed from an adhesive such as a piece of tape) have a tendency to result

in a broken or dull fiber tip. Additionally, whenever possible, tapered fibers should

be stored in vacuum or a dry environment, as this appears to prolong their lifetime.

Lower quality tapered fibers result in a measurably lower coupling efficiency (typically

< 50%). While difficult to evaluate directly without testing fiber-coupling efficiency, a

reasonable metric for the quality of a tapered fiber can be obtained under a 100x optical

microscope; if a rounded tip of the fiber is clearly visible under this magnification, near-

unity coupling efficiencies are unlikely. With free-standing tapers, we found that after

on average ∼ 100 coupling attempts, we eventually break the diamond taper due to the

repeated forces of coupling and de-coupling from the device. By switching to diamond

tapered waveguides supported at the end, this problem can be addressed.

Stabilizing the tapered fiber in cryogenic conditions can also be challenging. Often

times, vibrations from a cryostat’s pulse tube or other ambient noise can couple to the
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tapered fiber, which serves as an antenna and becomes very unstable and nearly impossi-

ble to controllably couple to nanoscale devices. We find that this problem is exacerbated

particularly at low temperatures, regardless of the vibrational environment. This could

either be due to a low temperature property of the piezoelectric positioners used for

moving the fiber, thermal contractions involving the components used to mount the

fiber, or combined thermal and mechanical properties of the fiber itself. By minimizing

the length of the fiber that is free-standing to be on the order of ∼ 5mm or less, one can

largely mitigate vibrations of the tapered fiber and successfully couple to nanostructures

in cryogenic conditions. Future developments utilizing ultraviolet-curing adhesives will

be crucial to enable mechanical reinforcement or even permanent packaging of fibers to

devices, greatly improving yield, robustness, and overall scalabiltiy [299].

Finally, characterization of the exact tapered fiber coupling efficiency is in general not

straightforward. In order to characterize the efficiency, one must inject slightly-detuned

light into the device and measure the reflected intensity when the fiber is coupled to

the device. In all experiments presented in this thesis, this is done with a network of

beamsplitters. For example experimental schematics used to characterize the efficiency,

see figures B.2 and D.3(b). By measuring the input power and comparing it to the

reflected power, one can extract the additional loss due to tapered fiber coupling.

This technique makes a number of assumptions. First, it assumes that the losses in

the rest of the fiber network (insertion losses of beamsplitters and splices) is negligible.

This is in general not a good assumption, as even the best fiber beamsplitters (manu-
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factured by Evanescent Optics using fiber polishing techniques) still result in roughly

0.2 dB excess loss. Additionally, each fiber splice can introduce on average 0.05 dB

excess loss at the visible wavelengths used in these experiments. In practice, one can

either measure and calibrate these losses, or treat the extracted coupling efficiency as

a lower-bound on the precise fiber-device coupling efficiency. Second, this method also

assumes that the photonic crystal cavity reflects all of the light. This is a reasonable

assumption if the wavelength of the light is within the bandgap of the PCC (but not

on resonance with the cavity mode), and that the light is TE polarized. As such, po-

larization controllers are needed to control the input polarization in order to maximize

the device reflectivity. Finally, small reflections in the fiber network due to imperfect

splices, fiber beamsplitters, and imperfect tapered fiber coupling can result in an etalon

effect which can cause significant (> 10%) variations in the reflected signal as a function

of wavelength. Therefore, in order to characterize the system, one must either look at a

particular wavelength of interest, scan the laser wavelength over a large enough range,

or use a somewhat more broadband source (but still within the bandgap of the PCC).

Using these techniques, with the best tapered fibers and devices, we observe coupling

efficiencies with a lower bound exceeding 90%. Details about optimal position of the

fiber are given in [184]. We typically use an approach angle of 5-7 degrees, and sometimes

have to iterate to precisely align the fiber angle in the plane of the sample to be coaligned

with the devices. Typically, all 3 axes needed to be optimized iteratively in order to

achieve maximum coupling, although initial mechanical contact is achieved, the axis
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along the taper is the most sensitive.

3.1.3 Gas tuning of cavity resonances

Due to variations and imperfections in the diamond nanofabrication process, PCC reso-

nance frequencies have a large distribution on a single sample and vary from sample to

sample. As a result, we fabricate devices with various scaling factors across a single chip,

with larger scaling factors producing red-shifted devices, and smaller factors producing

blue-shifted devices. A subset of these devices are in a suitable wavelength range for

use in the experiments. Future progress in improving the reliability of the fabrication

process, in particular the uniformity and thickness of the lithography mask, as well as

the reproducibility of the diamond etch, could help improve the consistency of resonance

wavelengths and improve the overall yield of usable devices.

Due to this uncertainty in device wavelength, a precisely controllable resonance tun-

ing technique is required, compatible with cryogenic device conditions. In order to

accomplish this, we condense gas (typically nitrogen, but other gases such as Argon and

Xenon have also been used) on the sample surface at low temperatures. The gas con-

denses on the diamond PCC, locally increasing the index of refraction of the previously

vacuum regions, resulting in an overall device redshift. In typical conditions, we can

achieve a total redshift of more than 10− 15 nm. As a result, we would typically target

a wavelegnth range of 725−735 nm in order to access the SiV resonance at 737 nm. One

can achieve a larger range (> 20 nm) of quasi-permanent device red-shift by precisely
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depositing alumina using ALD after sample fabrication. However, we find that this

reduces overall device quality factors and have some evidence (see Chapter 7.8) that

this may result in the introduction of impurity spins that reduce coherence times.

Depositing the gas in cryogenic conditions, in particular in a dilution refrigerator, is

technically challenging due to the thermal shielding necessary to operate the cryostat

at base temperature. For example, the Blue Fors LD-250 dilution refrigerator used

for these experiments, has fully closed shields at 60K, 4K, and 1K stages, and line

of site ports are usually blocked off with thermally anchored feedthroughs to prevent

radiation leaks. In order to deliver nitrogen gas to the sample, attached to the mixing

chamber of the dilution refrigerator (chapter 7.3), we anchor a copper tube to the 4K

plate of the fridge and thread it through line-of-site ports at each, while only anchoring

it with non-conducting materials (teflon and nylon) at T < 4 K stages. The end of

the tube points directly at the sample, with a large solid angle for gas leaving the tube

to be deposited on the sample. By attaching a 60W cartridge heater (Lakeshore) to

the tube, we can heat the tube to a temperature exceeding the nitrogen boiling point

while keeping the sample at T < 10 K, which is below the nitrogen boiling point in high

vacuum. On the higher temperature end, the copper tube is eventually connected to a

standard gas/liquid vacuum feedthrough (Lesker), through which nitrogen is supplied

via a leak valve. The gas tuning system is illustrated in part of the schematic shown in

Fig. B.1.

The gas tuning procedure is as follows. Once the sample is at 4K temperature (cooled
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by the pulse tube, but while keeping the 3He/4He mix in the storage tank), we apply

the heater in closed-loop mode with temperature readout on the copper tube nearby.

Depending on the position of the temperature sensor relative to the heater, we calibrate

the sensor temperature necessary to reach the boiling point of nitrogen along the entire

tube, which ranged from 50K to 100K at the position of the sensor. The temperature of

the sample and the other parts of the fridge do warm up slightly during this procedure,

but never exceed 10K. Once the temperature has stabilized (usually after about 15

minutes), we begin to slowly flow gas using the leak valve, while measuring the cavity

reflection spectrum with a broadband source at low excitation power (< 1W) and a

spectrometer. We stop the gas flow and turn off the heaters when the cavity reaches an

acceptable wavelength.

Since this method of tuning is only precise to about ∼ 5 cavity linewidths, typically

several hundred GHz, and cannot be performed while the fridge is at base temperature,

we typically tune well past the longest cavity wavelength we need for an experiment.

Once the gas is deposited, it can subsequently be removed locally by sending in light

through the tapered fiber to heat the cavity region and evaporate off any excess gas,

without causing significant load on the entire fridge. Power on the scale of 1−10W at the

device can be used for this local back-tuning. By controlling the power and duration

of the tuning light precisely, and by simultaneously monitoring the cavity reflection

spectrum using a wideband source and a spectrometer, extremely high cavity tuning

accuracy can be achieved, limited only by the spectrometer resolution. Interestingly,
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under such illumination, the cavity initially redshifts, before eventually blueshifting.

This suggests there is a nontrivial spatial distribution of temperatures along the beam.

Under normal operating conditions, we find that the cavity resonance does not drift

over timescales of months. However, we did occasionally notice discrete jumps in the

cavity resonance, likely due to an overload of power (either optical or microwave) that

caused gas to boil off somewhere on chip.

3.2 Quantum optics in a dilution refrigerator

Prior to the work carried out in this thesis, there was relatively little collective experience

in carrying out solid-state quantum optics and electron spin resonance experiments in

dilution refrigerator conditions. The need to shield out thermal radiation at many

stages (see Sec. 3.1.3), as well as the very low cooling power of these systems (typically

∼ 10W at 10mK and < 1mW at 100mK) makes experiments involving free-space

optical access and strong optical, microwave, and radio frequency control pulses very

challenging. However, with proper consideration of experimental techniques, we have

shown that it is possible to perform quantum nanophotonics experiments at millikelvin

temperatures. This section highlights a few key considerations that are important to

the success of such experiments.
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3.2.1 Sample mounting

First, the diamond sample must be properly thermally anchored to the mixing chamber

of the dilution refrigerator. Ideally, this should be done using gold-plated copper parts

fastened tightly with brass screws and nuts. The thermal conductivity of oxygen-free

copper is substantially better than that of aluminum and brass at low temperatures,

and a gold plated layer (usually a few m) on the surface of the copper allows for better

thermal and mechanical contact between surfaces and prevents oxidation at the surface,

which can dramatically reduce thermal conductivity at an interface [300].1 Furthermore,

for cryo-magenetic experiments such as the ones described here, the gold-plated layer

should ideally be deposited without any nickel undercoat if possible. Additionally, brass

screws contract more than copper and therefore tighten when cooled down, whereas

other materials such as stainless steel may actually loosen at lower temperatures. As

a consequence, however, one must be careful to check upon several thermal-cycles that

the brass screws are still tight, as they can come loose due to the repeated contraction

and expansion as the system cycles.

Auxiliary parts that do not directly connect the sample to the mixing chamber can be

made of different (ideally still non-magnetic) materials, such as aluminum and brass, in

order to save cost or for ease of machinability. If the sample is placed on positioners, such

as in our first dilution refrigerator setup described in Fig. 7.3, annealed copper braids or
1“Matter and Methods at Low Temperatures” by Pobell [300] is an excellent all-around

reference for experimentalists working on demanding cryogenic experiments.
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soft copper foil should be used to thermalize the sample on top of the positioners while

still allowing for proper stepping motion. This is because the positioners themselves

are typically made from poorly conductive materials such as titanium and ceramics,

and involve bearings that have very poor interface thermal conductivity. In fact, even

if the materials on top of the positioner are not temperature critical, the top stage of

each positioner should still be thermalized with braids in order to reduce the cooldown

time and prevent long-term drifts, since the interface between the base of the positioner

which is fixed and the moving stage is typically very highly insulating. As a result, we

assemble our own three-axis systems from the individual positioners with intermediate

mounting plates to which copper braids or foil could easily be attached (see item 18

in Fig. B.1), ensuring that the entire positioner thermalizes to the base temperature

quickly.

The sample itself should ideally be mounted using indium solder to a gold plated

copper piece. While we did not perform substantial tests of alternative mounting tech-

niques, we did find that this technique consistently allows us to obtain the sufficiently

low sample temperatures (as inferred by the decoherence and decay rates of various

ground-state transitions), whereas direct clamping of the diamond to gold-plated cop-

per yielded inconsistent results. Soldering can be performed by heating the gold-plated

copper sample holder to an appropriate temperature just above the melting point of

indium, placing a small piece of indium wire on the sample until it melts, applying a

small amount of flux to the indium (taking care that the flux residue does not splatter
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onto the sample), and pressing the sample down on the indium, rubbing it in a circular

motion for several seconds to allow it to thermalize and for the indium to properly wet

the backside of the diamond. Once attached, the sample holder can be removed from

the heat and allowed to cool. In future, optimized tools for holding and aligning the

sample to the sample holder during this soldering process might be benefical, to avoid

human error in the sample mounting process. However, we find that the sample mount-

ing step, while challenging, almost always succeeded without damage to the sample,

and therefore was not close to being a yield limiting step in our experimental process.

While indium becomes a superconducter at low temperature, due to the extremely low

critical field, we find that it retains its normal state and is able to effectively conduct

heat between the diamond sample and the copper substrate.

3.2.2 Cryogenic optics

Achieving high resolution optical access to cryogenic samples is also especially chal-

lenging given the amount of radiation shielding present in dilution refrigerator systems,

which dramatically reduces optical access. However, properly thermally anchored glass

(UV fused silica) does not transmit infrared heat radiation, and can be used at room tem-

perature and 60K to prevent thermal radiation from higher temperatures from reaching

the sample. In order to prevent reflections which would reduce the efficiency and in-

troduce etalon effects to the system, the glass pieces should be suitably AR coated for

the wavelength of interest, or wedged. In our experience, introduction of glass windows
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rather than solid metallic plates in the 40mm line-of-sight ports of the Blue Fors LD-250

only increased the base temperature by about 5mK from 10mK to 15mK. In order

to thermally anchor the glass plates, they were clamped with a copper piece using soft

indium wire as an intermediate layer to prevent cracking of the glass while still enabling

good thermal contact.

Additionally, in order to achieve a simultaneously high resolution and large field of

view of the sample, a telescope is used, either to relay the image of the sample onto

a CCD for wide-field imaging, or to relay the deflection from a galvonometric mirror

onto the back aperture of the objective in a confocal microscope. Due to the long

working distance from the top of the fridge to the sample, some of the lenses of the

telescope must be located inside the fridge. A custom-machined “cage” system of rods

that attached to the native threaded holes of the Blue-Fors LD-250 was constructed to

enable mounting of the lenses perfectly cocentric with the line-of-site port of the fridge.

Lenses are clamped between two copper pieces using a similar indium wire technique as

above, and holes are drilled in the copper pieces to make it compatible with this cage

system. We have used both ahcromatic cemented doublets and standard convex lenses

in the telescope, and did not find any degradation in quality of the lenses after many

(several tens of) thermal cycles, even in the case of the cemented lenses. The position of

the lenses is also optimized to be close to individual flanges of the fridge, to reduce the

number of additional glass windows needed for thermal shielding. Furthermore, the 8f

telescope used in the setup described in Fig. B.1 is designed to place the 4f focal point
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exactly at the 4K stage, enabling use of a small aperture as opposed to a window for

improved thermal shielding at this stage.

For the final lens, it is desirable to use a high-NA microscope objective. However,

standard high-NA objectives used in ambient conditions are typically not vacuum and

cryogenically compatible: they are quite expensive, and degrade over time in such con-

ditions. Additionally, they are particularly poorly suited for repeated thermal cycling,

which can deteriorate adhesive used in the assembly of the objective. Finally, they are

quite heavy, and typically cannot be moved by standard, compact piezoelectric posi-

tioners. Instead, a very limited selection of low-temperature compatible objectives can

be used (such as the Attocube LT-APO). However, these are also extremely expensive

and have a poorer performance in terms of correcting for chromatic and spherical aber-

ration. As a compromise, a standard aspheric objective lens with high NA can be used,

if the imaging system is used at a single wavelength. This provides reasonable overall

performance, but introduces some spherical aberrations compared to a proper imaging

objective.

One major challenge in achieving high resolution is the stability of the imaging system

under cryogenic pulse tube operation. Without significant optimization, we typically see

vibrations with an amplitude < 1m, which is suitable for imaging the nanostructures

and performing laser excitation of the nanostructures for transmission measurements,

such as those described in chapter 5. We find that the stability is usually limited

by the least stable optical component, which is usually the objective lens assembly
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connected to the piezo positioners by an intentionally lightened aluminium L-shaped

bracket. Sturdier piezoelectric positioner assemblies may help in achieving diffraction

limited performance.

Additional optical access can be achieved using optical fibers. We construct optical

fiber feedthroughs using two methods. The first is to drill a very small (< 1mm)

hole in a blank vacuum flange and thread the fiber through, coating it with Torr-Seal

adhesive at the location of the hole to fill the hole. Several holes can be drilled in a

single KF16 or KF40 flange, enabling feedthrough of many fibers. For a slightly higher

stability and more organized solution, a KF to Swagelok tubing adapter can be used,

and multiple fibers can be threaded through the swagelok tubing, with a small amount

of Torr-Seal used to seal the Swagelok connector. The room-temperature ends of the

fiber can then be threaded through Swagelok-compatible tubing and transferred across

the lab in such tubes to an optical table, allowing for robust mechanical shielding and

higher polarization stability of the potentially long fiber link. Inside the cryostat, we

find that thermalization of the fiber at various stages is not necessary, due to the low

thermal conductivity of the fiber. Like other cryogenic wire, the fiber can be secured

with cryogenically compatible tape or nylon string. Additional fiber connections can be

made by splicing within the dilution refrigerator. Although not technically cryogenically

and vacuum compatible, standard fiber heat shrink can be used without any noticeable

adverse effects for our experiments inside the cryostat.
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3.2.3 Experiment control challenges

The experiments described in subsequent chapters require precisely timed sequences of

optical and electronic input and output signals to and from the apparatus. The pulse

sequence timescales and signal frequencies for these experiments range over many orders

of magnitudes, from picoseconds to seconds and megahertz to terahertz respectively,

making experimental control quite complex compared to many other physical systems.

Due to the lack of specialized equipment for such control signals, a number of pieces of

general-purpose lab equipment were used in concert to enable the experiments in this

thesis. For an example experimental configuration, see Fig. D.3(a).

The core of such an experiment is a field-programmable-gate-array (FPGA) into

which a particular experiment sequence can be programmed and delivered in the form

of a waveform of pulses on several digital channels. In the experiments described here,

this was a 32-channel National Instruments high-speed digital input/output (HSDIO)

device, which was programmed in Labview. Digital signals from such a device can be

used in a number of ways. First, they can trigger digitally gated equipment which have

two relevant experimental states (such as “on” and “off”). Often, these digital flags

would be used to generate precisely timed analog control signals, such as those required

for driving acousto-optic modulators (AOMs), electro-optic modulators (EOMs), or

microwave and radio-frequency pulses, using external analog circuits or pre-programmed,

external arbitrary waveform generators (see Fig. D.3 for an example configuration). The
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signals could also be used in external digital circuits for logical experiment control and

processing, for example to digitally “gate” photon counts to accept counts during a

readout pulse, and reject counts at other times. An FPGA based device like the HSDIO

can also accept digital inputs and perform feedback based on experimental results, such

as active branching or decision making, to modify an experimental control sequence

in hardware time (sub-microsecond). Common examples of such experimental control

processes are described below in Sec. 3.3.1, or feedback based initialization, described

in Tables D.1 and D.2.

In general, while this experimental architecture was quite flexible and enabled a wide

variety of experiments, it did so at the expense of considerable complexity in the scope of

the control equipment. Integration of the various components of the experiment, includ-

ing digital to analog converters, local oscillators and mixers, amplifiers, high-extinction

switches and filters, and time-tagging electronics into a single FPGA-based device would

improve ease of such experiments greatly. Furthermore, control software can play a lim-

iting role in the types of experiments possible. One major obstacle is the programming

of FPGA-based devices, which is extremely challenging at the level of a research lab-

oratory without dedicated FPGA engineerse. A flexible environment in which FPGA

functionality can be accessed at the level of a scientific programming language such as

python is extremely desirable. Additionally, complex experiments with tens of pieces of

equipment distributed across a large laboratory require flexible control structures, such

as that afforded by a modular client-server control architecture, rather than a single
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thread of programming commands for all experimental procedures. Furthermore, the

ability for physicists and engineers to rapidly develop and prototype new code is cru-

cial, and becomes extremely challenging the more complex the experiment. While the

experiments performed here used a relatively inflexible set of Labview control software,

we have in recent months developed a client-server, python-based laboratory control

infrastructure specifically designed to address these challenges,2 which will hopefully

enable more demanding distributed quantum network experiments in the near future.

3.3 Emitter properties

3.3.1 Stabilizing charge state and optical frequency

A key advance that enbaled the experiments presented in this thesis was the ability

to consistently measure narrow emitter linewidths and perform various complex exper-

iments in a regime where line broadening was not a dominant effect. This can be

challenging with solid-state defects, which typically experience broadening of several

orders of magnitude beyond their natural linewidths, sometimes known as spectral dif-

fusion (see chapter 2.3.2). Even group IV defects, which exhibit inversion symmetry,

demonstrate significant spectral diffusion in nanostructures (see chapters 4 and 7.5.2

and appendix A for examples) which can be an impediment to certain experiments,

such as the realization of a high-fidelity spin-photon interface at a well-defined optical
2For details, see pylabnet.
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frequency. Undesired ionization of the color-center, often referred to as blinking, can

be another obstacle in achieving a reliable optical interface.

Both of these effects appear to scale quite dramatically with applied incident optical

power. One leading theory is that high-powered optical fields can excite nearby defects

in the environment, changing local electric field or strain configurations and inducing

spectral and charge diffusion. If a high illumination intensity is used, as is typical in

inefficient free-space confocal excitation of defects, the timescales for spectral diffusion

and blinking can be quite short (millisecond or less), even for nominally insensitive

defects. With an efficient optical interface, such as that afforded by the fiber-coupled

cQED system discussed in this thesis, optical spectroscopy could often be performed

with very low powers, enabling clear resolution of narrow lines on timescales significantly

longer than the characteristic diffusion or ionization timescale. In other experiments

however, where higher intensities are needed, a stop-gap solution used in early work

[87] is to randomize the emitter position and probabilistically initialize the charge state

using a green (520 nm) laser pulse before each experiment. Depending on the intensity

and duration of the green pulse, the emitter’s charge and frequency state could be reset

in a stochastic fashion (see Supplementary information of [87]). While this technique

is reasonably effective for ensuring charge state initialization, it simply randomizes the

emitter’s optical frequency, rather than locking it to a narrow value.

The most reliable technique for ensuring narrow lines is preselection [75, 301]. In

this technique, the color-center is briefly probed with a narrow-band, resonant laser. If
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the color-center is in the correct charge state and at the appropriate frequency position

resonant with the laser, it will scatter above (or below) a certain threshold of photons

which can be pre-calibrated, and the experiment can proceed. This threshold can also

be adjusted to obtain a desired linewidth: a more stringent threshold will generally

result in a narrower linewidth at the expense of a lower experiment duty cycle. If the

threshold is not passed, a feedback procedure can be implemented to reinitialize the

charge and frequency of the color-center before proceeding to the experiment. The

most primitive technique is to shine the 520 nm laser to randomize the frequency and

reset the charge state. While this works remarkably well, it has a relatively low success

probability and yields a lower experiment duty cycle. Additioally, we find that not

all SiV centers respond identically to 520 nm illumination; some may be more or less

sensitive to it. Alternatively, the frequency of the near-resonant probe laser can be

scanned and used to actively find the new resonance frequency. This works very well for

emitters that are stable on timescales significantly longer than the time it takes for the

line-finding procedure, which is often the case for SiV centers inside nanoscale diamond

PCCs [50]. Finally, active feedback on the actual frequency of the emitter, for example

using electromechanical control of the local strain [245], is a very promising long-term

solution for emitter stabilization. Control of the local strain environment can also have

other potential uses in optimizing the spin-photon interface (chapter 7.4), but presents

a significant nano-optoelectronic integration challenge.

58



3.3.2 Emitter properties in nanostructures

The remarkable aspect of group IV color-centers is that in general, they maintain nearly

lifetime-limited linewidths - at least on some measureable timescale - even inside of

nanophotonic structures [75, 86]. However, in general, their properties can degrade as

a function of the specific nanophotonic environment. While we did not perform any

specific quantitative analysis, over the course of the studies presented in this thesis we

found that emitters implanted in standard waveguides without PCCs had better optical

properties (narrower linewidths) than those implanted in PCCs. This is an important

distinction, since the first results with new defects inside nanostructures tend to be in

simple structures such as waveguides. While positive results regarding linewidths in

waveguides are encouraging, they do not necessarily imply straightforward translation

to small mode-volume PCCs.

This discrepancy could be for two primary reasons. First, the pattern of holes that

form a PCC introduces additional surfaces near the defect, which might result in defects

which can produce electric field noise (which only couples to second order to the optical

transition), or configurationally unstable defects which could produce strain noise which

could linearly affect the optical transition.

Second, and perhaps more compelling, is the fact that the density of ions implanted to

create defects in PCCs is naturally higher than in typical waveguide samples, due to the

need to localize emitters in a very small mode volume in the PCC. Typical densities of
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ion implantation in PCC experiments were 5×1012 ions per cm2, compared to 1×109 in

waveguide experiments. The hypothesis is that residual damage from ion implantation

that is not repaired by annealing procedures leads to the formation of defects, either

impurity complex defects, or larger vacancy clusters [302]. These defects might couple

to the color-center either producing fluctuation strain or electric fields, and could be

located within the diamond lattice itself, in very close proximity (∼ nm) to the color-

center. Such nearby defects have even been sensed in double-electron-electron resonance

in these samples (chapter 7.8). Additionally, we noticed that GeV centers tended to be

less stable than SiV centers under identical nanophotonics and implantation density

conditions. Assuming the internal symmetry of the GeV provides a similar level of

protection to environmental noise, this would be consistent with the hypothesis that

residual damage from ion implantation is responsible for the degradation of optical

properties, since germanium is a heavier element and thus must be implanted at higher

energies to achieve similar depths, leading to more lattice damage. This phenomenon

could have significant implications for the prospects of similar experiments with heavier

tin and lead vacancy emitters [88, 89].

3.3.3 Advantages of SiV centers compared to other systems

In this section, we compare the SiV center platform described in most of this thesis to

other systems with potential for building quantum network nodes, including trapped

atoms in macroscopic cavities and near nanostructures, self-assembled quantum dots,

60



and other defect-based centers in diamond and related materials. Here, we focus on the

SiV center; for a broader, more complete overview of spin-photon interfaces, please see

the reviews [18, 94, 144, 303].

Trapped atom and ion systems have the best optical and spin coherence prop-

erties, due to the ability to isolate them from environmental noise and cool them to

ultra-low temperatures. Additionally, in the absence of external fields, each atomic

species of a given isotope is identical to a very high precision, making the generation of

indistinguishable photons from different atoms or ions relatively straightforward. How-

ever, compared to solid-state platforms, there is a serious overhead associated with

cooling and trapping atoms and ions, both introducing experimental complexity and

reducing operational duty cycles. Despite this, canonical experiments with atoms and

ions have been carried out in macroscopic cavities [304, 305], and there have also been

advances in the trapping of neutral atoms near nanostructures [306–308]. Perhaps most

promising is the emerging intermediate platform of fiber cavities, which are a compro-

mise of small mode volume and ease of trapping, and have recently achieved record

cooperativites [309].

Many factors are often cited as advantages or disadvantages of solid-state systems

compared to atoms. Here, we focus on a few key factors which are subtle and often mis-

understood. The first is the compatibility for en-masse fabrication and integration into

photonic circuits. While compelling and often cited as a key advantage of solid-state
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systems, this argument is not necessarily the most straightforward, as atomic systems

have also been coupled to nanostructures, and atomic arrays are arguably one of the

leading platforms for scaling to the ∼ 100 qubit regime. In the case of the SiV specifi-

cally however, this argument holds due to the fact that it can be deterministically and

permanently integrated into the mode-field maximum of a nanostructure with relative

ease, and such nanostructures can be fabricated with a very high density.

Additionally, the complexity in trapping and cooling atoms and ions is often cited as

a disadvantage compared to solid-state systems. This is a subtle point - on one hand,

solid-state systems typically require cryogenic operation, which also introduces a non-

negligible amount of complexity and cost. On the other hand, a major disadvantage

of these systems which is related but rarely considered directly in the literature is the

difficulty in rapidly prototyping the system. Trapped atom experiments require ultra-

high vacuum (UHV) chambers which typically take on the order of weeks to cycle and

pump back down to a suitable vacuum level, and there tends to be a large amount of

inertia involved in opening a vacuum chamber once a suitably functional experiment

is already inside. In the early stage of quantum network technology, this is a major

disadvantage, as the ability to rapidly prototype and test various types of devices and

techniques is key. This can more easily be done in solid-state systems in which qubits

are trapped in a lattice rather than suspended in vacuum. Even dilution refrigerators

can be cycled on the 2-3 day timescale, which is significantly faster and easier than a

UHV glass cell. The ability to constantly change the experimental apparatus to add
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new functionality has been a key enabling feature throughout the course of the work

described in this thesis.

Finally, the typically broad inhomogeneous distributions of solid-state systems are of-

ten viewed as the biggest disadvantage of solid-state systems compared to their atomic

counterparts. However, state of the art experiments involving spin-photon interfaces

have only been carried out with at most two remote nodes so far. The bottleneck so far

has been efficiency of the spin-photon interface, rather than resonance matching. Once

spin-photon interfaces are made to be more efficient, scaling them up will require solving

the resonance matching problem somehow. However, many solid-state systems, includ-

ing the SiV center, have already demonstrated wideband resonance tuning [245, 310],

which can completely address this issue, and further provide an additional tuning knob

not as easily accessible to atomic systems, for example to switch resonant interactions

on and off. Additionally, the ability to span multiple frequencies will likely serve as

a key feature in the long run, enabling efficient frequency multiplexing along single

communication channels [311].

Self-assembled quantum dots are in many ways a model solid-state quantum

emitter, as they can be fabricated with high quality using molecular-beam epitaxy or

droplet-etch epitaxy and straightforwardly embedded into micro- or nano-cavities made

directly from the GaAs host material. Several canonical cQED experiments were carried

out using such systems, enabling the exploration of light-matter interactions in photonic
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nanostructures which enable incredibly high-bandwidth operation [16]. Over a decade

of work has also led to a detailed understanding of the spin properties of quantum

dots, which are in general limited to timescales of 1 s due to the dense nuclear spin

environment in the surrounding GaAs crystal [312].

The SiV platform shares many of the advantages with quantum dots in regards to

integrability into nanostructures. While diamond fabrication is perhaps more involved

than fabrication of GaAs, the resulting device qualities and cooperativities are on par.

One advantage of the SiV is the ability to introduce high quality defects at a determin-

istic location using targeted implantation. Such spatial localization is not possible with

quantum dot samples, which typically require post-growth analysis prior to fabrication

of optical cavities. The most clear advantage of the SiV is the long spin coherence

possible at low temperatures (T2 > 1ms at T < 500mK).

Defects in other materials are emerging as promising candidates for building

quantum network nodes. Here I will discuss a few relevant platforms and discuss their

merits, and how they compare specifically to the SiV.

Rare earth ions in crystals are perhaps one of the most interesting systems, since the

combine some of the advantages of atomic-level coherence properties with opportunities

such as nanophotonic integration and frequency multiplexing. While the optical life-

times of such defects tend to be quite long, leading to relatively weak photon emission,

recent work has pushed this platform into the C > 1 regime, making it a promising spin
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photon interface [153]. One key possible advantage over the SiV and other systems could

be in the use of select ions such as erbium which provide a direct telecommunications

spin-photon interface [154]. Another is the natural inhomogeneous distribution com-

monly present in samples, that have enabled applications involving atomic frequency

combs and might enable multiplexed application in a future quantum network [311].

However, the intrinsic bandwidths of this system are relatively low due to the long nat-

ural lifetimes of the emitters. It is still an open question whether or not all decoherence

effects can be overcome, leading to robust spin-photon entanglement at rates suitable

for quantum networking applications. For example, long spin coherences may be chal-

lenging to achieve due to the presence of magnetic impurities in the host material, which

is not a problem in diamond.

Similarly, emitters in silicon carbide hold great promise and have many of the advan-

tages that diamond has. Additionally, defects in SiC, in particular the silicon-vacancy

in SiC, have been shown to have good spin properties at liquid helium temperatures and

be relatively insensitive to electric field noise, despite the lack of inversion symmetry

in the SiC crystal [20]. However, deterministic incorporation into nanostructures has

yet to be demonstrated. Additionally, the silicon-vacancy in SiC lacks a cycling transi-

tion, and has a relatively narrow-band spin-photon interface that cannot be easily tuned

using, for example, external magnetic fields. On the other hand, SiV spin-selective op-

tical transitions can be split on the GHz level using external magnetic fields, enabling

fine-tuning of the spin-photon interface.
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A number of emerging defects in other materials are now being studied. Perhaps most

exciting is the new class of defects in silicon [313], which is a material for which a wealth

of scalable nanofabrication expertise already exists. Such systems are still not at the

same level of maturity as the SiV for use in quantum networking devices, as questions

still remain about the ability to fabricate single centers determinstically, optical and

spin coherence properties, and a robust spin-photon interface. However, if such defects

can be shown to possess a suitable spin photon interface in the near future, they hold

enormous promise.

Other group IV color centers are perhaps the most challenging to differenti-

ate from the SiV. These centers have the same D3d symmetry and the same resulting

electronic structure. The argument about inversion symmetry therefore holds, making

these centers promising spin photon interfaces that might be suitable for incorporation

into nanophotonic structures. Additionally, many of the same schemes and techniques

developed from the SiV may directly translate onto these color-centers. For a detailed

comparison of the properties of color-centers in diamond, including the neutral SiV and

the NV, see chapter 2.3. Here, I will describe the subtle considerations in choosing

between the very similar negatively charged group IV color-centers.

The first consideration is the optical transition frequency. The SiV is resoundingly

the most convenient in this regard. First and foremost, it is the longest wavelength

optical transition, meaning that resonant optical nanostructures can be fabricated with
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larger feature sizes compared to the shorter wavelength counterparts. This typically re-

sults in higher quality factor devices. Additionally for the SiV, there exists a convenient

combination of wavelengths (1630 and 1350 nm), which can be used in sum and differ-

ence frequency generation for wavelength conversion to enable efficient propagation in

telecommunications fibers at 1350 nm. Most crucially, generation of a 737 nm photon

from a 1350 nm photon can be done with a lower energy 1630 nm pump, which should

result in fewer noise photons at 737 nm. Perhaps equally crucially, there exists a wealth

of convenient and high quality laser technology for 737 nm. Both pulsed and continuous

wave Ti:Sapphire lasers can easily reach this wavelength, enabling high quality, high

power sources for research grade experiments. However, standard commercial diodes

exist in the range of 720 − 730 nm, which can be thermally tuned and incorporated

into external cavities to enable narrow-band sources at 737 nm that are both cheap

and potentially scalable in future. On the other hand, the GeV and SnV are at wave-

lengths inaccessible by both Ti:Sapphire lasers and standard diodes, and require either

expensive or increasingly complex frequency conversion setups, or high-maintenance dye

lasers. Practically speaking, performing detailed spectroscopy and actively developing

new quantum optical protocols often requires or benefits enormously from the availabil-

ity of multiple independent near-resonant lasers, so the ability to acquire inexpensive

but functional lasers is a serious factor in the ease of development of a particular system.

Our own experiences with GeV centers were hampered by the need to use a home-built

frequency conversion setup in order to achieve even a single resonant tone.
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The next consideration is the quantum efficiency (QE) of the transition. The GeV and

SnV appear to have higher intrinsic quantum efficiency than the SiV. While the cause of

this is unknown, one possible explanation would be the higher optical transition energy,

which could cause direct multi-phonon decay to be less likely. It is widely believed that

QE is an essential parameter in evaluating the performance of a spin photon interface.

However, as established in Chapter 2.2, the final cooperativity of the system is the true

figure of merit in evaluating a spin-photon interface. Thus, one should look at how the

QE affects the cooperativity of the system. Observing equation 2.3 for the cooperativity,

the QE would influence C by way of introducing γ = γr+γnr, where γr and γnr are the

radiative and nonradiatve rates. In this example, if one emitter has a low QE, this means

that nonradiative decay is dominant (γnr > γr). However, in practice, as explained in

chapter 2.2, solid state systems are typically limited by additional broadening effects

γd > γr, γnr. In this case, the exact quantum efficiency is not important, since the

linewidth is determined by other factors, such as spectral diffusion. In other words,

γd, the spectral diffusion, typically ends up limiting the cooperativity, not γnr, the

nonradiative decay (low QE).

There is, however, an exception to this analysis. Spectral diffusion is largely believed

to be a non-Markovian broadening mechanism. In other words, the transition is not

instantaneously broadened, but instead wanders on a timescale that could in principle

be measured and tracked. If this tracking were implemented effectively enough (see

appendix D.4) for an example protocol using frequency tracking on a slow timescale),
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and γd were eliminated completely, then the QE could again become the limiting factor

on cooperativity, potentially providing additional motivation for studying the higher QE

emitters. However, inside high quality PCCs we have not yet been able to observe narrow

linewidths using GeV centers for timescales long enough to enable effective preselection

and tracking.

The next consideration, and most widely cited, is the difference in spin-orbit coupling

constant. The heavier the ion, the larger the spin orbit coupling, leading to a larger split-

ting between the two lowest energy orbitals. It is known that thermal phonon coupling

between these two orbitals is responsible for decoherence of negatively charged group-IV

color-centers at elevated temperatures. This mechanism limits the SiV coherence time

to ∼ 200 ns at the readily accessible temperature of 4K. A primary motivation for

moving to larger centers, therefore, is to increase this splitting and thereby increase the

temperature of relevant phonons. While the SiV requires temperatures roughly below

500mK to achieve ms coherence times, it is believed that the SnV and the PbV might

be able to access these at temperatures of ≈ 1K and ≈ 4K respectively. Achieving a

similar spin photon interface as described in this thesis but at temperatures accessible

by cheaper and more scalable cryogenic systems would be a major milestone.

At the same time, there is one subtle challenge associated with the larger spin-orbit

coupling defects that will need to be addressed. When spin orbit coupling is the domi-

nant perturbation in the ground state, the magnetic dipole transition between the qubit

states is not allowed, due to the necessity to flip both the orbital and spin components.
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Only when sufficient strain is applied does this transition become allowed and straight-

forward to drive in cryogenic conditions. Additionally, the orbital states are sensitive

to strain fluctuations and experience much more diffusion and drift as compared to

the purely magnetic spin sublevels. As a result, experiments with SiV centers involv-

ing high-fidelity microwave control have primarily been done with high strain emitters.

The regime of high strain however, requires that the strain should be larger than or

comparable to the spin orbit coupling. In the case of the SiV, this condition is often

met for implanted emitters in nanostructures. The same may not be the case for the

emitters with larger spin orbit coupling energies. As a result, microwave driving may

prove difficult for these emitters. On the other hand, the ability to work at higher tem-

peratures may afford higher cooling powers, enabling driving of microwave transitions

nonetheless. Aside from the SiV and GeV centers, complete coherent control has not

yet been achieved for the heavier group IV elements.

The final consideration is defect fabrication. As mentioned in chapter 3.3.2, we have

observed a qualitative trend of decreasing emitter properties with increasing implanta-

tion energy. As increasing enegies are required to embed heavier ions into diamond

structures at a given depth, this implies that it will be more challenging to achieve

low spectral diffusion and narrow inhomogeneous distributions for heavier emitters. As

a result, the SiV seems to be the most advantageous of the group IV centers as it is

the lightest. However, it is possible that advances in defect incorporation and post-

implantation annealing at higher temperatures could remedy the lattice damage [216],
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improving defect properties even in the case of heavier ions.

In Summary there are number of competing platforms with various widely capit-

ulated merits relative to the SiV center in diamond. However, in general, the SiV

center has proven to be a more convenient platform in almost every possibly way for

developing a toolset for quantum networking components. The ease of integration into

nanostructures, the relative optical stability of its transitions despite ion implantation

and fabrication, the ability to drive coherent microwave transitions and achieve long

coherence times, and the ability to rapidly prototype experiments and obtain cheap

yet high quality lasers for resonant control, have enabled the SiV to undergo a rapid

metamorphosis from a spectroscopic curiosity to perhaps the leading platform for the

construction of large-scale quantum networks. On the other hand, the multitude of sys-

tems available, including those still being discovered in new materials platforms such as

silicon, as well as the amount of progress remaining until functional quantum networks

are realized, means that another platform could possibly become a more practical long-

term choice in the near future. In any case, the lessons learned and toolset developed by

using the SiV as a testbed for primitive quantum networking experiments will hopefully

lay the foundation for realistic quantum network technologies.
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4
Quantum nonlinear optics with a

germanium-vacancy color center in a

nanoscale diamond waveguide

4.1 Introduction

Efficient coupling between single photons and coherent quantum emitters is a central

element of quantum nonlinear optical systems and quantum networks [16, 42, 314].

Several atom-like defects in the solid-state are currently being explored as promising

candidates for the realization of such systems [315], including the nitrogen-vacancy (NV)

center in diamond, renowned for its long spin coherence at room temperature [316]; and
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the silicon-vacancy (SiV) center in diamond, which has recently been shown to have

strong, coherent optical transitions in nanostructures [86, 87, 317, 318]. The remarkable

optical properties of the SiV center arise from its inversion symmetry [179], which results

in a vanishing permanent electric dipole moment for SiV orbital states, dramatically

reducing their response to charge fluctuations in the local environment. A large family

of color centers in diamond are predicted to have inversion symmetry [199] and therefore

may be expected to have similarly favorable optical properties. In this Letter, we

demonstrate an efficient optical interface using negatively-charged germanium-vacancy

(GeV) color centers integrated into nanophotonic devices with optical properties that

are superior to those of both NV and SiV centers. These properties result in high

interaction probabilities between individual GeV centers and photons in a single-pass

configuration, even without the use of cavities or other advanced photonic structures.

4.2 GeV centers in diamond nanophotonic waveguides

The GeV center is a new optically active color center in diamond [195, 218, 319, 320].

Its calculated structure, shown in Fig. 4.1(a), is similar to that of the SiV center with

D3d symmetry [199, 319]. The Ge impurity occupies an interstitial site between two

vacancies along the ⟨111⟩ lattice direction [199, 319, 320], resulting in inversion sym-

metry. Fig. 4.1(b) depicts the electronic level structure of the GeV [319, 320] with a

zero-phonon line (ZPL) transition at 602 nm which constitutes about 60% of the total
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Figure 4.1: (a) Molecular structure of the GeV center. (b) Photoluminescence spectrum of
the GeV at T = 50K, revealing the four optical transitions predicted by the GeV electronic
structure (inset) [195]. ∆1−2 = 152GHz and ∆3−4 = 981GHz are the measured ground and
excited state orbital splittings respectively. The solid curve is a fit to four Lorentzians.

emission spectrum [195]. Similar to the negatively-charged SiV center [178, 179], the

ground state of the GeV center is a spin-doublet (S = 1/2) [180] with double orbital

degeneracy. The ground and excited orbital states of the GeV are split by spin-orbit

coupling, forming a four-level system visible in its cryogenic photoluminescence (PL)

spectrum [Fig. 4.1(b)] [195, 218, 320]. As demonstrated in the complementary Letter

[180], this electronic structure allows one to directly control both orbital and electronic

spin degrees of freedom using optical and microwave fields.

We achieve efficient coupling of individual GeV centers with single photons by incor-

porating them into one-dimensional waveguides [Fig. 4.2(a)] with transverse dimensions

on the order of the single-atom scattering cross-section [87, 321–323]. Waveguides have

a width of 480 nm, and are nanofabricated from diamond [184, 266]. GeV centers are

incorporated into devices at low density using 74 Ge+ ion implantation (109 Ge+ cm−2)
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Figure 4.2: (a) Schematic of a diamond nanophotonic device. Devices are 100m long and
480 nm wide and consist of a waveguide (red box), a partially-reflective Bragg mirror (purple
box), and a taper (black box) for coupling to a tapered single-mode optical fiber. (b) Saturation
response for a single GeV under continuous-wave, 520 nm excitation at T = 300K, measured as
a function of optical power at the microscope objective. The solid curve is a fit to a two-level
saturation model (appendix A.2). (c) Intensity autocorrelation demonstrates antibunching of
g(2)(0) = 0.08± 0.02. The solid curve is a single-exponential fit. (d) GeV excited state lifetime
measurement at different temperatures in waveguides (red) and bulk diamond (blue). Error bars
represent standard deviation of measured lifetimes of seven different emitters. For T > 300K,
the lifetime was measured for a single GeV in a waveguide (red diamonds).

and subsequent high temperature annealing at 1200 ◦C, leading to spatially-resolvable

single emitters [86, 319]. We couple a single-mode tapered optical fiber to the waveguide

with ∼ 50% coupling efficiency by positioning it in contact with a tapered section of

the diamond [87, 184, 298]. We implement this technique under a confocal microscope

(described in [87] and appendix A.1), enabling both free-space and fiber-based collection

of fluorescence from GeV centers.

We first measure the ZPL emission of a single GeV in a waveguide under continuous-

wave 520 nm off-resonant excitation at room temperature [Fig. 4.2(b)]. Collecting via

the tapered fiber, we observe a maximum single-photon detection rate of 0.56±0.02 Mcps

(million counts per second) on the narrowband ZPL around 602 nm, limited by excitation
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laser power. The single-photon nature of the emission is verified by antibunching of ZPL

photons [Fig. 4.2(c)], measured at I/Isat ∼ 0.5 where I and Isat (4.7±0.2 mW at 520 nm)

are applied and saturation intensities respectively. To better understand the optical

properties of the GeV, we measure its excited state lifetime at different temperatures

with 532 nm pulsed excitation [Fig. 4.2(d)]. The GeV lifetime does not display significant

temperature dependence up to T = 450K at which local vibrational modes with ∼

60meV energy [195, 320] have finite occupation (n̄ ∼ 0.27). This demonstrates that

multi-phonon relaxation paths play a negligible role in determining the excited state

lifetime [193], suggesting a high radiative quantum efficiency. A statistically significant

difference in lifetime for waveguide (6.6±0.3 ns) and bulk (6.0±0.1 ns) emitters implies

a high sensitivity to the local photonic density of states [183, 324, 325], providing further

evidence of a high radiative quantum efficiency.

4.3 Optical coherence properties

To study coherence properties of single GeV centers in a waveguide, we use resonant

excitation on transition 1-3 [Fig. 4.1(b)] at T = 5K. We scan the frequency of the

laser over the GeV resonance and record the fluorescence in the phonon-sideband (PSB)

collected into the tapered fiber. This technique yields a linewidth of 73± 1 MHz after 5

minutes of averaging at low excitation intensity [Fig. 4.3(a)]. The measured linewidth

of a GeV in a nanophotonic structure is within a factor of 3 of the lifetime-broadened
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Figure 4.3: (a) Transition 1-3 linewidth of a GeV in a waveguide at T = 5K, taken under
resonant excitation at I/Isat ∼ 0.01. The solid curve is a Lorentzian fit. (Inset) Linewidth as
a function of temperature, PL spectrum measured on a spectrometer under 520 nm excitation.
Different colored points correspond to different emitters. The solid curve is a fit to a T 3 model
(appendix A.3). (b) Optical Rabi oscillations. Fluorescence is measured on the PSB under
resonant excitation. The solid curves are fits to a two-level model (appendix A.4). (Inset) The
Rabi oscillation decay rate scales linearly as a function of temperature for T < 10K.

limit, γ0/(2π) = 26 ± 1 MHz (appendix A.3). The measured linewidth increases with

temperature up to T = 300K [inset of Fig. 4.3(a)], due to phonon broadening that scales

as a+ b(T − T0)
3 [a = 0.0± 0.2 nm, b = (1.9± 0.5)× 10−7 nmK−3, T0 = (−13± 23) K]

for T > 50K. The T 3 scaling suggests that optical coherence is limited by a two-phonon

orbital relaxation process for T > 50K, similar to the case of the SiV [193].

In Fig. 4.3(b) we demonstrate coherent control over the GeV optical transition 1-3 by

applying a resonant 40-ns pulse and observing optical Rabi oscillations using photons
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detected on the PSB. At high excitation power, the GeV optical transition undergoes

spectral diffusion of roughly 300MHz about the original resonance frequency. In order

to mitigate spectral diffusion at high excitation intensities, we use an active feedback

sequence [130, 326] that stabilizes the GeV resonance frequency while maintaining a

high duty cycle on resonance (appendix A.4). This procedure enables high contrast

oscillations at a Rabi frequency of 310 ± 2 MHz with a decay time of 6.59 ± 0.02 ns

at 5K, close to the excited state lifetime of 6.1 ± 0.2 ns. The decay rate of Rabi

oscillations increases linearly with temperature [inset in Fig. 4.3(b)], suggesting that

a single-phonon orbital relaxation process limits optical coherence at low temperatures

between T = 5K and T = 10K, again similar to the case of the SiV [193].

4.4 Single-photon nonlinearity

These excellent optical properties allow us to observe the extinction of resonant trans-

mission through a single GeV center in a waveguide, as demonstrated in Fig. 4.4. We

focus the excitation on the Bragg mirror in order to scatter laser light into the waveguide.

We collect the light transmitted through the GeV into the tapered fiber, separating the

transmitted and fluorescence (PSB) components using a bandpass filter [Fig. 4.4(a)].

We find that on resonance, a single GeV reduces waveguide transmission by 18 ± 1%

[Fig. 4.4(b)]. The extinction of resonant light by a single quantum emitter is an effective

measure of the strength of emitter-photon interactions, and is related to the emitter-
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Figure 4.4: (a) Schematic for single-pass transmission measurement. The resonant excitation
(I/Isat ∼ 0.02) is focused on the Bragg mirror to scatter light into the waveguide. We collect
transmitted light into the tapered optical fiber and subsequently separate the transmission and
fluorescence (PSB) using a bandpass filter. (b) Transmission spectrum of the GeV-waveguide
device, showing 18± 1% extinction on resonance. Transmission is shown on top (right axis) in
orange and PSB fluorescence is shown on the bottom (left axis) in red. The solid curves are
Lorentzian fits.

waveguide cooperativity C = Γ1D/Γ
′, the ratio of the decay rate into the waveguide

Γ1D, to the sum of atomic decay rates to all other channels and dephasing Γ′ [321, 322].

From the measured extinction from a single GeV, we directly obtain the GeV-waveguide

cooperativity of C ≥ 0.10 ± 0.01 (appendix A.5). Because the GeV is a multi-level

system with finite thermal population in level 2 at T = 5K, the cooperativity extracted

from transmission of light resonant with transition 1-3 is a lower bound and can be

improved by initializing the GeV in state 1 by optical pumping [87].

The extinction of resonant light results from destructive interference between the

driving field (a local oscillator) and resonance fluorescence from the GeV, and in general
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Figure 4.5: (a) Schematic for homodyne interferometer. We excite (I/Isat ∼ 0.02) and
collect through two ports of a fiber beamsplitter (BS). We use polarization paddles to change
the excitation polarization. (b) Homodyne interfererometry with a single GeV. The reflected
signal is shown on top (right axis) at two different input polarizations (orange and blue). PSB
fluorescence is shown on the bottom (left axis) in red. The solid red curve is a Lorentzian
fit and the solid blue and orange curves are fits to a phenomenological model (appendix A.6).
(c) Autocorrelation measurement. We perform Hanbury Brown-Twiss interferometry on the
reflected field in the case of destructive interference for single photons. We measure bunching
of g(2)(0) = 1.09 ± 0.03 with a decay time τb = 6.2 ± 2.7 ns. The solid curve is an exponential
fit (appendix A.6).

depends on the relative phase between them [327]. This phase can be controlled in a

homodyne measurement involving a laser field and GeV resonance fluorescence in the
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stable nanophotonic interferometer depicted in Fig. 4.5(a). Here, the laser light is

injected through one port of a fiber beamsplitter connected to the tapered fiber and

collected via a second beamsplitter port. The reflected field at ZPL wavelengths consists

of interference between GeV resonance fluorescence and the near-resonant excitation

laser light reflected back into the fiber by the Bragg mirror, which acts as a local

oscillator. We vary the relative amplitude and phase of the local oscillator with respect

to the GeV resonance fluorescence by modifying the polarization of input laser light (for

details, see (appendix A.6). Using this technique, we observe the change in lineshape

of the output light from symmetric, corresponding to destructive interference (orange),

to dispersive (blue) [Fig. 4.5(b)].

Finally, Fig. 4.5(c) demonstrates the quantum nonlinear character of the coupled

GeV-waveguide system. In the homodyne measurement, the local oscillator is a weak

coherent state with non-negligible single and two-photon components, whereas the GeV

resonance fluorescence consists of only single photons. In the case of large single atom-

photon interaction probability, a single photon in the waveguide mode can saturate the

GeV center and a single GeV can alter the photon statistics of the output field [321]. As

an example, in the case of destructive interference between the two fields, the output

field consists preferentially of two-photon components from the local oscillator, resulting

in photon bunching. We probe the photon statistics of the homodyne output field using

Hanbury Brown-Twiss interferometry and observe, in the case of destructive interference,

g(2)(0) = 1.09 ± 0.03 [Fig. 4.5(c)]. This observation provides direct evidence of device

81



nonlinearity at the level of a single photon [87, 321, 323].

4.5 Conclusion

We next turn to the discussion of our experimental observations. The GeV excited state

lifetime [Fig. 4.2(d)] sets a theoretical upper bound on the single-photon flux from a

GeV center of roughly 160 Mcps. From the saturation curve in Fig. 4.2(b), we infer

that the maximum possible ZPL single-photon detection rate is 0.79 ± 0.02 Mcps in

our experiment. Accounting for the ZPL branching ratio and setup inefficiencies, we

estimate that per excitation, the probability of emission of a photon into the waveguide

mode is at least 0.1 (appendix A.2) [183]. These measurements demonstrate that a

single GeV center in a diamond waveguide is an efficient source of narrowband single

photons.

The cooperativity measured in the transmission experiment (Fig. 4.4) is reduced by

a combination of line-broadening mechanisms and multi-level dynamics [87, 321]. Since

the branching ratios of the GeV optical transitions are not yet known, it is difficult to

develop a comprehensive model of the population dynamics. Using a simple three-level

model, we estimate the phonon relaxation rate using γp = 2γRabi− 3
2γ0 [326], where γRabi

is the decay rate of Rabi oscillations, and γ0 (γp) is the excited state (phonon) relaxation

rate. Using the measured value of γRabi/(2π) = 24±0.1 MHz from Fig. 4.3(b), we infer

that phonon relaxation leads to γp/(2π) = 9± 2 MHz of Markovian line-broadening at
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T = 5K. Therefore, the observed 73MHz linewidth is limited at 5K by a combination

of phonon relaxation and residual spectral diffusion and can likely be reduced further

at lower temperatures, as demonstrated for GeV centers in bulk diamond [180].

The present observations, together with recent advances involving SiV centers [87],

demonstrate significant potential for the realization of quantum nanophotonic devices

using the family of color centers in diamond with inversion symmetry [199]. The

negatively-charged GeV center investigated here also has an electronic spin (S = 1/2)

degree of freedom that can be manipulated using optical and microwave fields, making

it a promising spin-photon interface [180]. As in the case of the SiV, coherence between

GeV orbital and spin sublevels is limited by phonon relaxation at finite temperatures.

Ongoing efforts to suppress these relaxation processes at lower temperatures should

result in long spin coherence times [193].

Our observations also point to some key differences in the optical properties of GeV

and SiV centers. In particular, the GeV excited state lifetime [Fig. 4.2(d)] shows

negligible temperature dependence and high sensitivity to changes in the local photonic

density of states, indicating the primarily radiative nature of the decay. By contrast,

the excited state lifetime of the SiV has strong temperature dependence [193] and does

not respond as sensitively to changes in the local photonic density of states [86]. These

observations demonstrate that the GeV has a higher quantum efficiency than the SiV

and directly result in the strong extinction of light in a single-pass, without the need

for a slow-light waveguide or cavity. In particular, the large extinction observed from
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a single GeV is competitive with single-pass transmission experiments using trapped

atoms [328], ions [329], molecules [330], and quantum dots [331].

These observations open up exciting prospects for the realization of coherent quan-

tum optical nodes with exceptionally strong atom-light coupling. In particular, the high

quantum efficiency of the GeV, when integrated into diamond nanocavities with previ-

ously demonstrated quality factor-mode volume ratios Q/V > 104 [184, 266], could

enable device cooperativities C > 100, leading to deterministic single atom-photon

interactions. GeV orbital and spin coherence properties can be improved by cooling

devices below 1K, potentially yielding long-lived quantum memories [193]. Arrays of

such strongly-coupled GeV-nanophotonic devices could be used as a basis for the realiza-

tion of integrated quantum optical networks with applications in quantum information

science [42] and studies of many-body physics with strongly interacting photons [314].
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5
Photon-mediated interactions between

quantum emitters in a diamond

nanocavity

5.1 Introduction

Photon-mediated interactions between quantum emitters are an important building

block of quantum information systems, enabling entanglement generation and quantum

logic operations involving both stationary qubits and photons [52, 188]. Progress in

cavity quantum electrodynamics (QED) with trapped atoms and ions [332], supercon-

ducting qubits [333] and self-assembled quantum dots [16] has created possibilities for
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engineering such interactions. In particular, coherent multi-qubit interactions medi-

ated via a cavity have been demonstrated in the microwave domain using circuit QED

[334]. Extending such interactions to the optical domain could enable key protocols in

long-distance quantum communication [52, 335]. This goal is challenging due to the

difficulty of achieving strong cavity coupling and individual control of multiple resonant

quantum emitters. Recently, cavity-modified collective scattering has been observed in

two-ion [336] and two-atom [337] systems. Signatures of cavity-mediated interactions

between quantum dots have also been reported [338, 339]. However, the realization of

controlled, coherent optical interactions between solid-state emitters is difficult due to

inhomogeneous broadening and decoherence introduced by the solid-state environment

[16, 339].

5.2 High-cooperativity nanophotonic interface to multiple SiV cen-

ters

We realize controllable optically-mediated interactions between negatively-charged silicon-

vacancy (SiV) color centers coupled to a diamond photonic crystal cavity (Fig. 5.1A) [87].

SiV centers in diamond are atom-like quantum emitters featuring nearly lifetime-limited

optical linewidths with low inhomogeneous broadening, both in bulk [85] and in nanos-

tructures [86]. We integrate SiV centers into devices consisting of a one-dimensional

diamond waveguide with an array of holes defining a photonic crystal cavity with qual-
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ity factor Q ∼ 104 and simulated mode volume V ∼ 0.5
(

λ
n=2.4

)3 (Fig. 5.1B) [184]. SiV

centers are positioned at a single spot in these devices with 40 nm precision by targeted

implantation using a focused beam of 29Si ions, yielding around 5 SiV centers per de-

vice [87]. The diamond waveguide is tapered and adiabatically coupled to a tapered

single-mode fiber, enabling collection efficiencies from the waveguide into the fiber of

more than 90% [184]. These devices are placed in a dilution refrigerator with an in-

tegrated confocal microscope (appendix B.1.1). At 85mK, SiV centers are completely

polarized into the orbital ground state [165]. Here, we use optical transitions between

the lowest-energy orbital states in the electronic ground and excited states. The SiV

electronic spin degeneracy is lifted by applying a magnetic field up to 10 kG [165, 179].

The cavity resonance frequency ωc is tuned using gas condensation (appendix B.1.4).

The coupling between SiV centers and the cavity is characterized by scanning the

frequency of a laser incident on one side of the device from free space while monitoring

the transmitted intensity in the collection fiber. The resulting transmission spectrum

(Fig. 5.1C) reveals strong modulation of the cavity response resulting from the coupling

of spectrally-resolved SiV centers to the cavity mode. For instance, two SiV centers near

the cavity resonance each result in almost-full extinction of the transmission through

the cavity (Fig. 5.1C), lower spectrum) [186]. In contrast, when the cavity is detuned

from the SiV by several cavity linewidths (κ), the spectrum shows a narrow peak near

each SiV frequency (Fig. 5.1D), corresponding to an atom-like dressed state of the SiV-

cavity system with high transmission [334]. The resonance linewidth (Γ) changes by
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more than an order of magnitude depending on the SiV-cavity detuning (∆ = ωc −

ωSiV). This can be understood through Purcell enhancement, which predicts Γ(∆) ≈

γ + 4g2

κ
1

1+4∆2/κ2
where g is the single-photon Rabi frequency, κ is the cavity energy

decay rate and γ is twice the decoherence rate due to free-space spontaneous emission

and spectral diffusion. For the strongest-coupled SiV in the device used in Fig. 5.1,

linewidths range from Γ(0) = 2π × 4.6 GHz on resonance to Γ(7κ) = 2π × 0.19 GHz

≈ γ when the cavity is far detuned. The measured Γ(0) corresponds to an estimated

lifetime of 35 ps compared to the natural SiV lifetime of 1.8 ns [87]. These measurements

give cavity QED parameters {g, κ, γ} = 2π × {7.3, 48, 0.19} GHz, corresponding to a

cooperativity (the key cavity-QED figure of merit) C = 4g2

κγ ∼ 23 (appendix B.3.2).

This order-of-magnitude improvement in SiV-cavity cooperativity over previous work

[87, 294] primarily results from the decreased cavity mode volume [184].

5.3 Photon-mediated interactions between two SiVs

As is evident from Fig. 5.1C, SiV centers are subject to inhomogeneous broadening, re-

sulting predominantly from strain within the device [86, 244]. This broadening is smaller

than that of other solid-state emitters compared to their lifetime-limited linewidths

[16, 338, 339]. In fact, the frequencies of some SiV centers within the same devices

are nearly identical. We study the cavity-mediated interaction between a pair (SiV 1

and SiV 2 in Fig. 5.1) of such nearly-resonant SiV centers (SiV-SiV detuning δ = 2π×
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Figure 5.1: High cooperativity SiV-photon interface. (A) Schematic of a diamond
nanocavity containing two SiV centers. (B) Scanning electron micrograph of a nanocavity. (C)
Transmission spectrum of the coupled SiV-cavity system (blue). The broad Lorentzian response
of an empty cavity (dashed) is modulated by cavity-coupled SiVs. Near the cavity resonance
(lower panel), two SiVs each result in greater than 95% extinction in transmission and are
broadened by the Purcell effect (Γ(∆ = 0) = 2π×4.6GHz). (D) In the dispersive regime
(∆ = 2π×79GHz ∼ 2κ), SiVs appear as narrow peaks in transmission (Γ(∆) = 2π×0.5GHz).
The solid lines in (D) and the lower panel of (C) are fits to a model (appendix B.3).

0.6GHz) coupled to the cavity in the dispersive regime, that is, with large SiV-cavity

detuning (∆ = 2π× 79GHz > κ, Fig. 5.1A). To identify resonances associated with

individual SiV centers, we selectively ionize either SiV into an optically-inactive charge

state by applying a resonant laser at powers orders-of-magnitude higher than those used

to probe the system(appendix B.4.1). This allows measurement of each of the SiV cen-

ters’ spectra individually, with the other parameters (such as ∆) fixed (Fig. 5.2A, gray

data).

When both SiV centers are in the optically-active charge state, the splitting between
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Figure 5.2: Cavity mediated SiV-SiV interactions. (A) Transmission spectrum of two
nearly-resonant SiVs (δ = 2π× 0.56GHz) at cavity detuning ∆ = 2π× 79GHz. When both
SiVs are coupled to the cavity, superradiant (bright) |S⟩ and subradiant (dark) |D⟩ states are
formed (black). Spectra of non-interacting SiVs are shown in gray. (B) Transmission spectrum
of the same SiVs at ∆ = 2π×−55GHz and δ = 2π× 2GHz. Inset: ratio of |S⟩ (red) and |D⟩
(blue) state linewidths to the single-SiV linewidth at ∆ = 2π× 79GHz as a function of δSD.
The resonance frequencies of these SiVs slowly drift due to spectral diffusion [86], allowing us to
measure the linewidths of |S⟩ and |D⟩ at different δSD. The gray dashed line and shaded region
are the average and standard deviation of the single-SiV linewidths. The dotted line corresponds
to the SiV linewidth γ without Purcell enhancement, demonstrating that |D⟩ at minimum δSD

is almost completely decoupled from the cavity. Solid lines in (A) and (B) are predictions based
on independently-measured SiV parameters (appendix B.4). (C) Energy diagram of two SiV
centers coupled to a cavity mode. Interaction via exchange of cavity photons at rate J = g2/∆
leads to collective |S⟩ and |D⟩ eigenstates (D).

the resonances increases. The new resonances (Fig. 5.2A, black data) also display dif-

ferent amplitudes compared with the single-SiV resonances, and are labeled as bright

(|S⟩) and dark (|D⟩) states. The linewidths of |S⟩ (|D⟩) are also enhanced (suppressed)

compared to those of the individual SiV centers (Fig. 5.2B, inset). At a cavity detuning

of the opposite sign (∆ = 2π× −55GHz), the sign of the energy splitting δSD between

|S⟩ and |D⟩ is reversed (Fig. 5.2B). The observation that ∆ affects δSD indicates that

this effect arises from the cavity.

To understand these observations, we describe the system of two SiV centers coupled

90



to a cavity mode using the Hamiltonian [334, 340]:

Ĥ/ℏ = ωcâ
†â+ ω1σ̂

†
1σ̂1 + ω2σ̂

†
2σ̂2 + â† (g1σ̂1 + g2σ̂2) + â(g∗1σ̂

†
1 + g∗2σ̂

†
2)

where ωi is the frequency of the ith SiV center and â and σ̂i are the cavity photon

annihilation and ith SiV center’s electronic state lowering operators. Coherent evolution

under Ĥ is modified by cavity (κ) and SiV (γ) decay and decoherence (appendix B.2).

In the dispersive regime, Ĥ yields an effective Hamiltonian for two resonant (δ = 0) SiV

centers [334, 340]: Ĥeff/ℏ = J
(
σ̂1σ̂

†
2 + σ̂†1σ̂2

)
where J = g2

∆ (in our system, g1 ≈ g2 ≡ g).

Thus, the two SiV centers undergo a flip-flop interaction at rate J mediated by the

exchange of cavity photons (Fig. 5.2C). This interaction hybridizes the two SiV centers,

forming collective eigenstates from the SiV ground (|g⟩) and excited (|e⟩) states which,

for δ = 0, are |S⟩ = 1√
2
(|eg⟩ + |ge⟩) and |D⟩ = 1√

2
(|eg⟩ − |ge⟩) and are split by 2J

(Fig. 5.2D) [334]. The symmetric superradiant state |S⟩ has an enhanced coupling to

the cavity of
√
2g (making it “bright” in transmission) and an energy shift of 2J = 2g

2

∆ ,

whereas the antisymmetric combination |D⟩ is completely decoupled from the cavity

(“dark” in transmission) and has zero energy shift [334, 339]. As δ/J increases, |D⟩

becomes visible and the individual SiV eigenstates are eventually recovered. The energy

shift of state |S⟩ is away from the cavity resonance, explaining the reversed energy

difference δSD upon changing the sign of ∆ (Fig. 5.2B). By comparing the data in

Fig. 5.2 to theory accounting for finite δ (Fig. 5.2, solid curves), the SiV-SiV interaction
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strength J = 2π× 0.6GHz is extracted. The splitting δSD (which is at least 2J) is

larger than the measured linewidths (for a single SiV, Γ(∆ = 79GHz) = 2π× 0.4GHz),

allowing these states to be spectrally resolved.

5.4 Cavity interface to SiV electronic spin degree of freedom

Next, the SiV center’s long-lived electronic spin degree of freedom [179] is used to control

the SiV-cavity transmission and two-SiV interaction. We apply a magnetic field to lift

the degeneracy of the spin sublevels in the ground (spin states |↑⟩ and |↓⟩) and optically-

excited (|↑′⟩ and |↓′⟩) states. The Zeeman shifts are different for each orbital state and

depend on the magnitude and orientation of the field with respect to the SiV center’s

symmetry axis, yielding spectrally-distinguishable spin-selective optical transitions at

frequencies ω↑ and ω↓ (Fig. 5.3A). In general, the splitting between these frequencies is

maximized for off-axis magnetic fields [179]. Any off-axis magnetic field also prevents

the optical transitions from being perfectly cycling, allowing the SiV center to be ini-

tialized into |↑⟩ by pumping at ω↓ and vice versa [252, 253]. Coupling spin-selective

transitions to the cavity mode enables high-contrast spin-dependent modulation of the

cavity transmission [341].

We demonstrate this effect using an SiV center in the dispersive regime (∆ ∼ 2κ).

Here, the optical transition linewidth is narrow, allowing us to resolve these transitions

in a 9 kG field well-aligned with the SiV center’s symmetry axis where the transitions
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Figure 5.3: Cavity-assisted spin initialization and readout. (A) Simplified level struc-
ture of the SiV in a magnetic field. An optical transition at frequency ω↑ (green arrow) initializes
the SiV spin into |↓⟩ by optical pumping via a spin-flipping transition (dashed line). (B) Spin-
dependent optical switching in the dispersive regime. State |↓⟩ is not coupled to the probe at
frequency ω↑ which is therefore reflected (red). Initialization into |↑⟩ results in transmission
of the probe field (blue). (C) Photon number distributions for transmission in the dispersive
regime for initialization into |↑⟩ (blue) and |↓⟩ (red) are well-resolved (mean n↑ = 96, n↓ = 16)
in a 7ms window (gray region in (C)), demonstrating single-shot spin-state readout with 97%
fidelity.

are highly cycling (branching fraction ∼ 1 − 10−4) [165]. The spin is initialized in |↓⟩

or |↑⟩ via optical pumping and the system is probed in transmission. When the spin

is in |↓⟩, the interaction with the probe at ω↑ is negligible and the probe is reflected

by the detuned cavity (Fig. 5.3B, red curve). When the spin is in |↑⟩, single photons

at frequency ω↑ are transmitted via the SiV-like dressed state (blue curve) for a time

(12ms) determined by the cyclicity of the transition [165]. The distribution of photon

counts detected in a 7ms window when the spin is initialized in |↑⟩ (red) versus |↓⟩ (blue)

(Fig. 5.3D) are well-resolved, allowing the spin state to be determined in a single shot

with 97% fidelity (appendix B.5). We also perform this experiment in the resonant-

cavity regime and observe spin-dependent transmission switching with 80% contrast
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(appendix B.6).

5.5 Spin-dependent photon-mediated interaction between two SiV

centers

The combination of spin control, high-cooperativity coupling and a small inhomoge-

neous distribution of SiVs enables controllable optically-mediated interactions between

multiple SiV centers. We focus on two SiV centers (SiV 1 and SiV 2 in Fig. 5.1) in the dis-

persive regime (∆ = 2π× 109GHz) with {g1 ≈ g2, κ, γ1 ≈ γ2} = 2π×{7.3, 39, 0.5} GHz

(C ≈ 11) and an initial two-SiV detuning δ = 2π× 5GHz (appendix B.7). We sweep

the magnitude of a magnetic field oriented almost orthogonal to the SiV symmetry axis

and tune transitions |↑1⟩ → |↑′1⟩ and |↓2⟩ → |↓′2⟩ (which have opposite Zeeman shifts)

in and out of resonance (Fig. 5.3A). At each magnetic field, a continuous field Ω1 or Ω2

is used to optically pump either SiV 1 or SiV 2 into the spin state resonant with a weak

probe field Ωp measuring the transmission spectrum of the system, thus enabling control

measurements where only one spin is addressed by Ωp at a time (Fig. 5.4B, gray). The

single-spin transmission spectra at each field are summed to form a composite spectrum

of the two-SiV system (Fig. 5.4C), which displays an energy level crossing of the two

SiV transitions characteristic of non-interacting systems.

Measurements were then made in the interacting regime by preparing the spins into

|↑1⟩ |↓2⟩ by simultaneously applying Ω1 and Ω2. The two-SiV transmission spectrum
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in |↑1⟩ |↓2⟩ with Ω1 and Ω2 and probed by sweeping Ωp. When Ω1(Ω2) is off, Ωp is sufficiently
strong to ensure initialization in |↓1⟩ (|↑2⟩) as it sweeps across the relevant SiV 1 (2) transition.
(B) Spin-dependent transmission spectra at 4.3 kG. Gray: Spectra of single SiVs in the nonin-
teracting combinations of spin states. Black: Spectrum of two interacting SiVs, demonstrating
formation of |S⟩ and |D⟩. (C) Composite spectrum of the system at different two-SiV detun-
ings, demonstrating a level crossing characteristic of non-interacting systems. The solid lines are
the fitted single-SiV energies of |↑′1⟩ |↑2⟩ and |↓1⟩ |↓′2⟩ as a function of magnetic field. (D) An
avoided crossing is visible in cavity transmission when the spins are prepared in the interacting
state |↑1⟩ |↓2⟩. (E) Predicted spectrum. The red and blue lines in (D) and (E) are predicted
energies of |S⟩ and |D⟩(appendix B.7).

demonstrates the formation of superradiant and subradiant states (Fig. 5.4B, black)

that exist only for this combination of spin states. Spectra as a function of applied

magnetic field (Fig. 5.4D) demonstrate an avoided crossing arising from spin-dependent

interactions between the two SiV centers [334]. These experimental observations agree

with an analysis based on a complete microscopic model of the system (appendix B.2)

including independently-measured SiV-cavity parameters (Fig. 5.4E). For these exper-
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iments (Fig. 5.4), an active preselection sequence is used to stabilize the SiV spectral

positions (appendix B.7.1). Similar observations were reproduced in a separate device

on the same chip( appendix B.7.5).

5.6 Conclusion

This optically-mediated interaction between quantum emitters could be used to realize

key quantum information protocols, including cavity-assisted entanglement generation

[188, 335, 340], efficient Bell-state measurements [186, 342] and robust gates between

emitters in distant cavities [52]. To implement these schemes with high fidelity, qubits

should be encoded in long-lived electronic spin states. Recent work has demonstrated

that the SiV spin can be used as a long-lived quantum memory [165] that can be ma-

nipulated with microwave [165, 254] and optical fields [343]. Although the present work

relies on magnetic field tuning of the SiV frequencies, recently-developed techniques in-

cluding strain [244] or Raman tuning [87] can be applied to individual devices, allowing

our approach to be extended to the chip scale. The infidelity associated with many

deterministic cavity-mediated operations scales as C−1/2 [342] or C−1 [335] and can

therefore be mitigated with improved cooperativity. While the cooperativity C ∼ 20

achieved here is among the largest demonstrated in the optical domain, it can be im-

proved by at least an order of magnitude by increasing the cavity Q/V and by reducing

sources of spectral diffusion limiting γ (appendix B.4.2). Alternatively, the cooperativ-
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ity could be enhanced by using different quantum emitters, such as the GeV [75] or SnV

[197] centers in diamond with higher quantum efficiencies [75]. Near-unity fidelities can

also be achieved with existing cooperativities using heralded schemes where errors can

be suppressed via error detection with an auxiliary qubit [342]. Furthermore, our system

could be used to efficiently generate non-classical states of light [344], which are use-

ful in, for example, measurement-based quantum computing. On-chip integration and

GHz-level bandwidths make our system well-suited for exploring potential applications

in quantum networking, including the implementation of efficient quantum repeaters

[342] and distributed quantum computing.
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6
An integrated diamond nanophotonic

quantum network node

6.1 Introduction

The realization of quantum networks is one of the central challenges in quantum science

and engineering with potential applications to long-distance communication, non-local

sensing and metrology, and distributed quantum computing [42, 61, 63, 68, 80]. Practi-

cal realizations of such networks require individual nodes with the ability to process and

store quantum information in multi-qubit registers with long coherence times, and to ef-

ficiently interface these registers with optical photons. Cavity quantum electrodynamics

(QED) is a promising approach to enhance interactions between atomic quantum memo-
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ries and photons [16, 94, 332, 345, 346]. Trapped atoms in optical cavities are one of the

most developed cavity QED platforms for quantum processing, and have demonstrated

gates between atoms and photons [347] as well as interactions between multiple qubits

mediated by the optical cavity [348]. While these experiments have demonstrated all of

the individual components needed for a quantum network, combining them to realize a

full-featured node remains an outstanding challenge.

Nanophotonic cavity QED systems with solid-state emitters are appealing candidates

for realizing quantum nodes as they can be interfaced with on-chip electronic control and

photonic routing, making them suitable for integration into large-scale networks [16, 349].

Numerous advances towards the development of such nodes have been made recently.

Self-assembled quantum dots in GaAs have been efficiently interfaced with nanophotonic

structures, enabling a fast, on-chip spin-photon interface [16, 17]. Nitrogen-vacancy

color centers in diamond (NVs) have demonstrated multi-qubit quantum processors

with coherence times approaching one minute [19], and have been used to implement

quantum error correction [350] and teleportation [163]. Despite this rapid progress,

functional nodes combining all the necessary ingredients in a single device have not yet

been realized. For example, quantum memory times in quantum dots are limited to

a few s by the dense bath of surrounding nuclear spins [312]. Conversely, an efficient

nanophotonic interface to NVs remains elusive, in part due to the degradation of their

optical properties inside nanostructures arising from electrical noise induced by the

fabrication [82, 238].
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Figure 6.1: (a) Schematic of a SiV-nanophotonic quantum register. A diamond nanostructure
with embedded SiV centers and ancillary 13C nuclei are coupled via a waveguide to a fiber
network. Spins are controlled by an on-chip microwave CPW at 0.1K. (b) Scanning electron
micrograph of several devices. The gold CPW is designed to localize microwave fields around
the cavity center (green inset).

In this Letter, we demonstrate an integrated network node combining all key ingredi-

ents required for a scalable quantum network. This is achieved by coupling a negatively

charged silicon-vacancy color-center (SiV) to a diamond nanophotonic cavity and a

nearby nuclear spin, illustrated schematically in Fig. 6.1(a). The SiV is an optically

active point defect in the diamond lattice [178, 179]. Its D3d inversion symmetry results

in a vanishing electric dipole moment of the ground and excited states, rendering optical

transitions insensitive to electric field noise typically present in nanofabricated structures
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[85, 87]. We enhance interactions between SiVs and optical photons by incorporating

them into nanocavities (chapter 7), which are critically coupled to on-chip waveguides.

Itinerant photons in a fiber network are adiabatically transferred to this waveguide,

allowing for the collection of reflected photons with efficiencies exceeding 90% [184]. Af-

ter an initial optical characterization of the devices, a shorted, gold coplanar waveguide

(CPW) is deposited in close proximity to a small subset of cavities [Fig. 6.1 (b), inset]

(chapter 7.2). This enables coherent microwave manipulation of the SiV ground state

spin in a cryogenic environment (T < 0.1K), where phonon-mediated dephasing and

relaxation processes are mitigated [165, 193, 254].

In what follows, we characterize these devices in the context of the three key ingredi-

ents of a quantum network node: (i) an efficient spin-photon interface, (ii) a long-lived

quantum memory, and (iii) access to multiple interacting qubits.

6.2 Deterministic optical interface to highly coherent spin states

The efficient spin-photon interface is enabled by coupling to a diamond nanophotonic

cavity. For critically-coupled cavities, the presence of an SiV modulates the bare

nanocavity reflection spectrum with the strength of this modulation parametrized by

the cavity cooperativity C = 4g2/(κΓ) ∼ 38 (with the single photon Rabi frequency,

cavity, and atomic energy decay rate {g, κ, γ} = 2π×{5.6, 33, 0.1} GHz). For C > 1, we

expect high-contrast modulation for a small detuning (∆) between the cavity and the
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Figure 6.2: (a) Level structure of SiV spin-cavity system. The SiV optical transition at 737 nm
is coupled to the nanocavity with detuning ∆. Spin conserving transitions (purple, orange) are
split by an external magnetic field (Bext), at an angle α with respect to the SiV symmetry
axis. Photons are only reflected by the cavity when the SiV is in state |↑⟩. Microwave fields
at frequency f↑↓ coherently drive the qubit states. (b) Spin-dependent reflection spectrum for
Bext = 0.19T, α ≈ π/2 at ∆ = 0.25κ. Probing at the point of maximum contrast (fQ) results
in high-fidelity spin-photon correlations and single-shot readout (inset, F = 0.92). (c) SiV spin
coherence time T2(N = 64) > 1.5ms with dynamical decoupling. (inset) Fast microwave Rabi
driving of the SiV spin.

SiV resonance near 737nm. An external field Bext lifts the degeneracy of the SiV spin-12

sub-levels, creating spin-dependent reflection: photons at the frequency of maximum

contrast (fQ) are reflected from the cavity only when the SiV is in a specific spin state

([Fig. 6.2(a)], |↑⟩). In previous works, spin readout of the SiV was performed with Bext

parallel to the SiV symmetry axis, where the spin-conserving transitions are highly cy-

cling [165]. The high collection efficiency into a tapered fiber allows for fast single-shot

readout of the SiV even in a misaligned field [Fig. 6.2(b)], which is necessary for the

nuclear spin control described below. We observe a readout fidelity of F = 0.92 in 13 s
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even when only a few (∼ 10) photons are scattered.

We next demonstrate that the SiV spin in a nanocavity is a suitable quantum memory.

Microwave pulses at f↑↓ = 6.7GHz coherently manipulate the SiV spin qubit. The

resulting Rabi oscillations, which can be driven in excess of 80MHz while maintaining

acceptable sample temperatures (chapter 7.7.1), are shown in the inset of Fig. 6.2(c).

These rotations are used to probe the coherence properties of the spin via dynamical

decoupling sequences [Fig. 6.2(c)] [351, 352]. We measure the coherence time of the

SiV inside the nanocavity to be T2 > 1.5ms and scale with the number of decoupling

pulses as T2 ∝ N2/3. The coherence scaling observed here differs from that observed

in bulk diamond [165], and is similar to NVs near surfaces [353]. This suggests that

SiV memory in nanostructures is limited by an electron spin bath, for example residing

near the surface of the nanostructure or resulting from implantation-induced damage

(chapter 7.8).

6.3 Spin-photon entanglement

We now combine the efficient spin-photon interface and control over the SiV spin state

to demonstrate heralded storage of photonic qubit states in the spin-memory, a key

feature of a network node [346]. Fig. 6.3(a) outlines the experimental scheme, where

photonic qubits are prepared using time-bin encoding and mapped onto the SiV spin.

In our experiments, the SiV is first initialized into a superposition state |→⟩ ∝ |↑⟩+ |↓⟩
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by optical pumping followed by a microwave π
2 -pulse. A pair of weak coherent pulses

separated by δt = 30ns at frequency fQ are then sent to the cavity. The single photon

sub-space corresponds to an incoming qubit state |Ψi⟩ ∝ βe |e⟩ + βl |l⟩, where |e⟩ (|l⟩)

denotes the presence of a photon in the early (late) time-bin. As a photon can only be

reflected from the device if the SiV is in state |↑⟩ [Fig. 6.2(a)], particular components

of the initial product state can be effectively ”carved out” [348]. We invert the SiV

spin with a π-pulse between the arrival of the two time bins at the cavity, such that

a photon detection event indicates that the final state has no |e ↑⟩ or |l ↓⟩ component.

This leaves the system in the final spin-photon entangled state |Ψf⟩ ∝ βe |e ↓⟩+ βl |l ↑⟩.

The reflected photon enters a time-delay interferometer, where one arm passes through
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Figure 6.3: (a) Schematic for heralded photon storage. After photonic qubit is reflected off
the cavity, an X measurement on the photon heralds successful state transfer which is stored for
2T = 20 s. (b) Spin-photon storage fidelity. The state |±⟩ = |↓⟩ ± |↑⟩ is mapped onto the SiV,
with average fidelity F = 87(6)%.

104



a delay line of length δt, allowing the two time-bins to interfere and erase which-time-bin

information. As can be seen by expressing the final state in the corresponding photon

basis:

|ψ⟩f ∝ |+⟩ (βe |↓⟩+ βl |↑⟩) + |−⟩ (βe |↓⟩ − βl |↑⟩), (6.1)

a detection event on either the ‘+’ or ‘−’ arm of the interferometer represents a mea-

surement in the X-basis (|±⟩ ∝ |e⟩ ± |l⟩), effectively teleporting the initial photonic

state onto the electron (up to a known local rotation). We experimentally verify gener-

ation of the entangled state |ψ⟩f for input states |ψ⟩i = |±⟩ by measuring spin-photon

correlations (chapter 7.9), and use it to extract a teleportation fidelity of 0.92(6).

After detection of the heralding photon, we store the teleported photonic states (ini-

tially prepared in {|+⟩ or |−⟩}) in spin memory for 20 s by applying an additional

decoupling π-pulse on the SiV spin. The overall fidelity of teleportation and storage is

F = 0.87(6) after corrected for readout errors [Fig. 6.3(b)]. The quantum storage time

can be extended by additional decoupling sequences [Fig. 6.2(c)], enabling entanglement

distribution up to a T2-limited range of 500 km.

6.4 Coherent control of a multi-qubit register

In order to extend this range and to enable more generic quantum communication

protocols, we next demonstrate a two-qubit register based on the cavity coupled SiV

electronic spin and a nearby 13C nuclear memory. The 13C isotope of carbon is a spin-
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1
2 nucleus which has ∼ 1% natural abundance in diamond, and is known to exhibit

exceptional coherence times [19]. While direct radio-frequency manipulation of nuclear

spins is impractical due to heating concerns (chapter 7.10.4), control over 13C spins can

be achieved by adapting electron mediated techniques developed for nitrogen vacancy

(NV) centers [231, 247, 246, 354]. The physical principle of the SiV-13C interaction is

depicted in Fig. 6.4(a). The SiV generates a spin-dependent magnetic field BSiV at the

position of the 13C, which is located a few lattice sites away. This is described by a

hyperfine interaction Hamiltonian:

ĤHF = ℏA∥
Ŝz
2

Îz
2

+ ℏA⊥
Ŝz
2

Îx
2

(6.2)

where Ŝz,x (Îz,x) are the Pauli operators for the electron (nuclear) spin, and A∥,⊥ are the

coupling parameters related to the parallel and perpendicular components of BSiV with

respect to the bias field Bext [247, 354, 355]. Hyperfine interactions manifest themselves

in spin-echo measurements as periodic resonances [247], shown in Fig. 6.4(b) for an

XY8-2 decoupling sequence π/2− (τ −π− τ)16−π/2, where τ is the free evolution time.

The coherence envelope for this sequence is T2(N = 16) = 603 s [Fig. 6.4(b), upper

panel].

For weakly coupled 13C (A⊥ ≪ ωl, and A∥ ≪ ωl, as used in this letter), the positions

of the resonances [247]

τk ≈
2k + 1

2ωl

(
1− 1

2

(
A⊥
2ωl

)2
)
, (6.3)
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where ωl is the larmor frequancy of a bare 13C, are insensitive to specific 13C hyperfine

parameters at first order, rendering them indistinguishable at early times (τk ≪ 4 s,

[Fig. 6.4(b), red inset]). Individual 13C can be isolated at longer times [247] (chapter

7.10), and are used to engineer gates between a single 13C and the SiV [Fig. 6.4(b),

green inset].1 The fundamental two-qubit gate associated with such interaction is a

conditional ±π/2 rotation of the 13C-spin around the X axis (R±π/2x ), which is a maxi-

mally entangling gate. Together with unconditional rotations of the nuclear spin (which

are also generated via dynamical decoupling sequences), and MW rotations on the SiV,

these sequences form a universal set of gates for the register [247].

We characterize the 13C via Ramsey spectroscopy [Fig. 6.4(c)]. The nuclear spin

is initialized and read out via the optically addressable SiV spin by transferring pop-

ulation between the SiV and 13C (chapter 7.10). Depending on the SiV state before

the Ramsey sequence, we observe oscillations of the nuclear spin at its eigenfrequencies

ω2
↑,↓ =

(
ωl ±A∥/2

)2
+ (A⊥/2)

2), allowing us to determine the hyperfine parameters

{ωl, A∥, A⊥} = 2π{2.0, 0.70,−0.35}MHz. This coherence persists for T ∗2 > 2ms (chap-

ter 7.7), and can be further extended to T2 > 0.2 s by applying a single dynamical

decoupling π-pulse on the nucleus, demonstrating the exceptional memory of the 13C

nuclear spin [Fig. 6.4(d)].

We benchmark the two-qubit register by demonstrating an SiV-controlled X-gate
1This is in contrast with the NV center, which is a spin-1 system and therefore features a

linear shift of the resonances with coupling strength A∥ in the S = {0,−1} sub-system.
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Figure 6.4: (a) Schematic of an SiV coupled to nearby 13C nuclear spins. Orange (purple)
vectors are conditional fields when the SiV is in state |↑⟩ (|↓⟩). (b) XY8-2 spin-echo. (Top)
envelope for spin-echo shows a T2(N = 16) =603 s. XY8-2 at early times (Center) exhibits
collapses in signal due to interaction with nuclear spins. Single 13C cannot be identified at
early times (red inset), but separate from the bath at long times (green inset). (c) Ramsey
measurement on the 13C nuclear spin. The nuclear spin precesses at a different Larmor frequency
depending on whether the SiV is prepared in |↑⟩ (orange) or |↓⟩ (purple). Coherent oscillations
persist for T ∗

2 > 2ms (chapter 7.10). (d) Spin echo on 13C, revealing T2 > 0.2 s (e) Reconstructed
amplitudes for a CNOT gate transfer matrix.

(CNOT) on the 13C-spin by combining a R
±π/2
x with an unconditional nuclear π/2

rotation (chapter 7.10.3). This gate results in a spin flip of the 13C only if the SiV spin

is in the state |↓⟩ [Fig. 6.4(e)]. We use this gate to prepare a Bell state by initializing the
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register in |↓↓⟩, and applying a π/2-rotation gate on the SiV spin followed by a CNOT

gate. Correlation measurements yield a concurrence of C = 0.22(9) corresponding to a

Bell state fidelity of F = 0.59(4) after correcting for readout errors (appendix C.4.3).

6.5 Conclusion

Our experiments demonstrate the first prototype of a nanophotonic quantum network

node combining all necessary ingredients in a single physical system. We emphasize that

both spin-photon and spin-spin experiments are performed in the same device under

identical conditions (cavity detuning and bias field), thereby providing simultaneous

demonstration of all key requirements for a network node.

The main limitation on the demonstrated fidelities are related to the specific 13C in

the proximity of the SiV, requiring an unfavorable alignment of the external magnetic

field in order to isolate a single 13C. Specifically, the fidelity of two-qubit gates is lim-

ited by residual coupling to bath nuclei, SiV decoherence during the gate operations,

and under/over-rotations of the nuclear spin arising from the granularity of spin-echo

sequences. To reduce these errors, fine-tuned adaptive pulse sequences can be used

to enhance sensitivity to specific nearby 13C, and tailor the rotation angle and axis of

rotation [356, 357]. Alternatively, replacing gold with superconducting microwave copla-

nar waveguides will significantly reduce ohmic heating, and allow direct radio-frequency

control of nuclear spins. These improvements could also enable the realization of a deter-
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ministic two-qubit register based on 29SiV, which contains both electronic and nuclear

spins in a single defect [252] (chapter 7).

The fidelity of the heralded photon storage is limited primarily by single shot readout

and imperfect critical coupling of the cavity. The improvements of the nuclear spin

control mentioned above would allow for working in an external magnetic field aligned

to the SiV axis, which would improve readout fidelity from F ∼ 0.90 (reported here) to

0.99 [76] (chapter 7). The impedance mismatch of the cavity used in this experiment also

gives rise to residual reflections which are not entangled with the SiV. Over-coupled cav-

ities enable the use of a SiV spin-dependent phase flip for reflected photons, improving

both the fidelity and success probability of spin-photon interactions.

In conjunction with recent advances in controlling emitter inhomogeneity via elec-

tromechanical tuning [245], these techniques should allow for chip-scale fabrication of

quantum network nodes, laying the groundwork for the realization of scalable quantum

repeater [46, 80] architectures. The ability to store quantum information in highly co-

herent 13C nuclei, as well as the opportunity to extend these results to other group-IV

color-centers, may open up the possibility of operating such nodes at temperatures >

1K [88, 89, 167, 180]. Finally, the efficient quantum network node demonstrated in

this Letter could enable generation of multi-dimensional cluster states of many photons,

which could facilitate realization of novel, ultra-fast one-way quantum communication

architectures [143].
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7
Operating principles of an

SiV-nanocavity quantum network node

7.1 Introduction

Quantum networks have the potential to enable a plethora of new technologies including

secure communication, enhanced metrology, and distributed quantum computing [42, 61,

63, 68, 80]. Such networks require nodes which perform quantum processing on a small

register of interconnected qubits with long coherence times. Distant nodes are connected

by efficiently interfacing qubits with optical photons that can be coupled into an optical

fiber [Fig. 7.1(a)].

The prevailing strategy for engineering an efficient, coherent optical interface is that
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Figure 7.1: (a) Schematic of a quantum network. Nodes consisting of several qubits are coupled
together via an optical interface. (b) A quantum network node based on the SiV. SiV centers
and ancilla 13C are incorporated into a nanophotonic device and addressed with a coupled fiber
and microwave coplanar waveguide.

of cavity quantum electrodynamics (QED), which enhances the interactions between

atomic quantum memories and photons [16, 94, 305, 332, 346]. Nanophotonic cavity

QED systems are particularly appealing, as the tight confinement of light inside optical

nanostructures enables strong, high-bandwidth qubit-photon interactions [87, 323, 339].

In practice, nanophotonic devices also have a number of technological advantages over

macroscopic optical cavities, as they can be fabricated en-masse and interfaced with

on-chip electronics and photonics, making them suitable for scaling up to large-scale

networks [16, 349]. While strong interactions between single qubits and optical photons

have been demonstrated in a number of cavity QED platforms [16, 17, 163, 231, 332, 350],

no single realization currently meets all of the requirements of a quantum network node.
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Simultaneously achieving high-fidelity, coherent control of multiple long-lived qubits

inside of a photonic structure is a major outstanding challenge.

Recent work has established the silicon-vacancy color-center in diamond (SiV) as a

promising candidate for quantum networking applications [76, 165, 167, 343, 244, 358].

The SiV is an optically active point defect in the diamond lattice [178, 179]. Its D3d

inversion symmetry results in a vanishing permanent electric dipole moment of the

ground and excited states, rendering the transition insensitive to electric field noise

typically present in nanostructures [86]. Recent work has independently shown that SiV

centers in nanostructures display strong interactions with single photons [76] and that

SiV centers at temperatures below 100mK (achievable in dilution refrigerators) exhibit

long coherence times [165, 193]. While these results indicate the promising potential of

the SiV center for future quantum network nodes, significant technical challenges must

be overcome in order to combine these ingredients.

In this paper, we outline the practical considerations and approaches needed to build

a quantum network node with SiV centers in nanophotonic diamond cavities coupled

to ancillary nuclear spins [Fig. 7.1(b)] (chapter 6). Section 7.2 describes recent im-

provements to the fabrication techniques used to create and incorporate SiV centers

into high-quality factor, critically-coupled nanophotonic cavities with an efficient fiber-

optical interface. Section 7.3 describes the millikelvin experimental apparatus and sev-

eral common experimental protocols. Section 7.4 describes the SiV level structure and

electronic transitions, illusutrating the interplay of strain and magnetic field in enabling
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both coherent control of– and a photonic interface for– SiV spins. Sections 7.6, 7.7 and

7.8 outline experimental implementations of optical and microwave control of SiV cen-

ters, and use this control to create electron-photon Bell states with high fidelity in

section 7.9. Section 7.10 introduces techniques for coupling to additional qubits consist-

ing of naturally occuring 13C in diamond. We describe our method for initializing and

reading out these nuclear spins via the SiV, coherent control of 13C with microwave and

radio-frequency driving, probe the coherence of these nuclei, and finally entangle the

SiV with a nearby 13C and demonstrate electron-nuclear Bell states.

7.2 Nanophotonic device fabrication

7.2.1 Device design

The devices used in these experiments integrate nanophotonic cavities, implanted SiV

centers, and microwave coplanar waveguides onto a single diamond chip. Here we present

the fabrication process used to realize such devices.

Typically, high-quality photonic crystal resonators are fabricated from 2-D mem-

branes, which tightly confine light due to total internal reflection off of material bound-

aries. Difficulties in growing high-purity, single-crystal diamond films on non-diamond

substrates are one of the key challenges to fabricating such resonators in diamond

[359]. As a result, nanophotonic diamond structures must be etched out of bulk di-

amond, which requires non-traditional etching techniques. In particular, two methods
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Figure 7.2: (a) Schematic of the nanofabricataion process used to produce devices. I: Titanium-
HSQ mask is patterned using EBL. II: Pattern is transferred onto diamond using top down O2

RIE. III: Angled IBE is used to separate structures from substrate. IV: Devices are covered in
PMMA and implantation aperatures are formed using EBL. Device are then cleaned, implanted,
and annealed. V: PMMA is used in a litoff procedure to pattern gold microwave striplines.
VI: Final devices are cleaned and prepared for experiment. (b) Scanning electron micrographs
corresponding to steps II, III, and VI in the fabricaton procedure.

have emerged for creating freestanding diamond nanostructures: Isotropic undercutting

[268, 292] and angled ion-beam etching (IBE) [289]. In this work, we use the latter

technique, resulting in freestanding, triangular-cross-section waveguides.

Preliminary design of the nanophotic structures are described in appendix C.1, and

are optimized to maximize atom-photon interaction while maintaining high waveguide

coupling. To take advantage of the scalable nature of nanofabrication, these optimized

devices are patterned in sets of roughly 100 with slightly modified fabrication param-

eters. The overall scale of all photonic crystal cavity parameters are varied between
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different devices on the same diamond chip to compensate for fabrication errors (which

lead to unexpected variations in the resonator frequency and quality-factor). Due to

these errors, roughly one in six cavities are suitable for SiV experiments. Fortunately,

hundreds of devices are made in a single fabrication run, ensuring that every run yields

many usable devices.

The diamond waveguide region (as opposed to the photonic crystal cavity region

[Appendix. C.1]) has two distinguishing features. First, thin support structures are

placed periodically along the waveguide and are used to suspend the structures above

the substrate. These supports are portions of the waveguide which are adiabatically

tapered to be ∼ 30% wider than the rest of the waveguide, and take longer to etch

away during the angled etch process. By terminating the etch after normal waveguide

regions are fully etched through, these wide sections become ∼ 10 nm thick supports

which tether the waveguide structures to the substrate while minimizing scattered loss

from guided modes. Second, one end of the waveguide structure is adiabatically tapered

into free-space [184]. These tapers are formed by a linear taper of the waveguide down

to less than 50 nm wide over a 10m length. This tapered region can be coupled to a

similarly tapered optical fiber, allowing structures to efficiently interface with a fiber

network (chapter 7.3). This tapered end of the waveguide is the most fragile portion of

the structure, and can break after repeated fiber coupling attempts. This is often what

limits the total measurement lifetime of a device.

The number of devices (and thus the relative yield of the fabrication process) is limited
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by the maximum packing density on the diamond chip. This is primarily limited by

the need to accommodate 10m wide microwave coplanar waveguides (CPWs) between

devices, which are patterned directly onto the diamond surface to efficiently control

SiV spins using microwaves. Simulations (Sonnet Inc) of prospective design geometries

ensure that the CPW is impedance matched with our 50 feed lines, which minimizes

scattered power from the waveguides. Tapers in the CPW near the center of the cavity

regions concentrate current and increase the amplitude of the microwave field near

the SiVs, and CPWs are terminated with a short in order to ensure a magnetic field

maximum along the device.

7.2.2 Device fabrication

Fabrication of the diamond structures proceeds as described in ref. [184] with the notable

modification that the angled etch is conducted not with a Faraday cage loaded inside

a reactive ion etching chamber, but instead with an IBE. The Faraday cage technique

offered the benefit of simplicity and accessibility—requiring only that the reactive ion

etching chamber in question was large enough to accommodate the cage structure—but

suffered from large fluctuations in etch rate across the surface of the sample, as well

as between different fabrication runs, due to imperfections in the Faraday cage mesh.

These irregularities could be partially compensated for by repeatedly repositioning and

rotating the cage with respect to sample during the etch, but this process proved to

be laborious and imprecise. Instead, IBE offers collimated beams of ions several cm in
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diameter, leading to almost uniform etch rates across the several mm diamond chip. This

technique allowed for consistent fabrication of cavities with Q > 104, V < 0.6[λ/(n =

2.4)]3, and resonances within ∼ 10 nm of SiV optical frequencies.

Once the diamond cavities are fabricated [Fig. 7.2(a I-III)], SiV centers must be in-

corporated. To ensure the best possible atom-photon interaction rate (chapter 7.6),

SiVs should be positioned at the cavity mode maximum. Ideally, this requires implan-

tation accuracy of better than 50 nm in all 3 dimensions due to the small mode volume

(∼ 0.5[λ/(n = 2.4)]3) of the cavities used. In the past, implantation of silicon ions

(which form SiV centers following a high-temperature anneal) was done using focused

ion-beam implantation, but this technique required specialized tools and lacked the

accuracy necessary for maximally efficient mode coupling [87]. Instead, we adapt the

standard masked implantation technique and use commercial foundaries for ion implan-

tation.

For the implantation process, we repeatedly spin and bake MMA EL11 and PMMA

C4 (Microchem) to cover the nanophotonic cavities completely with polymer resist.

We then spin-coat a conductive surface layer of Espacer (Showa Denko). An E-beam

lithography (EBL) tool then aligns with large markers underneath the polymer layer,

allowing it to expose an area surrounding smaller, high-resolution alignment markers on

the diamond. The exposed regions are developed in a 1:3 mixture of MIBK:IPA. Espacer

is again spin-coated, and a second EBL write can be done, aligned to the high-resolution

markers. Based on these alignment markers, holes of less than 65 nm diameter (limited
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by the resolution of PMMA resist) are patterned onto the center of the photonic crystal

cavity which, after subsequent development, act as narrow apertures to the diamond

surface [Fig. 7.2(a IV)]. The rest of the diamond surface is still covered in sufficiently

thick PMMA to prevent ions from reaching masked portions of the device. Diamonds

are then sent to a commercial foundry (Innovion) where they are implanted with silicon

ions at the appropriate energy and dose [Fig. 7.2 (b)]. Annealing in a home-built vacuum

furnace at ∼1400K converts these implanted ions into SiV centers [86, 360].

CPWs are fabricated using a liftoff process similar to that used to create masked

implantation windows. The most notable difference is an additional oxygen plasma

descum after development to remove PMMA residue from the surface. Following devel-

opment, a 10 nm titanium film serves as an adhesion layer for a 250 nm thick gold CPW

[Fig. 7.2 (a V)]. Liftoff is performed in heated Remover PG (Microchem) [Fig. 7.2 (a VI)].

The metal thicknesses used here are chosen to improve adhesion of the gold, as well as

prevent absorption of cavity photons by the metallic CPW. We observe that the cavity

quality factor significantly degrades with gold films > 300 nm. Due to ohmic heating,

which can degrade the coherence properties of SiV spins (chapter 7.7, the length of the

CPW is constrained to address a maximum of roughly 6 devices.

Future improvements in diamond device performance will be predicated on improve-

ments of the fabrication technology. Device quality factors are currently limited by

deviations in device cross section caused by imperfect selectivity of the HSQ hard mask

to oxygen etching. Replacing this mask with a sufficiently smooth metal mask could
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result in improved etch selectivity and device performance. Isotropic undercut etching

could also lead to improved control over device cross sections and facilitate more so-

phisticated device geometries [292, 361] at the cost of reduced control over isotropically

etched surface roughness. Various techniques exist for the formation of smaller implan-

tation apertures [209, 362], but these techniques are difficult to use in conjunction with

implantation into completed nanophotonic devices. Finally, the use of superconducting

striplines could reduce heating, which would enable the CPW to potentially address

all devices on the diamond chip and allow for faster driving of SiV spin and nuclear

transitions (chapter 7.7, 7.10).

7.3 Experimental Setup

Experiments are performed in a home-built photonic-probe setup inside of a dilution

refrigerator (DR, BlueFors BF-LD250) [Fig. 7.3(a)]. The diamond substrate is mounted

to a gold-plated copper sample holder via indium soldering below the mixing chamber

in the bore of a (6,1,1) T superconducting vector magnet (American Magnetics Inc.)

anchored to the 4K stage. A thermal link between the device and the mixing cham-

ber plate is provided by gold-plated copper bars, as well as oxygen-free copper braids

(Copper Braid Products), ensuring maximal thermal conductivity between the mixing

chamber plate and the sample, which reaches a base temperature of roughly 60mK. We

address single nanophotonic devices via a tapered optical fiber, which can be coupled
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Figure 7.3: (a) Experiment schematic. Devices 1 are mounted in the bore of a SC magnet
2 inside of a dilution refrigerator, and imaged with wide-field imaging 3 and piezo steppers
4 . Devices are addressed with a tapered optical fiber 5 positioned using a second set of piezo
steppers 6 . Cavities are tuned using a nitrogen 7 . (b) Fiber network used to probe devices.
Excitation light is monitored 8 and sent to the device. Collected light is monitored 9 and
filtered 10 then sent to one or several SPCMs 11 . N.C. indicates no connection.

in-situ with collection efficiencies exceeding 90% [184]. The tapered fiber is mounted

to a 3-axis piezo stepper (ANPx101, ANPz101), and imaged in free-space by an 8f

wide-field scanning confocal microscope which focuses onto a cryo-compatible objective

(Attocube LT-APO-VISIR). This setup allows for coupling to several cavities during a

single cooldown.

Once coupled, the cavity resonance is red-shifted via nitrogen gas condensation [76].

A copper tube is weakly thermalized with the 4K plate of the DR and can be heated

above 80K in order to flow N2 gas onto the devices. This gas condenses onto the

photonic crystal, modifying its refractive index and red-shifting the cavity resonance.
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When the copper tube is not heated, it thermalizes to 4K, reducing the blackbody load

on the sample and preventing undesired gas from leaking into the vacuum chamber.

After red-tuning all devices in this way, each cavity can be individually blue-tuned

by illuminating the device with a ∼100W broadband laser via the tapered fiber, locally

heating the device and evaporating nitrogen. This laser-tuning can be performed very

slowly to set the cavity resonance with a few GHz. The cavity tuning range exceeds

10 nm without significantly degrading the cavity quality factor, and is remarkably stable

inside the DR, with no observable drift over several months of measurements.

In previous work [76], SiVs were probed in transmission via the free-space confocal

microscope focused onto a notch opposing the tapered fiber. Mechanical vibrations

arising from the DR pulse tube (∼1m pointing error at the sample position) result

in significant fluctuations in power and polarization of incoupled light. In this work,

we demonstrate a fully integrated solution by utilizing the same tapered fiber to both

probe the device and collect reflected photons. This approach stabilizes the excitation

path and improves the efficiency of the atom-photon interface, allowing for deterministic

interactions with single itinerant photons. High-contrast reflection measurements are

enabled by the high-cooperativity, critically-coupled atom-cavity system. Resonant light

is sent via the fiber network [Fig. 7.3(b)] and reflected off of the target device. We

pick off a small fraction (∼ 10%) of this signal and use it to monitor the wide-band

reflection spectrum on a spectrometer (Horiba iHR-550) as well as calibrate the coupling

efficiency to the nanocavity. The remaining reflection is then routed either directly to
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a single-photon counting module (SPCM, Excelitas SPCM-NIR), or into a time-delay

interferometer for use in spin-photon experiments (chapter 7.9).

7.4 Optimal strain regimes for SiV spin-photon experiments

Similar to other solid state emitters [159, 363], the SiV is sensitive to local inhomogeneity

in the host crystal. In the case of the SiV, which has D3d symmetry, the dominant

perturbation is crystal strain. In this section, we describe the effects of strain on the

SiV spin and optical properties, and how they can enable efficient microwave and optical

control of SiV centers inside nanostructures.

The SiV electronic structure is comprised of spin-orbit eigenstates split by spin-orbit

interactions. Optical transitions connect the ground state manifold (LB, UB) and

excited state manifold (LB′, UB′) [Fig. 7.4(a)]. In a DR, phonon absorption LB → UB

(and LB′ → UB′) is supressed, resulting in thermal polarization into LB.

We consider the ground state SiV Hamiltonian with spin-orbit and strain interactions,
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in the combined orbital and spin basis {|ey ↑⟩, |ey ↓⟩, |ex ↑⟩, |ex ↓⟩} [179, 244]

HSiV = HSO +Hstrain (7.1)

=



α− β 0 γ − iλ 0

0 α− β 0 γ + iλ

γ + iλ 0 α+ β 0

0 γ − iλ 0 α+ β


(7.2)

where α corresponds to axial strain, β and γ correspond to transverse strain, and λ is

the strength of spin-orbit interaction. Diagonalizing this reveals the orbital character

of the lower branch:

LB ∝


|ex ↑⟩ − 1+

√
1+(γ/β)2+(λ/β)2

γ/β−iλ/β |ey ↑⟩

|ex ↓⟩ − 1−
√

1+(γ/β)2+(λ/β)2

γ/β−iλ/β |ey ↓⟩

(7.3)

We investigate these electronic levels in the context of the SiV as a spin-photon interface.
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7.5 Effects of strain on the SiV qubit states

In the limit of zero crystal strain, the orbital factors simplify to the canonical form [179]

LB =


|e+ ↓⟩

|e− ↑⟩

(7.4)

In this regime, the spin-qubit has orthogonal electronic orbital and spin components.

As result, one would need to simultaneously drive an orbital and spin flip to manipulate

the qubit, which is forbidden for direct microwave driving alone. Thus, in the low strain

regime, two-photon optical transitions between the qubit states, already demonstrated

at millikelvin temperatures in [343], are likely necessary to realize a SiV spin qubit.

In the high strain limit (
√
β2 + γ2 ≫ λ), these orbitals become

LB =


(cos(θ/2)|ex⟩ − sin(θ/2)|ey⟩)⊗ | ↓⟩

(cos(θ/2)|ex⟩ − sin(θ/2)|ey⟩)⊗ | ↑⟩

(7.5)

where tan(θ) = β
γ . In this regime, the ground state orbital components are identical,

and the qubit states can be described by the electronic spin degree of freedom only. As

such, the magnetic dipole transition between the qubit states is now allowed and can

be efficiently driven with microwaves.

In addition to determining the efficiency of qubit transitions, the spin-orbit nature of
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the SiV qubit states also determines its susceptibility to external fields. In an externally

applied magnetic field, LB splits due to magnetic moments associated with both spin–

and orbital– angular momenta. This splitting is parameterized by an effective g-tensor

which, for a fixed angle between the external field and the SiV symmetry axis, can be

simplified to an effective g-factor: µ gBext/h = f↑↓. In the limit of large strain, the

orbital component of the two LB wavefunctions converge, and g trends towards that of

a free electron (g = 2). As a result, the qubit states behave akin to a free-electron in

the high strain regime, and there is no dependence of g on external field angle or small

perturbations in crystal strain.

While it is difficult to probe β or γ directly, they relate to the energy difference

between UB and LB via ∆gs = 2
√
β2gs + γ2gs + λ2gs [Fig. 7.4(a)]. From this, we extract√

β2 + γ2, given the known value of λgs =46GHz [178, 179, 252]. Numerically diago-

nalizing the SiV Hamiltonian using the extracted values for β and γ closely matches

the measured ground state splitting, both as a function of applied field magnitude and

angle [Fig. 7.4(b)].

7.5.1 Effects of strain on the SiV spin-photon interface

Strain also plays a crucial role in determining the optical interface to the SiV spin

qubit. The treatment shown above can be repeated for the excited states, with the

caveat that the parameters β, γ, and λ are different in the excited state manifold as

compared to the ground state manifold [244]. These differences give rise to a different
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Figure 7.4: (a) SiV level diagram. Optical transitions f↑↑′ , f↓↓′ ∼737 nm are coupled to a
nanophotonic cavity with mean detuning ∆. Microwaves at frequency f↑↓ drive rotations in the
lower branch (LB). (b) Qubit frequency f↑↓ for differently strained emitters. Modeled splitting
for ground state g-factors ggs1 = 1.99, ggs2 = 1.89, ggs3 = 1.65 (solid lines) based on independent
measurements of ∆gs. (inset) Angle dependence of f↑↓. Solid lines are predictions using the
same model parameters. (c) Optical splitting f↑↑′ − f↓↓′ . Fits extract excited state g-factors
ges1 = 1.97, ges2 = 1.83, ges3 = 1.62 (solid lines). (inset) Angle dependence of f↑↑′ − f↓↓′ . (d)
Histogram of MW transition frequency for two different emitters. (e) Histogram of Optical
transition frequency for two different emitters. (f) Simultaneous measurement of f↑↓ and f↑↑′

reveals correlations between optical and microwave spectral diffusion for emitter 2.

g-factor in the excited state (ges). If the strain is much larger than both λgs =46GHz

and λes =255GHz, then ggs ≈ ges ≈ 2. In this case, the two spin-cycling transition

frequencies f↑↑′ and f↓↓′ are identical, and the only spin-selective optical transitions are
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the dipole-forbidden spin-flipping transitions f↑↓′ and f↓↑′ .

Under more moderate strain, the difference δg = |ges−ggs| splits the degenerate opti-

cal transitions f↑↑′ and f↓↓′ , making them spin-selective as well. Due to differences in the

anisotropic g-tensor in the ground and excited states, δg depends on the orientation of

the magnetic field as well, and is minimized in the case of a ⟨111⟩-aligned field [Fig 7.4(c),

inset]. In such an external field aligned with the SiV symmetry axis, optical transitions

become highly spin-conserving [165], allowing many photons to scatter without alter-

ing the SiV spin state. This high cyclicity enables high-fidelity single-shot readout of

the spin state (chapter 6.2), even without high collection efficiencies [165]. This makes

working with the spin-cycling transitions highly desirable, at the expense of a reduced

ability to resolve spin-selective transitions for a given field magnitude. The need to re-

solve individual transitions suggests an optimal strain regime where
√
β2gs + γ2gs ≫ λgs,

while
√
β2es + γ2es ≲ λes, where one can independently address f↑↑′ and f↓↓′ [Fig. 7.4(c)].

7.5.2 Effects of strain on SiV stability

Despite the SiV’s symmetry-protected optical transitions, spectral diffusion of the SiV

has been observed in many experiments [86, 194] (but still much smaller compared to

emitters without inversion symmetry, for example, nitrogen-vacancy centers [82, 364]).

While the exact nature of this diffusion has not been studied in depth, it is often

attributed to the second-order Stark effect or strain fluctuations, both of which affect

the energies of SiV orbital wavefunctions. In this paper, we also observe significant
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fluctuations of the spin qubit frequency.

As can be seen in reference [244], for an appropriately low static strain value, fluc-

tuating strain can give rise to fluctuations in the g-tensor of the ground state, causing

spectral diffusion of the qubit frequency f↑↓ [Fig. 7.4(d)]. Since ggs asymptotically ap-

proaches 2 as the static strain increases [244], the qubit susceptibility to this fluctuating

strain is reduced in the case of highly strained SiV centers, resulting in a more stable

qubit.

While spectral diffusion of the optical transition should not saturate in the same way

as diffusion of the microwave transition, we observe qualitatively different spectral dif-

fusion properties for different emitters [Fig. 7.4(e) and Fig. 7.5]. SiV 1 (∆gs = 500GHz)

displays slow drift of the optical line which is stable to <100MHz over many minutes.

We do not observe significant fluctuations (> 500 kHz) of the microwave transition for

this SiV. On the other hand, SiV 2 (∆gs = 140GHz) drifts over a wider range, and also

exhibits abrupt jumps between several discrete frequencies.

We simultaneously record the optical transition and qubit frequency for SiV 2 and

observe correlations between the two frequencies [Fig. 7.4(f)], indicating that they could

arise from the same environmental perturbation. In Appendix C.2, we calculate the

qubit and optical transition frequencies using the strain Hamiltonian (eq. 7.2) and find

that both correlations and absolute amplitudes of spectral diffusion can simultaneously

be explained by strain fluctuations on the order of 1% [Appendix C.2].

In this work we rely on static strain, likely resulting from damage induced by ion
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implantation and nanofabrication, and select for spectrally stable SiVs with appropriate

strain profiles. This is characterized by first measuring ∆gs in zero magnetic field at

4K by exciting the optical transition LB → LB′ and measuring emission from the

LB′ → UB on a spectrometer. We use this to screen for SiVs with ∆gs >100GHz

to ensure efficient MW driving of the spin qubit. We further apply a static external

magnetic field and measure spectral stability properties as well as f↑↑′−f↓↓′ to guarantee

a good spin-photon interface. We measured ∼ 10 candidate emitters, and found 4 which

satisfy all of the necessary criteria for spin-photon experiments.

7.5.3 Mitigating spectral diffusion

In order to couple SiV centers to a quantum network, electronic transitions must be

stabilized with respect to a probe laser. We note that such spectral diffusion is a
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universal challenge for solid-state quantum systems [82, 365, 366]. In the case of the

SiV center, spectral diffusion can be seen explicitly in figure 7.5(a), where the optical

transition frequency can either drift slowly (central region), or undergo large spectral

jumps. As this diffusion can be larger than the SiV linewidth, any given instance of an

experiment could have the probe laser completely detuned from the atomic transition,

resulting in a failed experiment.

There are several possible solutions to mitigate this spectral diffusion. First, ex-

ploiting a high-cooperativity interface, one can Purcell-broaden the optical linewidth

(chapter 7.6) to exceed the spectral diffusion [87]. Second, a high collection efficiency

can be used to read out the optical position faster than the spectral diffusion. The fre-

quency can then be probabilistically stabilized by applying a short laser pulse at 520 nm

which dramatically speeds up the timescale of spectral diffusion, [75, 76] [Fig. 7.5(b)].

Alternatively this signal could be used to actively stabilize the line using strain-tuning

[245]. From the observations in figure 7.4(f), this technique should mitigate spectral

diffusion of both the optical and spin transitions. Strain tuning also offers the capa-

bility to control the DC strain value, which has important effects on qubit properties

as discussed previously, and enables tuning multiple SiV centers to a common network

operation frequency. As such, this tunability will likely be an important part of future

quantum networking technologies based on SiV centers.

The severity of spectral diffusion is different for different emitters however, and this

control is not always necessary, especially for proof-of-principle experiments with a small
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number of emitters. For SiV 1, the main SiV used in the following sections, and the SiV

used in chapter 6, we find almost no spectral diffusion, with optical transitions stable

over many minutes [Fig. 7.5(c)]. This is an ideal configuration, as experiments can be

performed without any need to verify the optical line position.

7.6 Regimes of cavity-QED for SiV spin-photon interfaces

Efficient spin-photon interactions are enabled by incorporating SiV centers into nanopho-

tonic cavities. In this section, we describe SiV-cavity measurements in several regimes

of cavity QED, and comment on their viability for spin-photon experiments.

7.6.1 Spectroscopy of cavity-coupled SiVs

We measure the spectrum of the atom-cavity system at different atom-cavity detunings

in order to characterize the device and extract key cavity QED parameters [Fig. 7.6(a)].

The reflection spectrum of a two-level system coupled to a cavity is modeled by solving

the frequency response of the standard Jaynes-Cummings Hamiltonian using input-

output formalism for a cavity near critical coupling [94]:

R(ω) =

∣∣∣∣1− 2κl
i(ω − ωc) + κtot + g2/(i(ω − ωa) + γ)

∣∣∣∣2 , (7.6)

where κl is the decay rate from the incoupling mirror, κtot is the cavity linewidth, ωc(ωa)

is the cavity (atom) resonance frequency, g is the single-photon Rabi frequency, and γ
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Figure 7.6: (a) SiV-cavity reflection spectrum at several detunings. The bare cavity spectrum
(black) is modulated by the presence of the SiV. When the atom cavity detuing is small (Blue,
orange), high-contrast, broad features are the result of Purcell enhanced SiV transitions. Far
from the cavity resonance (green), interaction results in narrow SiV-assisted transmission chan-
nels. (b) Spin-dependent reflection for large SiV-cavity detuning ∆ ≈ −3κ, Bext = 0.35T. In
this regime, SiV spin states can be individually addressed. (c) Probing either transmission dip
results in high-fidelity single-shot readout in an aligned field (F = 0.97, threshold on detecting
13 photons). (d) Spin-dependent reflection near resonance ∆ ≈ 0.5κ, Bext = 0.19T. Dispersive
lineshapes allow for distinguishable reflection spectra from both SiV spin states. (e) A probe
at the frequency of maximum contrast (fQ) can determine the spin state in a single shot in a
misaligned field(F = 0.92, threshold on detecting > 1 photon).

is the bare atomic linewidth. Interactions between the SiV optical transition and the

nanophotonic cavity result in two main effects. First, the SiV center can modulate the

reflection spectrum of the bare cavity, as seen in the colored curves of figure 7.6(a).
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Second, the coupling to the cavity can broaden the linewidth of the SiV based on the

Purcell effect:

Γ ≈ γ + 4g2/κ
1

1 + 4(ωc − ωa)2/κ2

When the cavity is far detuned from the atomic transition |ωc−ωa| ≡ ∆ > κ [Fig. 7.6(a),

green], Purcell enhancement is negligible and the cavity and atomic linewidths κ, γ =

2π × {33, 0.1} GHz are estimated. When the cavity is on resonance with the atom

(∆ = 0), we fit (7.6) using previously estimated values of κ and γ to extract g = 2π×5.6

GHz. Together, these measurements allow us to determine the atom-cavity cooperativity

C = 4g2/κγ = 38. Importantly, interactions between the SiV and single photons

becomes deterministic when C > 1.

As mentioned in section (chapter 7.4), we would like to make use of spectrally resolved

spin conserving optical transitions (f↑↑′ , f↓↓′) to build a spin-photon interface using the

SiV. Here, we make this criteria more explicit: f↑↑′ and f↓↓′ can be resolved when

|f↑↑′ − f↓↓′ | ≳ Γ.

7.6.2 Cavity QED in the detuned regime

In the detuned regime (∆ > κ), Γ ≈ γ, and narrow atom-like transitions are easily

resolved under most magnetic field configurations, including when the field is aligned

with the SiV symmetry axis [Fig. 7.6(b)]. In this case (chapter 7.4) [165], optical

transitions are highly spin-conserving, and many photons can be collected allowing for
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high-fidelity single-shot readout of the SiV spin state (F = 0.97) [Fig. 7.6(c)]. Rapid,

high-fidelity, non-destructive single-shot readout can enable projective-readout based

initialization: after a single measurement of the SiV spin state, the probability of a

measurement-induced spin flip is low, effectively initializing the spin into a known state.

While this regime is useful for characterizing the system, the maximum fidelity of spin-

photon entanglement based on reflection amplitude is limited. As seen in figure 7.6(b),

the contrast in the reflection signal between an SiV in |↑⟩ (orange) vs. |↓⟩ (purple)

is only ∼ 80%, implying that in 20% of cases, a photon is reflected from the cavity

independent of the spin state of the SiV, resulting in errors. We note that the residual

20% of reflection can be compensated by embedding the cavity inside an interferometer

at the expense of additional technical stabilization challenges, discussed below.

7.6.3 Cavity QED near resonance

Tuning the cavity onto the atomic resonance (∆ ≈ 0) dramatically improves the re-

flection contrast [Fig. 7.6(a) (blue curve)]. Here, we observe nearly full contrast of the

reflection spectrum due to the presence of the SiV. Unfortunately, this is associated with

a broadened atomic linewidth (Γ = γ(1 + C) ∼4GHz). While it is, in principle, still

possible to split the atomic lines by going to higher magnetic fields, there are several tech-

nical considerations which make this impractical. Large magnetic fields (|Bext| >0.5T)

correspond to large qubit frequencies (f↑↓), which can induce spontaneous qubit decay

due to phonon emission (|↑⟩ → |↓⟩), as well as increased local heating of the device from
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microwave dissipation, both of which reduce the SiV spin coherence time rendering it

ineffective as a quantum memory.

At intermediate detunings (0 < ∆ < κ), the SiV resonance is located on the cavity

slope and results in high-contrast, spin-dependent Fano lineshapes which exhibit sharp

features smaller than Γ [Fig. 7.6(a), orange curve]. By working at an optimal Bext

where the peak of one spin transition is overlapped by the valley of the other, the best

features of the resonant and far-detuned regimes are recovered [Fig. 7.6(e)]. Probing

the system at the point of maximum contrast (fQ ≈ (|f↑↑′ − f↓↓′ |)/2, contrast > 90%)

enables single-shot readout of the SiV spin state for an arbitrary field orientation, even

when transitions are not cycling [Fig. 7.6(f)].

This demonstrates an optical regime of cavity QED where we simultaneously achieve

high-contrast readout while maintaining spin-dependent transitions. In this regime,

we still expect residual reflections of about 10%, which end up limiting spin-photon

entanglement fidelity. This infidelity arises because the cavity is not perfectly critically

coupled (κl ̸= κtot/2), and can in principle be solved by engineering devices that are

more critically coupled. Alternatively, this problem can be addressed for any cavity

by interfering the signal with a coherent reference to cancel unwanted reflections. In

this case, one would have to embed the cavity in one arm of a stabilized interferometer.

This is quite challenging, as it involves stabilizing ∼ 10m long interferometer arms,

part of which lie inside the DR (and experience strong vibrations from the pulse-tube

cryocooler).
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A fundamental issue with critically coupled cavities is that not all of the incident light

is reflected from the device. If the spin is not initialized in the highly-reflecting state,

photons are transmitted and not recaptured into the fiber network. Switching to overcou-

pled (single-sided) cavities, where all photons are reflected with a spin-dependent phase,

could improve both the fidelity and efficiency of spin-photon entanglement. Once again,

however, measurement of this phase would require embedding the cavity inside of a sta-

bilized interferometer. As such, the un-compensated reflection amplitude based scheme

employed here is the most technically simple approach to engineering spin-photon inter-

actions.

7.7 Microwave spin control

While the optical interface described in previous sections enables high-fidelity initializa-

tion and readout of the SiV spin qubit, direct microwave driving is the most straightfor-

ward path towards coherent single-qubit rotations. Typically, microwave manipulation

of electron spins requires application of significant microwave power. This presents

a challenge, as SiV spins must be kept at local temperatures below 500mK in order

to avoid heating-related dephasing. In this section, we implement coherent microwave

control of SiV centers inside nanostructures at temperatures below 500mK.
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Figure 7.7: (a) Experimental schematic for microwave control. The amplitude and phase of
a CW microwave source 1 are modulated via a microwave switch and IQ mixer controlled
externally by an AWG 2 . A CW radio frequency source 3 is controlled using a digital delay
generator 4 . Both signals are amplified by 30dB amplifiers 5 before entering the DR. 0dB
cryo-attenuators 6 thermalize coax cables at each DR stage, ultimately mounted to a PCB 7
on the sample stage and delivered to the devices. (b) Schematic depicting microwave-induced
heating of devices. (c) Modeled temperature at the SiV from a dynamical decoupling sequence.
At long τ , device cools down between each decoupling pulse, resulting in low temperatures.
At short τ , devices are insufficiently cooled, resulting in a higer max temperature (Tmax). (d)
Effects of microwave heating on SiV coherence time. (Top panel) At high Rabi frequencies, SiV
coherence is temporarily reduced for small τ . (Bottom panel) The local temperature (Tmax) at
the SiV calculated by taking the maximum value of the plots in figure (c). (e) Hahn-echo for
even lower Rabi frequencies, showing coherence times that scale with microwave power

7.7.1 Generating microwave single-qubit gates

The SiV spin is coherently controlled using amplitude and phase controlled microwave

pulses generated by a Hittite signal generator (HMC-T2220). A target pulse sequence

is loaded onto an arbitrary waveform generator (Tektronix AWG 7122B), which uses a
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digital channel to control a fast, high-extinction MW-switch (Custom Microwave Com-

ponents, CMCS0947A-C2), and the analog channels adjust the amplitude and phase via

an IQ-mixer (Marki, MMIQ-0416LSM). The resulting pulse train is subsequently ampli-

fied (Minicircuits, ZVE-3W-183+) to roughly 3W of power, and sent via a coaxial cable

into the dilution refrigerator. At each cryogenic flange, a 0 dB attenuator is used to ther-

malize the inner and outer conductors of the coaxial line while minimizing microwave

dissipation. The signal is then launched into a coplanar waveguide on a custom-built

circuit board (Rogers4003C, Bay Area Circuits) so it can be wire-bonded directly to

the diamond chip (chapter 7.2, Fig. 7.7(c)). The qubit frequency (f↓↑) is measured by

its optically detected magnetic resonance spectrum (ODMR) identically to the method

described in [165]. We observe ODMR from 2GHz to 20GHz (corresponding to fields

from 0.1T to 0.7T), implying that microwave control of SiV centers in this configura-

tion is possible at a wide variety of external field magnitudes. This allows the freedom

of tuning the field to optimize other constraints, such as for resolving spin transitions

(chapter 7.6) and identifying ancillary nuclear spins (chapter 7.10).

Once the qubit frequency has been determined for a given field, single-qubit gates

are tuned up by measuring Rabi oscillations. The frequency of these oscillations scales

with the applied microwave power ΩR ∼
√
P and determines the single-qubit gate

times. We can perform π-pulses (Rπϕ) in under 12 ns, corresponding to a Rabi frequency

exceeding 80MHz (chapter 6.2). This coherent control is used to implement pulse-

error correcting dynamical decoupling sequences, either CPMG-N sequences of the form
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R
π/2
x −

(
τ −Rπy − τ

)N −Rπ/2x = x− (Y )N −x [367] or XY8-N sequences of the form x−

(XYXY Y XYX)N − x [368]. Sweeping the inter-pulse delay τ measures the coherence

time T2 of the SiV.

7.7.2 Effects of microwave heating on coherence

As mentioned in sections 7.3 and 7.4, thermally induced T1 relaxation can dramatically

reduce SiV coherence times. To explain this phenomenon, we model the nanobeam as a

1D beam weakly coupled at two anchor points to a uniform thermal bath [Fig. 7.7(b)].

Initially, the beam is at the steady-state base temperature of the DR. A MW pulse

instantaneously heats the bath, and the beam rethermalizes on a timescale τth set by

the thermal conduction of diamond and the beam geometry. Once the pulse ends, this

heat is extracted from the beam on a similar timescale. By solving the time-dependent

1-D heat equation, we find that the change in temperature at the SiV caused by a single

pulse (starting at time t0) scales as TSiV ∝ (e−(t−t0)/τth − e−9(t−t0)/τth). We take the

sum over N such pulses to model the effects of heating from a dynamical-decoupling

sequence of size N .

At early times (τ < τth), the SiV does not see the effects of heating by the MW line,

and coherence is high. Similarly, at long times (τ ≫ τth) a small amount of heat is

able to enter the nanostructure and slightly raise the local temperature, but this heat

is dissipated before the next pulse arrives [Fig. 7.7(c), blue curve]. At intermediate

timescales however, a situation can arise where the nanobeam has not fully dissipated
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the heat from one MW pulse before the second one arrives [Fig. 7.7(c), orange curve].

We plot the maximum temperature as seen by the SiV as a function of pulse spacing

[Fig. 7.7(d), lower panel], and observe a spike in local temperature for a specific inter-

pulse spacing τ , which depends on τth. Dynamical-decoupling sequences using high Rabi

frequency pulses reveal a collapse in coherence at a similar time [Fig. 7.7(d), upper panel].

This collapse disappears at lower Rabi frequencies, suggesting that it is associated with

heating-related dephasing. We fit this collapse to a model where the coherence time T2

depends on temperature [193], and extract the rate of heating τth = 70 s.

Typically, faster π-pulses improve measured spin coherence by minimizing finite-

pulse effects and detuning errors. Unfortunately, as seen above, faster pulses require

higher MW powers which cause heating-related decoherence in our system. We measure

Hahn-echo at lower MW powers [fig. 7.7(e)], and find MW heating limits T2 even at

ΩR ∼10MHz. For applications where long coherence is important, such as electron-

nuclear gates (chapter 7.10, we operate at an optimal Rabi frequency ΩR = 2π×10MHz

where nuclear gates are as fast as possible while maintaining coherence for the entire

gate duration. For applications such as spin-photon entangling gates where fast gates

are necessary (chapter 7.9), we operate at higher Rabi frequencies ΩR = 2π×80MHz at

the cost of reduced coherence times.

Heating related effects could be mitigated by using superconducting microwave waveg-

uides. This approach would also enable the fabrication of a single, long superconducting

waveguide that could simultaneously address all devices on a single chip. However, it
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is still an open question whether or not superconducting waveguides with appropriate

critical temperature, current, and field properties can be fabricated around diamond

nanostructures.

7.8 Investigating the noise bath of SiVs in nanostructures

At low temperatures, the coherence time of SiV centers drastically depends on the

surrounding spin bath, which can differ from emitter to emitter. As an example, we

note that the T2 of two different SiV centers in different nanostructures scales differently

with the number of applied decoupling pulses [Fig. 7.8(a)]. Surprisingly, the coherence

time of SiV 2 does not scale with the number of applied pulses, while the coherence time

of SiV 1 does scale as T2(N) ∝ N2/3. Notably, both scalings are different as compared

to what was previously measured in bulk diamond: T2(N) ∝ N1 [165]. In this section,

we probe the spin bath of these two SiVs in nanostructures to investigate potential

explanations for the above observations.

In order to investigate the poor coherence of SiV 2, we perform double electron-

electron resonance (DEER) spectroscopy [369] to probe the spin bath surrounding this

SiV. We perform a Hahn-echo sequence on the SiV, and sweep the frequency of a

second microwave pulse (taking the RF path in figure 7.7(a)), contemporaneous with

the echoing SiV π-pulse [Fig. 7.8(b), upper panel]. If this second pulse is resonant with

a spin bath coupled to the SiV, the bath can flip simultaneously with the SiV, leading
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Figure 7.8: (a) T2 scaling for two different SiVs. SiV 2 exhibits no scaling with number of
pulses (T2,SiV2 =30 s). (b) DEER ESR on SiV 2. Vertical red line is the expected frequency of a
g = 2 spin based on our ability to determine the applied external field (Typically to within 10%).
(c) DEER Echo on SiV 2. T2,DEER =10 s. (d) Dynamical-decoupling on SiV 1. Data points are
T2 measurements used in part (a, blue curve), and solid lines are a noise model consisting of
two Lorentzian noise baths.

to increased sensitivity to noise from the bath [Fig. 7.8(b), lower panel]. We observe a

significant reduction of coherence at a frequency consistent with that of a free-electron

spin bath (gbath = 2) (resonance expected at 12(1) GHz).

Next, we repeat a standard Hahn-echo sequence where a π-pulse resonant with this

bath is applied simultaneously with the SiV echo pulse (DEER echo). The coherence

time measured in DEER echo is significantly shorter than for standard spin-echo, indi-

cating that coupling to this spin bath is a significant source of decoherence for this SiV.

One possible explanation for the particularly severe bath surrounding this SiV is a thin

143



layer of alumina (Al2O3) deposited via atomic layer deposition on this device in order

to tune cavities closer to the SiV transition frequency. The amorphous oxide layer–or

its interface with the diamond crystal–can be host to a large number of charge traps,

all located within ∼50 nm of this SiV. Unfortunately, we could not measure this device

without alumina layer due to our inability to gas-tune the nanophotonic cavity close

enough to the SiV resonance (chapter 7.3).

These observations are further corroborated by DEER measurements in SiV 1, where

the alumina layer was not used (only N2 was used to tune this cavity). In this device,

we observe longer coherence times which scale T2(N) ∝ N2/3, as well as no significant

signatures from gbath = 2 spins using DEER spectroscopy. We fit this scaling to a model

consisting of two weakly-coupled spin baths [Fig. 7.8(d), Appendix. C.3], and extract

bath parameters b1 =5kHz, τ1 =1 s, b2 =180 kHz, τ2 =1ms, where b corresponds to

the strength of the noise bath, and τ corresponds to the correlation time of the noise

[352, 353].

While the source of this noise is an area of future study, we find that the b2 term

(likely due to bulk impurities) is the dominant contribution towards decoherence in the

system [Appendix. C.3]. Removing this term from the model results in coherence times

up to a factor of 1000 times larger than measured values. Higher-temperature [86] or in

situ [370] annealing could potentially mitigate this source of decoherence by eliminating

paramagnetic defects such as vacancy clusters. Additionally, by accompanying Si im-

plantation with electron irradiation [371], SiV centers could be created more efficiently,
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and with reduced lattice damage. Finally, working with isotopically purified diamond

samples with very few 13C, a spin-1/2 isotope of carbon, could also result in a reduced

spin bath [165], [Appendix. C.3].

7.9 Spin-photon entanglement

The previous sections characterize the SiV as an efficient spin-photon interface and a

quantum memory with long-lived coherence. Here, we combine these two properties to

demonstrate entanglement between a spin qubit and a photonic qubit. The mechanism

for generating entanglement between photons and the SiV can be seen in figure 7.6(b,d):

Depending on the spin state of the SiV, photons at the probe frequency are either

reflected from the cavity and detected, or are transmitted and lost.

7.9.1 Generating time-bin qubits

We begin by explaining our choice of time-bin encoding for photonic qubits. One

straightforward possibility is to use the Fock state of the photon. However, it is ex-

tremely challenging to perform rotations on a Fock state, and photon loss results in

an error in the computational basis. Another, perhaps more obvious possibility is to

use the polarization degree of freedom. While the SiV spin-photon interface is not po-

larization selective (both spin states couple to photons of the same polarization), one

could consider polarization based spin-photon entangling schemes already demonstated
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in nanophotonic systems [112, 113]. However, this requires embedding the nanostruc-

ture inside of a stabilized interferometer, which has a number of challenges (chapter 7.6).

In addition, it requires careful fabrication of overcoupled, single-sided cavities (unlike

the critically coupled diamond nanocavities used here [chapter 7.2]). As such, we believe

time-bin encoding is a natural choice given the critically-coupled SiV-cavity interface

described here (chapter 7.6).

These qubits are generated by passing a weak coherent laser though a cascaded AOM,

amplitude-EOM, and phase-EOM. The time-bins are shaped by an AWG-generated

pulse on the amplitude-EOM, and are chosen to be much narrower than the delay δt

between time bins. We can choose to prepare arbitrary initial photonic states by using

the phase-EOM to imprint an optional phase shift to the second bin of the photonic

qubit. Since we use a laser with Poissonian photon number statistics, we set the average

photon number ⟨nph⟩ = 0.008 ≪ 1 using the AOM to avoid events where two photons

are incident on the cavity.

Using this encoding, measurements in a rotated basis (X-basis) become straightfor-

ward. We send the time-bin qubit into an actively stabilized, unbalanced, fiber-based,

Mach-Zender interferometer, where one arm passes through a delay line of time δt.

With 25% probability, |e⟩ enters the long arm of the interferometer and |l⟩ enters the

short arm, and the two time bins interfere at the output. Depending on the relative

phase between the two bins, this will be detected on only one of the two arms of the

interferometer output [Fig. 7.3(b)], corresponding to a measurement in the X basis of
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|±⟩.

7.9.2 Spin-photon Bell states

We prepare and verify the generation of maximally entangled Bell states between the SiV

and a photonic qubit using the experimental sequence depicted in figure 7.9(a). First,

the SiV is initialized into a superposition state |→⟩ = 1/
√
2(|↑⟩+ |↓⟩). Then photons at

frequency fQ (chapter 7.6) are sent to the cavity, corresponding to an incoming photon

state |+⟩ = 1/
√
2(|e⟩ + |l⟩), conditioned on the eventual detection of only one photon

during the experiment run. Before any interactions, this state can be written as an

equal superposition: Ψ0 = | →⟩ ⊗ |+⟩ = 1/2(|e ↑⟩+ |e ↓⟩+ |l ↑⟩+ |l ↓⟩). The first time

bin is only reflected from the cavity if the the SiV is in state |↑⟩, effectively carving

out |e ↓⟩ in reflection [348]. A π-pulse on the SiV transforms the resulting state to

Ψ1 = 1/
√
3(|e ↓⟩+ |l ↓⟩+ |l ↑⟩). Finally, reflection of the late time-bin off of the cavity

carves out the state |l ↓⟩, leaving a final entangled state Ψ2 = 1/
√
2(|e ↓⟩ + |l ↑⟩). To

characterize the resulting state, we perform tomography on both qubits in the Z and X

bases [Fig. 7.9(a)].

In order to enable high-bandwidth operation and reduce the requirements for laser

and interferometric stabilization in generating and measuring time-bin qubits, it is gen-

erally beneficial to set δt as small as possible. The minimum δt is determined by two

factors: First, each pulse must be broad enough in the time-domain (narrow enough

in the frequency domain) so that it does not distort upon reflection off of the device.
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Figure 7.9: (a) Experimental sequence for generating and verifying spin-photon entanglement.
A time-bin encoded qubit is reflected by the cavity, and both the SiV and the photonic qubits
are measured in the Z and X bases. (b) Spin-photon correlations measured in the Z-Z basis.
Light (dark) bars are before (after) correcting for known readout error associated with single-
shot readout of the SiV. (c) Spin-photon correlations measured in the X-X basis. Bell-state
preparation fidelity of F ≥ 0.89(3) and a concurrence C ≥ 0.72(7). (d) Preparation of second
spin-photon Bell state. Changing the phase of the incoming photonic qubit prepares a Bell-state
with inverted statistics in the X basis.

From figure 7.6(d), the reflection specturm is roughly constant over a ∼ 100MHz range,

implying that ∼ nanosecond pulses are sufficient. The second consideration is that a

microwave π-pulse must be placed between the two pulses. In this experiment, we drive

fast (12 ns) π-pulses. As such, we set δt = 30ns and use 5 ns optical pulses to satisfy

these criteria.

7.9.3 Spin-photon entanglement measurements

For Z-basis measurements, photons reflected from the cavity are sent directly to a SPCM

and the time-of-arrival of the time-bin qubit is recorded. Afterwards, the SiV is read
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out in the Z-basis (chapter 7.6). Single-shot readout is calibrated via a separate mea-

surement where the two spin-states are prepared via optical pumping and read out, and

the fidelity of correctly determining the | ↑⟩ (|↓⟩) state is F↑ = 0.85 (F↓ = 0.84), limited

by the large 0 component of the geometric distribution which governs photon statistics

for spin-flip systems (chapter 7.6). In other words, since we work in a misaligned field

in this experiment, the probability of a spin flip is high, making it somewhat likely

to measure 0 photons regardless of initial spin state. Even before accounting for this

known error [Appendix. C.4], we observe clear correlations between the photonic and

spin qubits [Fig. 7.9(b), light-shading]. Error bars for these correlation histograms (and

the following fidelity calculations) are estimated by statistical bootstrapping, where the

scattered photon histograms (post-selected on the detection of |e⟩ or |l⟩) are randomly

sampled in many trials, and the variance of that ensemble is extracted.

Measurements in the X-basis are performed similarly. The photon is measured

through an interferometer as described above, where now the detector path information

is recorded for the overlapping time-bin. After a Rπ/2y pulse on the SiV, the scattered

photon histograms again reveal significant correlations between the ‘+’ and ‘-’ detectors

and the SiV spin state [fig. 7.9(c)]. By adding a π-phase between the early and late

time bins, we can prepare an orthogonal Bell state. Measured correlations of this state

are flipped in the X-basis [Fig. 7.9(d)].

Measurements of this Bell state in the Z- and X-bases are used to estimate a lower

bound on the fidelity: F = ⟨Ψ+|ρ|Ψ+⟩ ≥ 0.70(3) (F ≥ 0.89(3) after correcting for
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readout errors) [Appendix. C.4]. The resulting entangled state is quantified by its

concrrence C ≥ 0.42(6) (C ≥ 0.79(7) after correcting for readout errors) [Appendix. C.4].

This high-fidelity entangled state between a photonic qubit and a quantum memory is a

fundamental resource for quantum communication [80] and quantum computing schemes

[68], and can be used, for example, to demonstrate heralded storage of a photonic qubit

into memory (chapter 6.3).

7.10 Control of SiV-13C register

While demonstrations of a quantum node with a single qubit is useful for some protocol,

nodes with several interacting qubits enable a wider range of applications, including

quantum repeaters [46]. In this section, we introduce additional qubits based on 13C

naturally occurring in diamond (chapter 7.8).

7.10.1 Coupling between the SiV and several 13C

For all of the emitters investigated in section 7.7, we observe collapses in the echo signal

corresponding to entanglement with nearby nuclear spins [Fig. 7.10(a)]. As the diamond

used in this work has 1% 13C (chapter 7.8), we typically observe several such nuclei, with

all of their resonances overlapping due to their second-order sensitivity to hyperfine

coupling parameters (chapter 6.4). Consequently, during a spin echo sequence the SiV

entangles with many nuclei, quickly losing coherence and resulting in a collapse to ⟨Sz⟩ =
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0 [Fig. 7.10(a), left side]. If single 13C can be addressed however, this entanglement

results in coherent population transfer and echo collapses which can, in some cases,

completely flip the SiV spin state (⟨Sz⟩ = ±1). This entanglement forms the basis for

quantum gates [Fig. 7.10(a), right side]. These gates can be tuned by changing the

alignment of Bext with respect to the hyperfine coupling tensor, or by using different

timings. Unfortunately, as a result of the complicated nuclear bath for this device, a

majority of field orientations and amplitudes only show collapses to ⟨Sz⟩ = 0. The

highest fidelity nuclear gates demonstrated here are based on echo resonances with the

largest contrast which, crucially, were not commensurate with an aligned field. Thus, in

this device, single 13C could only be isolated at the cost of lower SSR fidelity (chapter

7.6).

7.10.2 Initializing the nuclear spin

Once a single nuclear spin is identified, resonances in spin-echo form the building block

for quantum gates. For example, a complete flip of the SiV is the result of the nuclear

spin rotating by π conditionally around the axes ±X (Rπ
±x,SiV−C), depending on the

state of the SiV. We can vary the rotation angle of this pulse by choosing different

spacings τ between pulses [Fig. 7.10(a)], or by using different numbers of π-pulses. We

find a maximally entangling gate (Rπ/2
±x,SiV−C) by applying N = 8 π-pulses separated by

2τ = 2 × 2.859µs. This can be visualized on the Bloch sphere in figure 7.10(b), where

the state of the SiV (orange or purple) induces different rotations of the 13C.
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A similarly constructed entangling gate (Rϕ
n⃗↑,n⃗↓

, discussed in Appendix C.5) is used

to coherently map population from the SiV onto the nuclear spin or map population

from the nuclear spin onto the SiV [Fig. 7.10(c)]. The fidelity of these gates is estimated

by polarizing the SiV, mapping the population onto the 13C, and waiting for T ≫ T ∗2

(allowing coherence to decay) before mapping the population back and reading out

[Fig. 7.10(d)]. We find that we can recover 80% of the population in this way, giving us

an estimated initialization and readout fidelity of F = 0.9.

Based on the contrast of resonances in spin-echo (also 0.9), this is likely limited by

entanglement with other nearby 13C for this emitter, as well as slightly sub-optimal

choices for τ and N . Coupling to other 13C results in population leaking out of our two-

qubit register, and can be improved by increasing sensitivity to single 13C, or by looking

for a different emitter with a different 13C distribution. The misaligned external field

further results in slight misalignment of the nuclear rotation axis and angle of rotation,

and can be improved by employing adapted control sequences to correct for these errors

[356, 357].

7.10.3 Microwave control of nuclear spins

As demonstrated above, control of the 13C via composite pulse sequences on the SiV

is also possible. A maximally entangling gate has already been demonstrated and used

to initialize the 13C, so in order to build a universal set of gates, all we require are

unconditional single-qubit rotations. This is done following reference [247], where un-
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Figure 7.10: (a) XY8-2 spin echo sequence reveals coupling to nuclear spins. (Left panel)
Collapses ⟨Sx⟩ = 0 at short times indicate coupling to many nuclei. (Right panel) Collapses
⟨Sx⟩ ̸= 0 at long times indicate conditional gates on a single nuclear spin. (b) Trajectory of 13C
on the Bloch sphere during a maximally entangling gate. Orange (purple) lines correspond to
the SiV initially prepared in state | ↑⟩ (| ↑⟩); transitions from solid to dashed lines represent flips
of the SiV electronic spin during the gate. (c) Maximally entangling gates of the form Rϕ

n⃗↑,n⃗↓

are used to initialize and readout the two-qubit register. (d) Tuning up an initialization gate.
Inter-pulse spacing τ for Init and Read gates are swept to maximize polarization. Solid line
is the modeled pulse sequence using the hyperfine parameters extracted from (a). (e) Nuclear
Ramsey measurement. Driving the 13C using composite gates on the SiV reveals T ∗

2 =2.2ms.
(Inset) Orange points are coherent oscillations of the Ramsey signal due to hyperfine coupling to
the SiV. (f) Electron-nuclear correlations measured in the ZZ-basis. Light (dark) bars are before
(after) correcting for known errors associated with reading out the SiV and 13C. (g) Electron-
nuclear correlations measured in the XX-basis. We estimate a Bell state preparation fidelity of
F ≥ 0.59(4) and a concurrence C ≥ 0.22(9).
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conditional nuclear rotations occur in spin-echo sequences when the inter-pulse spacing

τ is halfway between two collapses. For the following gates, we use an unconditional

π/2-pulse composed of 8 π-pulses separated by τ = 0.731 s.

We use this gate to probe the coherence time T ∗2 of the 13C. After mapping population

onto the nuclear spin, the SiV is re-initialized, and then used to perform unconditional

π/2-rotations on the 13C [Fig. 7.10(d)]. Oscillations in the signal demonstrate Larmor

precession of the nucleus at a frequency determined by a combination of the external

field as well as 13C-specific hyperfine interactions (chapter 6.4), which are seen as the

orange data points in figure 7.10(d). The green envelope is calculated by fitting the

oscillations and extracting their amplitude. The decay of this envelope T ∗2 =2.2ms

shows that the 13C has an exceptional quantum memory, even in the absence of any

dynamical decoupling.

We characterize the fidelity of our conditional and unconditional nuclear gates by

generating and reading out Bell states between the SiV and 13C [Appendix. C.4]. First,

we initialize the 2-qubit register into one of the 4 eigenstates: {| ↑e↑N ⟩, | ↑e↓N ⟩, | ↓e↑N

⟩, | ↓e↓N ⟩}, then perform a π/2-pulse on the electron to prepare a superposition state.

Afterward, a CNOT gate, comprised of an unconditional π/2 pulse followed by a max-

imally entangling gate, prepares one of the Bell states |Ψ±⟩, |Φ±⟩ depending on the

initial state [Fig. 7.10 (e,f)]. Following the analysis outlined in appendix C.4, we report

an error corrected fidelity of F ≥ 0.59(4) and C ≥ 0.22(9), primarily limited by our

inability to initialize the 13C (chapter 6.4).
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7.10.4 Radio-frequency driving of nuclear spins

The previous section demonstrated a CNOT gate between SiV and 13C using composite

MW pulses. This approach has several drawbacks. First, the gate fidelity is limited

by our ability to finely tune the rotation angle of the maximally entangled gate which

can not be done in a continuous fashion [see Fig. 7.11(a)]. Second, this gate requires

a specific number of MW pulses and delays between them, making the gate duration

(∼50 s in this work) comparable to the SiV coherence time. Finally, this scheme relies on

a second order splitting of individual 13C resonances to resolve individual ones; residual

coupling to additional 13C limits the fidelity for a pulse sequence of given total length.

Direct RF control [167] would be a simple way to make a fast and high-fidelity CNOT

gate since it would require a single RF π-pulse on a nuclear spin transition [372]. Fur-

thermore, since the nuclear spin transition frequencies depend on the hyperfine coupling

to leading order, these pulses could have higher 13C selectivity and potentially shorter

gate duration.

We use the RF port inside the DR (chapter 7.7) to apply RF pulses resonant with

nuclear spin transitions. Figure 7.10(a) shows RF Rabi oscillations of the nuclear spin.

Since the 13C gyromagnetic ratio is about 3 orders of magnitude smaller compared

to the SiV spin, RF driving is much less efficient than MW one and requires much

more power. To investigate local heating of the SiV (chapter 7.7) we measured the

SiV spin coherence contrast in spin-echo sequence right after applying off-resonant RF
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Figure 7.11: (a) RF Rabi oscillations. Applying an RF tone directly drives nuclear rotations
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pulse of 100 s at different power (calibrated via RF rabi oscillations) [Figure 7.10(b)].

Unfortunately, Even modest Rabi frequencies (ΩRF ∼1 kHz) result in 20% loss in SiV

coherence. Replacing the gold CWG used in this work by superconducting ones may

solve heating issue and make RF driving practically useful.

7.11 Conclusion

The SiV center in diamond has rapidly become a leading candidate to serve as the

building block of a future quantum network. In this work, we describe the underlying

technical procedures and optimal parameter regimes necessary for utilizing the SiV-

nanocavity system as a quantum network node. In particular, we discuss the effect of

static and dynamic strain on the properties of the SiV spin qubit and its optical in-

terface, with direct application to quantum networking experiments. We demonstrate

techniques for coherently controlling and interfacing SiV spin qubits inside of nanopho-

tonic structures at millikelvin temperatures to optical photons. Finally, we identify and
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coherently control auxiliary nuclear spins, forming a nanophotonic two-qubit register.

The work presented here and in the complementary letter (chapter 6) illustrates the

path towards the realization of a first-generation quantum repeater based on SiV centers

inside diamond nanodevices. We note that a key ingredient enabling future, large-scale

experiments involving several solid-state SiV-nanocavity nodes will be the incorporation

of strain tuning onto each device [245]. Precise tuning of both the static and dynamic

strain can overcome the limitations of inhomogeneous broadening and spectral diffusion,

and enable scalable fabrication of quantum repeater nodes (chapter 7.4).
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8
Experimental demonstration of

memory-enhanced quantum

communication

The ability to communicate quantum information over long distances is of central im-

portance in quantum science and engineering [42]. While some applications of quantum

communication such as secure quantum key distribution (QKD) [28, 373] are already

being successfully deployed [29, 30, 56, 374], their range is currently limited by pho-

ton losses and cannot be extended using straightforward measure-and-repeat strategies

without compromising unconditional security [49]. Alternatively, quantum repeaters
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[46], which utilize intermediate quantum memory nodes and error correction techniques,

can extend the range of quantum channels. However, their implementation remains an

outstanding challenge [53, 94, 110, 122, 127, 375, 376], requiring a combination of ef-

ficient and high-fidelity quantum memories, gate operations, and measurements. Here

we use a single solid-state spin memory integrated in a nanophotonic diamond res-

onator [76, 77, 184] to implement asynchronous photonic Bell-state measurements, a

key component of quantum repeaters. In a proof-of-principle experiment, we demon-

strate high-fidelity operation that effectively enables quantum communication at a rate

that surpasses the ideal loss-equivalent direct-transmission method while operating at

megahertz clock speeds. These results represent a significant step towards practical

quantum repeaters and large-scale quantum networks [62, 68].

8.1 Introduction

Efficient, long-lived quantum memory nodes are expected to play an essential role in

extending the range of quantum communication [46], as they enable asynchronous quan-

tum logic operations, such as Bell-state measurements (BSM), between optical photons.

Such an asynchronous BSM is central to many quantum communication protocols, in-

cluding the realization of scalable quantum repeaters [46] with multiple intermediate

nodes. Its elementary operation can be understood by considering a specific implemen-

tation of quantum cryptography [377, 378] illustrated in Fig. 8.1a. Here two remote
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communicating parties, Alice and Bob, try to agree on a key that is secure against po-

tential eavesdroppers. They each send a randomly chosen photonic qubit {|±x⟩ , |±y⟩}

encoded in one of two conjugate bases (X or Y) across a lossy channel to an untrusted

central node (Charlie), who performs a BSM and reports the result over an authenti-

cated public channel. After a number of iterations, Alice and Bob publicly reveal their

choice of bases to obtain a correlated bit string (sifted key) from the cases when they

used a compatible basis. A potentially secure key can subsequently be distilled provided

the BSM error rate is low enough.

While a photonic BSM can be implemented with linear optics and single photon de-

tectors, in this “direct-transmission” approach, the BSM is only successful when photons

from Alice and Bob arrive simultaneously. Thus, when Alice and Bob are separated by

a lossy fiber with a total transmission probability pA→B ≪ 1, Charlie measures photon

coincidences with probability also limited by pA→B, leading to a fundamental bound

[49] on the maximum possible distilled key rate of Rmax = pA→B/2 bits per channel

use for an unbiased basis choice [29]. While linear optical techniques to circumvent this

bound are now being actively explored [379], they offer only limited improvement and

cannot be scaled beyond a single intermediate node.

Alternatively, this bound can be surpassed using a quantum memory node at Charlie’s

location. In this approach, illustrated in Fig. 8.1, the state of Alice’s photon is stored

in the heralded memory while awaiting receipt of Bob’s photon over the lossy channel.

Once the second photon arrives, a BSM between Alice’s and Bob’s qubits yields a

160



Sifted key generated

C

BA

4.Alice and Bob 
reveal basis

C

BA

3.Charlie announces
Bell-state

C

BA

2.

From A

From B

Direct Transmission

Memory Assisted

X

011...

Alice and Bob 
send qubits

C

BA

1.
a

Time

T
R

b

X

Photons received
by Charlie

T₂

Figure 8.1: Concept of memory-enhanced quantum communication. a, Quantum
communication protocol. Alice and Bob send qubits encoded in photons to a measurement
device (Charlie) in between them. Charlie performs a BSM and announces the result. After
verifying which rounds Alice and Bob sent qubits in compatible bases, a sifted key is generated.
b, Illustration of memory-enhanced protocol. Photons arrive at Charlie from A and B at random
times over a lossy channel, and are unlikely to arrive simultaneously (indicated in purple), leading
to a low BSM success rate for direct transmission. Despite overhead time TR associated with
operating a quantum memory (red), a BSM can be performed between photons that arrive at
Charlie within memory coherence time T2, leading to higher success rates (green). BSM successes
and failures are denoted by dark and light shaded windows respectively for both approaches.

distilled key rate that for an ideal memory scales as [380] Rs ∝ √
pA→B, potentially

leading to substantial improvement over direct transmission.

8.2 Efficient nanophotonic quantum node

In this work we realize and use a quantum node that enables BSM rates exceeding

those of an ideal system based on linear optics. We focus on the demonstration and

characterization of the BSM node, leaving the implementation of source-specific techni-

cal components of full-scale QKD systems, such as decoy states [381], basis biasing [382],
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a finite key error analysis [383], and a physical separation of Alice and Bob for future

work. Our realization is based on a single silicon-vacancy (SiV) color-center integrated

inside a diamond nanophotonic cavity [76, 77, 184] (Fig. 8.2a). Its key figure-of-merit,

the cooperativity [94] C, describes the ratio of the interaction rate with individual cav-

ity photons compared to all dissipation rates. A low mode volume (0.5(λ/n)3), high

quality factor (2× 104), and nanoscale positioning of SiV centers enable an exceptional

C = 105 ± 11. Cavity photons at 737 nm are critically coupled to a waveguide and

adiabatically transferred into a single-mode optical fiber [184] that is routed to super-

conducting nanowire single-photon detectors, yielding a full system detection efficiency

of about 85% (appendix D.3). The device is placed inside a dilution refrigerator, result-

ing in electronic spin quantum memory [77] time T2 > 0.2ms at temperatures below

300mK.

The operating principle of the SiV-cavity based spin-photon interface is illustrated in

Fig. 8.2. Spin dependent modulation of the cavity reflection at incident probe frequency

f0 (Fig. 8.2b) results in the direct observation of electron spin quantum jumps (Fig.

8.2c, inset), enabling nondestructive single-shot readout of the spin state (Fig. 8.2c)

in 30 s with fidelity F = 0.9998+0.0002
−0.0003. Coherent control of the SiV spin qubit (fQ ≈

12GHz) is accomplished using microwave fields delivered via an on-chip gold coplanar

waveguide [77]. We utilize both optical readout and microwave control to perform

projective feedback-based initialization of the SiV spin into the |↓⟩ state with a fidelity

of F = 0.998 ± 0.001. Spin-dependent cavity reflection also enables quantum logic
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Figure 8.2: Realization of heralded spin-photon gate. a, Schematic of memory-assisted
implementation of Charlie’s measurement device. Weak pulses derived from a single laser simu-
late incoming photons from Alice and Bob (purple). Reflected photons (red) are detected in a
heralding setup (dashed box). b, Reflection spectrum of memory node, showing spin-dependent
device reflectivity. c, Histogram of detected photon numbers during a 30 s laser pulse, enabling
single-shot readout based on a threshold of 7 photons. (Inset) Electron spin quantum jumps
under weak illumination. d, Schematic of spin-photon quantum logic operation used to generate
and verify spin-photon entangled state. e, Characterization of resulting spin-photon correlations
in the ZZ and XX bases. Dashed bars show ideal values. f, Measured spin-photon entanglement
fidelity as a function of ⟨n⟩m, the average incident photon number during each initialization of
the memory. All error bars represent 1 standard deviation.

operations between an incoming photonic time-bin qubit, defined by a phase-coherent

pair of attenuated laser pulses, and the spin memory [77, 113]. We characterize this

by using the protocol illustrated in Fig. 8.2d to generate the spin-photon entangled

163



state (|e ↑⟩+ |l ↓⟩)/
√
2 conditioned on successful reflection of an incoming single photon

with overall heralding efficiency η = 0.423 ± 0.004 (appendix D.3). Here, |e⟩ and |l⟩

denote the presence of a photon in an early or late time-bin separated by δt = 142 ns

respectively. We characterize the entangled state by performing measurements in the

joint spin-photon ZZ and XX bases (Fig. 8.2e), implementing local operations on the

reflected photonic qubit with a time-delay interferometer (Fig. 8.2a, dashed box). By

lowering the average number of photons ⟨n⟩m incident on the device during the SiV

memory time, we reduce the possibility that an additional photon reaches the cavity

without being subsequently detected, enabling high spin-photon gate fidelities for small

⟨n⟩m (Fig. 8.2f). For ⟨n⟩m = 0.002 we measure a lower bound on the fidelity [77] of

the spin-photon entangled state of F ≥ 0.944 ± 0.008, primarily limited by residual

reflections from the |↓⟩ state.

8.3 Asynchronous Bell-state measurements

This spin-photon logic gate can be directly used to herald the storage of an incoming

photonic qubit by interferometrically measuring the reflected photon in the X basis [77].

To implement a memory-assisted BSM, we extend this protocol to accommodate a total

of N photonic qubit time-bins within a single initialization of the memory (Fig. 8.3a).

Each individual time-bin qubit is encoded in the relative amplitudes and phases of a pair

of neighboring pulses separated by δt. Detection of a reflected photon heralds the arrival
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of the photonic qubit formed by the two interfering pulses without revealing its state [77].

Two such heralding events, combined with subsequent spin-state readout in the X basis,

constitute a successful BSM on the incident photons. This can be understood without

loss of generality by restricting input photonic states to be encoded in the relative

phase ϕ between neighboring pulses with equal amplitude: (|e⟩+eiϕ |l⟩)/
√
2 (Fig. 8.3b).

Detection of the first reflected photon in the X basis teleports its quantum state onto the

spin, resulting in the state (|↑⟩ +m1e
iϕ1 |↓⟩)/

√
2, where m1 = ±1 depending on which

detector registers the photon [77]. Detection of a second photon at a later time within

the electron spin T2 results in the spin state (|↑⟩+m1m2e
i(ϕ1+ϕ2) |↓⟩)/

√
2. The phase of

this spin state depends only on the sum of the incoming phases and the product of their

detection outcomes, but not the individual phases themselves. As a result, if the photons

were sent with phases that meet the condition ϕ1 + ϕ2 ∈ {0, π}, a final measurement of

the spin in the X basis (m3 = ±1) completes an asynchronous BSM, distinguishing two

of the four Bell-states based on the total parity m1m2m3 = ±1 (appendix D.5).

This approach can be directly applied to generate a correlated bit-string within the

protocol illustrated in Fig. 8.1a. We analyze the system performance by characterizing

the overall quantum-bit error rate (QBER) [29, 377] for N = 124 photonic qubits per

memory initialization. We use several random bit strings of incoming photons from

{|±x⟩ , |±y⟩} and observe strong correlations between the resulting BSM outcome and

the initial combination of input qubits for both bases (Fig. 8.3c). Using this method,

we estimate the average QBER to be E = 0.116± 0.002 for all combinations of random
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Figure 8.3: Asynchronous Bell-state measurements using quantum memory. a, Ex-
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(green) are interleaved with incoming optical pulses. Photons have fixed amplitude (red) and
qubits are defined by the relative phases between subsequent pulses (blue). b, Bloch sphere
representation of input photonic time-bin qubits used for characterization. c, Characterization
of asynchronous BSM. Conditional probabilities for Alice and Bob to have sent input states (i, j)
given a particular parity outcome for input states in the X (top) and Y (bottom) bases. d, Bell
test using the CHSH inequality. Conditioned on the BSM outcome, the average correlation be-
tween input photons is plotted for each pair of bases used (appendix D.8). Shaded backgrounds
denote the expected parity. All error bars represent 1 standard deviation.

bit strings measured, significantly below the limit of Ei = 0.146, which could provide

security against individual attacks [29] (note that the measured error rate is also well

below the minimum average QBER [377] of Elo = 0.125 achievable using a linear optics

BSM with weak coherent pulse inputs, see appendix D.8). In our experiment, the QBER

is affected by technical imperfections in the preparation of random strings of photonic

qubits. We find specific periodic patterns of photonic qubits to be less prone to these
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effects, resulting in a QBER as low as E = 0.097±0.006, which falls within the threshold

corresponding to unconditional security [373] of Eu = 0.110 with a confidence level of

0.986 (appendix D.8). We further verify security by testing the Bell-CHSH inequality

[53] using input states from four different bases, each separated by an angle of 45◦

(appendix D.8). We find that the correlations between input photons (Fig. 8.3d) violate

the Bell-CHSH inequality S± ≤ 2, observing S+ = 2.21± 0.04 and S− = 2.19± 0.04 for

positive and negative BSM parity results respectively. This result demonstrates that

this device can be used for quantum communication that is secured by Bell’s theorem.

8.4 Benchmarking quantum memory advantage

In order to benchmark the performance of memory-assisted quantum communication, we

model an effective channel loss by reducing the mean photon number ⟨n⟩p incident on the

device per photonic qubit. Assuming that Alice and Bob emit roughly one photon per

qubit, this yields an effective channel transmission probability pA→B = ⟨n⟩2p, resulting in

the maximal distilled key rate Rmax per channel use for the direct transmission approach

[377], given by the red line in Fig. 8.4. We emphasize that this is a theoretical upper

bound for a linear optics based BSM, assuming ideal single-photon sources and detectors

and balanced basis choices. The measured sifted key rates of the memory-based device

are plotted as open circles in Fig. 8.4. Due to the high overall heralding efficiency and

the large number of photonic qubits per memory time (up to N = 504), the memory-
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assisted sifted key rate exceeds the capability of a linear-optics based BSM device by a

factor of 78.4± 0.7 at an effective channel loss of about 88 dB.

In practice, errors introduced by the quantum memory node could leak information

to the environment, reducing the quality and potential security of the sifted key [373].

A shorter secure key can be recovered from a sifted key with finite QBER using classical

error correction and privacy amplification techniques. The fraction of distilled bits

rs that can be secure against individual attacks rapidly diminishes [29] as the QBER

approaches Ei = 0.147. For each value of the effective channel loss, we estimate the

QBER and use it to compute rs, enabling extraction of distilled key rates RS, plotted

in black in Fig. 8.4. Even after error-correction, we find that the memory-assisted

distilled key rate outperforms the ideal limit for the corresponding direct-transmission

implementation by a factor of up to RS/Rmax = 4.1± 0.5 (±0.1 systematic uncertainty,

for N = 124). We further find that this rate also exceeds the fundamental bound on

repeaterless communication [49] RS ≤ 1.44pA→B with a statistical confidence level of

99.2% (+0.2%
−0.3% systematic uncertainty, see appendix D.8). Despite experimental overhead

time associated with operating the device (TR in Fig. 8.1b), the performance of the

memory-assisted BSM node (for N = 248) is competitive with an ideal unassisted

system running at a 4MHz average clock rate (appendix D.7).
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Figure 8.4: Performance of memory-assisted quantum communication. Log-log plot
of key rate in bits per channel use versus effective channel transmission (pA→B = ⟨n⟩2p, where
⟨n⟩p is the average number of photons incident on the measurement device per photonic qubit).
Red line: theoretical maximum for loss-equivalent direct transmission experiment. Green open
circles: experimentally measured sifted key rate (green line is the expected rate). To ensure
optimal operation of the memory, ⟨n⟩m = ⟨n⟩pN ≈ 0.02 is kept constant (appendix D.6). From
left to right, points correspond to N = {60, 124, 248, 504}. Black filled circles: distilled key
rates RS using memory device. Vertical error bars are given by the 68% confidence interval and
horizontal error bars represent the standard deviation of the systematic power fluctuations.

8.5 Outlook

These experiments demonstrate a form of quantum advantage allowed by memory-based

communication nodes and represent a crucial step towards realizing functional quantum

repeaters. Several important technical improvements will be necessary to apply this ad-

vance for practical long-distance quantum communication. First, this protocol must be

implemented using truly independent, distant communicating parties. Additionally, fre-

quency conversion from telecommunications wavelengths to 737 nm, as well as low-loss
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optical elements used for routing photons to and from the memory node, will need to be

incorporated. Finally, rapid generation of provably secure keys will require implementa-

tion of decoy-state protocols [381], biased bases [382], and finite-key error analyses [383],

all compatible with the present approach. With these improvements, our approach is

well-suited for deployment in real-world settings. It does not require phase stabiliza-

tion of long-distance links and operates efficiently in the relevant regime of pA→B ≈

70 dB, corresponding to about 350 km of telecommunications fiber. Additionally, a sin-

gle device can be used at the center of a star network topology [384], enabling quantum

communication between several parties beyond the metropolitan scale.

Furthermore, the present approach can be extended along several directions. The

use of long-lived 13C nuclear spin qubits could eliminate the need to operate at low

total ⟨n⟩m and would provide longer storage times, potentially enabling hundred-fold

enhancement of BSM success rates [77, 122]. Recently implemented strain-tuning capa-

bilities [245] should allow for operation of many quantum nodes at a common network

frequency. Unlike linear-optics based alternatives [379], the approach presented here

can be extended to implement the full repeater protocol, enabling a polynomial scaling

of the communication rate with distance [46]. Finally, the demonstrated multi-photon

gate operations can also be adapted to engineer large cluster-states of entangled photons

[385], which can be utilized for rapid quantum communication [144]. Implementation

of these techniques could enable the realization and applications of scalable quantum

networks [42] beyond QKD, ranging from non-local quantum metrology [62] to modular
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quantum computing architectures [68].
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9
Conclusion and outlooks

The realization of a large-scale quantum network is an immense scientific and technolog-

ical challenge. In this thesis, we presented a series of experiments aimed at addressing

this challenge using a platform based on environmentally insensitive color-centers em-

bedded in diamond nanophotonic structures [50, 74–78]. We showed that color-centers

with inversion symmetry could be incorporated into nanoscale structures that enable

extremely strong atom-photon coupling strengths without sacrificing optical coherence

properties. The resulting devices are nonlinear at the level of single photons, enabling

the first observation of optical photon-mediated interactions between two emitters. By

developing techniques for simultaneous optical access to and coherent microwave con-

trol of color-center spins at millikelvin temperatures, we realized a nanophotonic quan-

tum memory node which for the first time satisfies all of the key requirements of a
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quantum network node. These advances culminated in the first experimental realiza-

tion of memory-enhanced quantum communication, signaling the maturity of diamond

nanophotonic devices for functional quantum networks.

The progress described here lays the foundation for three major near-term experi-

ments, each of which should have a significant impact of the field of quantum informa-

tion science. First, a quantum communication experiment identical to the one described

in chapter 8 distributed over metropolitan-scale links, incorporating elements such as

efficient frequency conversion [111, 386] and timing synchronization, demonstrates the

promise of integration of quantum memories into practical metropolitan links [387].

Second, recent (soon to be published) progress involving high-fidelity multi-qubit oper-

ation, combined with newly developed quantum gates between emitters with different

resonance frequencies, can be used to implement rapid entanglement distribution and

purification between remote nodes [120, 121]. Once high fidelity entanglement can be

distributed rapidly enough, it can be used for implementation of device-independent

quantum key distribution [34, 55], which is a clear application of quantum technology

that cannot be achieved by any classical means. Finally, efficient photon outcoupling

and coherent nuclear spin control, combined with (soon to be published) deterministic

generation of pulse-shaped single-photons, will enable generation of trains of entan-

gled cluster states of photons [141, 142, 388, 389], which are the base resource for

measurement-based quantum computing and rapid one-way quantum communication

protocols [47, 385]. By increasing optical coupling efficiencies, such experiments could
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open up the field of loss-tolerant all-photonic quantum information processing [48, 135],

a potentially more resource-efficient approach for scaling up quantum computers and

networks. All three of these promising near-term experiments demonstrate the immense

potential of the platform presented here for future quantum optical technologies.

Despite this remarkable progress, key practical challenges must be addressed before

quantum network nodes can be deployed on a large scale [390]. Quantum network nodes

must be made compatible with high-bandwidth, long-distance networks. This will re-

quire several advances across quantum information science and engineering. Protocols

for the rapid distribution, purification, and application of entanglement will need to be

implemented and tested. In parallel, major advances to hardware, including nanofabri-

cated devices, cryogenic systems, high-frequency control electronics, stable laser systems,

and efficient optical interconnects, will be required to continue such developments.

One necessary advance beyond the work presented here is the integration of nuclear

spin memories with quantum networking protocols to enable entanglement purification

and error correction, mentioned briefly above [79, 122]. Radio-frequency control of

13C and 29Si nuclear spins will be required to perform high fidelity single and two-qubit

operations required for such schemes. While initial results towards constructing multi-

qubit registers in diamond are promising (chapter 6) [19], reliable and scalable control

of such registers in cryogenic conditions will require development of lower loss (ideally

superconducting) on-chip control electronics. Advances in fabrication of type-II super-

conductors, such as Nb and NbTiN, which can potentially deliver high critical currents
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in the presence of large external magnetic fields [391, 392], as well as incorporation with

existing diamond nanofabrication techniques will be leveraged to enable these advances.

Once bandwidth limitations of individual quantum memories are saturated, efficient

channel multiplexing will need to be incorporated into quantum networking protocols,

including frequency-domain multiplexing [393] and rapid photon routing to multiple

physical devices operating in parallel on-chip [235]. Improvements in diamond fabrica-

tion techniques, including a transition to rectangular cross-section devices compatible

with on-chip photon routing and incorporation of DC electrodes for strain tuning [245]

will help to facilitate experiments with several emitters in a single cryostat. Advances in

permanent and robust fiber packaging of nanophotonic samples will also be required to

improve yields of such efforts. For compatibility with long-distance fiber networks, effi-

cient frequency conversion to and from telecommunications wavelengths is also needed.

Recent advances in the nanofabrication of nonlinear optical materials such as lithium

niobate [394] can be leveraged to enable efficient frequency modulators and shifters,

switches, and frequency converters essential for many of these tasks.

While these advances would increase the density of qubits per node, improvements

in laboratory control equipment are needed to reduce the cost per node, and allow for

reliable, automated operation, making large-scale deployment of quantum networks fea-

sible. Current experiments are conducted with general purpose laboratory tools which

are expensive and not tailored for the application at hand. Customized, miniaturized

cryostats that are optimized for a combination of cost, cryogenic resources, cooling
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power, base temperature, and peripheral support will need to be specially designed for

such quantum network nodes. Lasers, optics, and electronic control systems such as

microwave sources, arbitrary waveform generators, and time-taggers will need to be

integrated into dedicated packages with convenient, stable, and scalable software in-

terfaces. Quantum network technologies can borrow from recent advances in highly

packaged control systems currently being developed in industry for quantum comput-

ers, but will need further customization, such as the implementation of distributed clock

synchronization equipment and distributed client-server control software architectures.

In addition to these technical efforts, some of the main challenges in scaling and

deploying quantum network nodes may be addressed with more fundamental research

and spectroscopy. Different materials systems (see chapter 3.3.3) might offer unique

advantages over the diamond nanophotonic platform presented here. Emerging systems,

such as defects in silicon, are not yet well understood or established as spin-photon

interfaces. However, such a platform might be able to solve a number of challenges,

such as the ability to operate at comparatively higher temperatures, or the ability to

use more mature fabrication techniques. For this reason, fundamental research and

spectroscopy is needed to continue to identify, characterize, and test emerging systems

as candidates for quantum network nodes that may be easier to operate in the long-term.

The combination of serious technical challenges and fundamental research remaining

on the path to quantum networks raises the question: should we fully pursue the SiV-

nanophotonic platform, or search for an improved materials system before tackling the
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formidable engineering challenges described above? The knowledge and tools acquired

by continuing to study and apply the SiV-cavity system, ranging across quantum optics,

materials science, condensed-matter physics, nanofabrication, and electrical engineering,

will be essential to the construction of future quantum networks, regardless of which ma-

terials platform is used in the end. The experiments presented in this thesis are evidence

of just that; the rapid transition from the basic physical characterization presented in

chapters 4 and 5 to system-level application of the same types of devices for novel quan-

tum communication protocols (chapter 8) was enabled by decades of understanding and

progress in the quantum control of related platforms, including the quantum control of

NV center and 13C spins in diamond [19, 81], as well as self-assembled quantum dots

in nanofabricated GaAs photonic crystals [17, 395]. The techniques developed for those

platforms were directly applied in the experiments presented in this thesis; similarly,

experimental progress with the SiV center in diamond will be used in the construction

of next-generation quantum networking technology. At the same time, the advances

presented in this thesis would not have been possible without spending several years to

address serious technical advances in areas such nanofabrication and cryogenic experi-

mentation techniques. Therefore, the work presented in this thesis provides evidence

for a multi-faceted approach towards realizing quantum networks: one in which engi-

neering progress should be prioritized and leveraged to explore state-of-the-art quantum

networking protocols with silicon-vacancy centers, while fundamental materials research

continues in parallel.
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A
Supporting material for chapter 4

A.1 Experimental setup

All experiments at T = 5K are performed in a modified liquid helium flow probe-

station (Desert Cryogenics model TTP4). We use a dual-axis scanning galvonometer

mirror system (Thorlabs GVS012) and a high NA objective (Olympus 100x 0.90 NA)

to deliver light via free-space in the experiments presented in Fig. 4.1-4.4, S1 [87].

We use a 520 nm diode laser (Thorlabs LP520-SF15) for off-resonant continuous-wave

excitation [Fig. 4.1(b) and Fig. 4.2(c)] and a pulsed 532 nm laser (PicoQuant PDL

800-B) to perform lifetime measurements [Fig. 4.2(d) and Fig. A.1]. We employ

sum-frequency generation using a nonlinear crystal (ADVR KTP), mixing ∼ 980 nm

laser light from a Ti:Sapphire laser (M-Squared SolsTiS-2000-PSX-XF) and 1550 nm
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laser light from an external cavity diode laser (Thorlabs SFL 1550P) in a fiber-based

wavelength division multiplexer (Thorlabs WD202A-APC). The output fiber is cleaved

and coupled to a waveguide in the nonlinear crystal, which has ∼ 1 nm bandwidth. We

tune the frequency of the Ti:Sapphire laser to modulate the frequency of the ∼ 600 nm

light. The wavelength is recorded on a high resolution wavemeter (High Finesse WS7)

with 10MHz resolution and 50MHz accuracy.

GeV centers are incorporated into devices at low density using 74Ge+ ion implantation

(Innovion Corporation, 109 Ge+/ cm2 at an energy of 275 keV) and subsequent high

temperature annealing at 1200 ◦C in vacuum. Waveguides are oriented along the ⟨110⟩

axis of the diamond. Confocal microscopy is used to collect light in the experiments

presented in Fig. 4.1(b), Fig. 4.2(d), and Fig. A.1. In all other experiments, light in

the waveguide is collected using a tapered optical fiber [184]. Technical details on fiber

coupling and calibration of coupling efficiency are given in the supplementary materials

of [87]. Single photons are detected on an avalanche-photodiode (APD - Excelitas

SPCM-ARQH).

A.2 GeV-waveguide coupling efficiency

We define the GeV-waveguide coupling efficiency β as the probability for the GeV to

emit a photon into the waveguide mode per excitation. To estimate β, we measure the

saturation of ZPL fluorescence from a single GeV center in a waveguide [Fig. 4.2(b)].
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We fit to a two-level model of saturation D = DmaxI/(I + Isat) where D and Dmax are

the detected and maximum possible detected intensities respectively, and I and Isat are

the applied and saturation intensities respectively. This predicts a maximum detected

count rate of Dmax = 0.79± .02 Mcps.

Since we filter for ZPL photons (Semrock FF01-605/15-25), we collect roughly 60%

of the total emission spectrum given by the ZPL branching ratio [195]. We only collect

the photons emitted into the direction of the tapered fiber, resulting in another factor

of 0.5. Next we account for coupling to the tapered fiber (∼ 0.5), transmission through

two 90:10 beamsplitters (Thorlabs TW670R2A2) in the fiber network (∼ 0.8), and re-

collimation into fiber after a spectral filter (Semrock TLP01-628-25x36, free space-fiber

coupling efficiency ∼ 0.8). We send the light to an APD which has detector quantum

efficiency ∼ 0.6 at λ = 600 nm.

The maximum single-photon detection rate is given by one photon per excited state

lifetime (6.6 ± 0.3 ns), yielding a rate of about 160 Mcps. Accounting for all of the

factors described above, we expect a count rate of ∼ 8 Mcps assuming the GeV emits

every photon into the waveguide mode. From the maximum detection rate ∼ 0.8 Mcps,

we can place a lower bound on the probability of emission into the waveguide β ≥ 0.1.

This is lower than the simulated value for β in the designed nanostructure, which is

roughly 0.7 (Lumerical). The angle of the GeV dipole with respect to the waveguide and

improper placement of the GeV with respect to the waveguide mode maximum likely

limit the GeV-waveguide coupling in this experiment. We also note that this is a lower
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bound for β, since we do not account for time spent in unknown dark states such as

different charge states of the GeV center.

A.3 Linewidth measurements

In Fig. 4.3(a) we measure the linewidth of transition 1-3 [Fig. 4.1(b)] at T = 5K for

a single GeV in a waveguide using photoluminescence excitation (PLE) spectroscopy.

The frequency of the excitation laser is scanned over the resonance several times, and

fluorescence in the phonon sideband (PSB) is sent to an APD. We sum the different line-

scans without correcting for background or spectral diffusion shifts of the line-position.

We fit a Lorentzian to the integrated data in the main text and find a full-width at half

maximum of γ/(2π) = 72.8± 1.4 MHz, where the error given is the fit error to the data.

We note that the measurement of narrow GeV resonances in waveguides is not limited

to this single GeV center. For a total of 6 different GeV centers in waveguides, we

observe an average linewidth of 100 ± 28 MHz at T = 5K. While further work is

needed to establish reliable statistics for GeV linewidths, these results demonstrate

the reproducibility of narrow GeV optical transitions in nanostructures. Additionaly,

PLE spectroscopy of GeV centers in bulk diamond at T = 2.2K, carried out in [180],

demonstrates a narrow 42MHz line that is stable over long timescales.

We measure the excited state lifetime to extract the lifetime-limited linewidth for

the GeV center described in the main text using pulsed off-resonant 532 nm excitation.
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We record the decay of ZPL fluorescence in the time-domain using fast acquisition

electronics (PicoQuant HydraHarp 400) and fit to a bi-exponential model that accounts

for the sharp background from the strong laser pulse with the first exponent, and the

lifetime of the GeV excited state with the second exponent. This is the same technique

used to determine GeV lifetimes in Fig. 4.2(d). For this GeV, we measure a lifetime

τ0 = 6.1 ± 0.2 ns, shown in Fig. A.1. From this measurement we extract a lifetime-

broadened linewidth of γ0/(2π) = 26± 1 MHz.

We probe the contribution of phonon relaxation between orbital sublevels to the

optical transition linewidth of several GeV centers for temperatures between T = 35K

and T = 350K [Fig. 4.3(a) inset] using off-resonant 520 nm excitation and recording

the linewidth on a spectrometer (Horiba iHR550 with Synapse CCD and 1800 gr/mm,

resolution 0.025 nm). The transition linewidth scales as T 3 (see main text for fit details).

The T 3 fit implies that a two-phonon process is the dominant broadening mechanism

at T > 50K, similar to the case of the SiV [193]. We note that at temperatures

T > 100K, the line is too broad to resolve the fine structure exactly, and we measure

collective features from transitions C and D. For T > 200K, all four lines merge to

give one linewidth. These imperfections only modify the measured linewidth by a small

multiplicative factor, and the T 3 fit remains effective.
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Figure A.1: Lifetime measurement of the GeV used for Fig. 4.3-4.5 in the main text. Pulsed
532 nm excitation is applied. ZPL fluorescence is plotted on a log scale as a function of time τ
from pulse leading edge.

A.4 Optical Rabi oscillation measurements

In order to probe optical relaxation dynamics at higher resonant excitation intensities,

we utilize an active preselection sequence. We first probe the resonance with a weak

resonant pulse, and detect scattered PSB photons on an APD. Using a fast counter on

a field-programmable gate-array (Lattice Diamond MachX02HE), we determine if the

GeV satisfies the resonance condition based on whether or not the GeV scatters more

photons than a user-defined threshold. If the GeV is not on resonance, we apply a strong

520 nm pulse which further speeds up spectral diffusion, randomizing the resonance

position. We then repeat the procedure until the GeV scatters the threshold number of

photons and is determined to be on resonance. By optimizing the power and duration

of the various pulses as well as the photon detection threshold, we can maintain an

experimental duty cycle of ∼ 50% while remaining on resonance.
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We utilize this sequence to measure optical Rabi oscillations with the same GeV center

described in the PLE measurement in Fig. 4.3(a). Once we determine that the GeV

is on resonance, we apply a strong 40 ns resonant pulse and measure the fluorescence

on the PSB in the time-domain [Fig. 4.3(b)] using fast acquisition electronics. We

fit to the data using a two-level model of exponentially decaying oscillations of the

form (g/2)Θ(t− t0)(1−C exp (−|t− t0|/τRabi) cos (2πΩ(t− a))). Here g is an amplitude

normalization factor, Θ(t−t0) is a step function at a time t = t0 of the pulse leading edge,

C is the contrast of Rabi oscillations, τRabi is the decay constant of Rabi oscillations,

and Ω is the Rabi frequency. For the measurement shown in the main text, we obtain

C = 0.71± 0.03, Ω = 310± 2 MHz, and τRabi = 6.59± 0.02 ns.

We repeat this measurement and fitting protocol at various temperatures up to T =

10K, at which point the Rabi oscillations decay too fast to resolve and fit effectively.

We measure τRabi as a function of temperature and plot the Rabi oscillation decay

rate γRabi/(2π) = 1/(2πτRabi) as a function of temperature [Fig. 4.3(b) inset]. At

low temperatures (T < 10K) the decay rate of Rabi oscillations scales linearly with

temperature. We fit to a linear model γRabi/(2π) = h+ kT and obtain h = −7.0± 1.3

MHz, and k = 6.6 ± 0.2 MHz/K. The linear dependence of Rabi oscillation decay

indicates that the transition is primarily broadened by a single phonon process at low

temperatures between T = 5K and T = 10K, again similar to the case of the SiV [193].

For all temperature measurements, temperature is measured using a diode (Lakeshore

DT-670A-CU) mounted to the sample holder. As a result, we do not probe the local
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temperature of the diamond nanostructure, potentially resulting in a small systematic

temperature shift (∼ 1K) for all reported values. We note that this does not influence

the linear and cubic scalings of Rabi oscillation decay and linewidth at low and high

temperatures respectively.

A.5 GeV-waveguide cooperativity

We calculate the cooperativity using the measured extinction in Fig. 4.4(b) following

[321]. The measurement is taken at I/Isat ∼ 0.02, satisfying the condition for low power

(Ωc/Γ ≪ 1 in [321]). In this limit, the transmitted intensity on resonance (T ) is related

to the cooperativity by T ≈ (1+C)−2. We fit a Lorentzian to the transmission data to

extract a measured extinction of 18± 1%, corresponding to T = 0.82± 0.01, yielding a

cooperativity of C = 0.10± 0.01, as reported in the main text.

We note that this is a lower bound on the cooperativity, since this formula for co-

operativity is for a two-level system. Finite thermal occupation of the upper branch

of the ground state [state 2 in Fig. 4.1(b)] reduces the measured extinction. One can

approach the expected extinction of a two level system by polarizing the system in

state 1 using optical pumping [87]. The presence of additional levels also reduces the

measured extinction due to the branching ratios of different transitions (e.g. transition

2-3 and the PSB). Line-broadening mechanisms discussed above also reduce the system

cooperativity. Furthermore, the same factors limiting the waveguide-GeV coupling β
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also limit the cooperativity in this experiment.

The quantum efficiency, QE, is defined as the ratio of the radiative decay γrad, to

the total excited state decay γ0 [183]. Because Γ1D < γrad and γ0 < Γ′ due to the ZPL

branching ratio and line-broadening, the cooperativity naturally places a lower bound

on the quantum efficiency: C = Γ1D/Γ
′ < γrad/γ0 = QE. From the measurement in

Fig. 4.4(b), we extract C > 0.1. Accounting for additional measured factors that reduce

the cooperativity, but not the quantum efficiency, such as line-broadening beyond the

lifetime limit (26MHz/73MHz ∼ 0.4) and the branching ratio into the ZPL (∼ 0.6), we

can place a tighter lower bound on the quantum efficiency QE > 0.4.

A.6 Homodyne measurement

In this measurement, we excite through one port of a 90 : 10 beamsplitter connected

to the tapered fiber, sending 10% of the near resonant excitation laser light to the

diamond waveguide. We collect light through the fiber on the adjacent 90% port of the

beamsplitter. The detected ZPL field consists of interference between two fields: a local

oscillator field ELO arising from partial reflection of the driving laser from the Bragg

mirror and resonance fluorescence ERF stimulated by the driving field.

The diamond waveguide has two orthogonal polarization modes (TE and TM) [266],

which in principle can be treated independently. We neglect higher order waveguide

modes which couple weakly to the fiber. The relative weights between ERF and ELO
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will differ for the two modes depending on their projections onto GeV dipole axis and the

reflectivities of TE and TM fields from the Bragg mirror. The relative phases between

the fields will also differ for TE and TM inputs due to the difference in waveguide group

velocity for the TE and TM modes, allowing us to vary the phase by changing the input

polarization.

Instead of treating the two modes separately, we consider an intuitive single-mode

interference picture where ERF = αS(∆)ELOe
iϕ. Here α and ϕ are free parameters

that characterize the relative weight and phase of the two fields. S(∆) = (1− 2i∆/γ)−1

accounts for the Lorentzian resonance fluorescence spectrum for a given drive detuning

∆ and transition full-width γ. In this model, the detected intensity is proportional to

|1+αS(∆)eiϕ|2. We fit this model to the data presented in Fig. 4.5(b) of the main text

leaving α and ϕ as free, continuous parameters (α ∈ [0, 1] and ϕ ∈ [0, 2π)). Using this

technique, we determine relative phases ϕ = (0.98 ± 0.02)π for the absorptive profile

(orange) and ϕ = (1.66 ± 0.01)π for the dispersive profile (blue). Intuitively, a relative

phase of π (3π/2) produces the typical absorptive (dispersive) Lorentzian lineshape

evident in the measured interference spectrum.

We note that the single-mode model is an incomplete description of the homodyne

measurement. We treat the problem of single-mode interference with a tunable relative

phase because the two-mode problem introduces several additional free-parameters, and

the single-mode picture captures the essential interference phenomenon present in the

homodyne measurement. Additionally, there exist higher order terms resulting from in-
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teractions between the reflected field and the GeV center, as well as GeV self-interaction

arising from the mirror. These terms are suppressed by the mirror reflectivity R < 0.25

and can in principle be incorporated into the model by redefining α and ϕ. We neglect

these higher order terms to preserve the simple physical interpretations of α and ϕ as

the relative weight and phase between two fields.

To demonstrate the single-photon nonlinearity, we measure the photon statistics of

the output field under a drive field with polarization that produces destructive interfer-

ence (ϕ ∼ π). We split the output field on a 50 : 50 beamsplitter and measure time

dependent correlations using fast acquisition electronics. The total acquisition time for

this measurement was ∼ 5 hours. We postselect coincidence events that occur within 10

ms intervals for which the detected intensity is below 15% of the steady state detuned

value, ensuring that we include only data for which the drive field is nearly resonant

with the GeV center (∼ 25% duty cycle). We fit to the data using a single exponential

of the form 1 + he−t/τb to obtain the reported bunching g(2)(0) = 1 + h = 1.09 ± 0.03

decaying on a timescale τb = 6.2± 2.7 ns, close to the GeV excited state lifetime.

188



B
Supporting material for chapter 5

B.1 Experimental setup

B.1.1 Confocal microscopy inside a dilution refrigerator

All experiments are carried out in a dilution refrigerator (DR: BlueFors BF-LD250) with

free-space optical access (see Fig. B.1). To perform scanning confocal microscopy, we use

a dual-axis scanning galvonometer mirror system (Thorlabs GVS012), two concatenated

4f lens systems (f1 = f3 = 25 cm, f2 = 30 cm, f4 = 20 cm) consisting of anti-reflection

coated, 40mm-diameter cemented achromatic doublets (VIS-NIR, Edumund Optics)

and a vacuum- and cryo-compatible objective (Attocube LT-APO-VISIR, NA = 0.82)

to deliver light to the diamond nanodevice. Light reflected from the sample through

the microscope is partially reflected by a 33:67 pellicle beam splitter to a CCD camera
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for imaging.

A 6-1-1T superconducting vector magnet (American Magnetics Inc.) is mounted

below the mixing chamber (MXC) and thermally linked to the 4K plate of the DR. The

magnet is operated in persistent current mode to maximize the stability of the applied

field used for Zeeman splitting of the SiV spin states. The diamond substrate containing

the nanodevices is soldered with indium to a copper sample stage and placed inside the

magnet bore. A temperature sensor (Lake Shore Cryotronics, RX-102B-CB) is attached

to the sample holder and measures a base temperature of 85mK.

The objective lens is mounted on a piezoelectric stepper (Attocube ANPx311) via an

L-bracket. We use the stepper to move the objective to adjust the focus. The sample

stage sits directly beneath the objective, next to an aluminum mount which holds the

tapered tip of the optical fiber, through which light exits (and, in some experiments,

enters) the DR. The fiber holder is mounted on a stack of 3-axis piezoelectric steppers

(2×Attocube ANPx101, 1×Attocube ANPz101). These steppers are used to position

the fiber relative to the nanodevice, allowing us to maximize the coupling efficiency to

the tapered diamond waveguide and couple to multiple devices without bringing the DR

above 4K or exchanging the sample. The sample stage and fiber mount stepper stack

are both on the copper science plate, which is attached to a separate stack of x- and

y-axis piezoelectric steppers (2×Attocube ANPx311) on top of the base plate. These

steppers are used for simultaneous positioning of both the sample stage and the fiber

mount relative to the microscope objective.
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Figure B.1: Schematic of the confocal microscope inside a dilution refrigerator (DR). RT
VC: Outer vacuum can at room temperature; 50K: 50K plate; 4K: 4K plate; 1K: 1K plate;
MXC: Mixing chamber plate; CMOS: CMOS camera; Pol, λ/2, λ/4: Polarizer, half-wave plate,
quarter-wave plate; 1: dual-axis scanning galvonometer mirror system (Thorlabs GVS012); 2:
33:67 pellicle beam splitter; 3: achromatic lens (f = 10 cm); 4: 40mm diameter achromatic
lenses (f1 = f3 = 25 cm, f2 = 30 cm, f4 = 20 cm); 5: tunable leak valve (VAT Series 211 DN
16 No. 21124-KE0X-000); 6: Copper tube which delivers the N2 for gas tuning (see sec. B.1.4);
7: PTFE thermal break; 8: copper thermal link; 9: temperature sensors (Lake Shore DT-
670); 10: resistive cartridge heater (Lake Shore HTR-50); 11: objective L-bracket; 12: vacuum-
and cryo-compatible objective (Attocube LT-APO-VISIR, NA = 0.82, focal length = 2.87mm);
13: piezoelectric stepper (Attocube ANPx311) which adjusts the focus of the objective; 14:
diamond substrate containing nanodevice; 15: sample stage; 16: piezoelectric steppers (Attocube
ANPx311) which position the stage and fiber mount laterally; 17: base plate; 18: aluminum
thermalization plates; 19: science plate; 20: piezoelectric steppers (Attocube: 2×ANPx101,
1×ANPz101) which position the fiber mount; 21: fiber mount; 22: 6-1-1T superconducting
vector magnet with persistent switches (American Magnetics Inc. MAxes); 23: 10mm aperture
at 4 K plate of the DR; 24: single-mode fiber (S630-HP). All parts shown in brown or gold are
copper (C101). All parts shown in light blue are aluminum (Al 6061).
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The base plate is connected to the MXC via thick copper beams which provide a

thermal connection as well as a rigid mechanical link, minimizing vibrations propagat-

ing mostly from the pulse tube and hence reducing the pointing error of the confocal

microscope to approximately 1µm in amplitude. The sample stage, objective L-bracket

and aluminum thermalization plates (inserted between neighboring base steppers) are

also thermally anchored to the MXC via connection to the base plate by oxygen-free

copper braids (Copper Braid Products, not shown in Fig. B.1). This ensures rapid

thermalization of the entire sample stage setup and inhibits slow mechanical drift of the

fiber and objective during the experiment.

B.1.2 Excitation and readout of the diamond nanodevice

A full description of the diamond nanodevice design, properties, and fabrication are pre-

sented elsewhere [184]. The nanodevice consists of a 1D photonic crystal cavity symmet-

rically coupled to a waveguide. The waveguide has two ports. The first port is a notch

that couples free-space light entering from the confocal microscope into the waveguide.

Light entering through this path is used for resonant excitation of the SiV and cavity

modes and comes from narrowband lasers [Newport TLB-6711, M-Squared SolsTiS-

2000-PSX-XF and a home-built external-cavity diode laser (Opnext Diode HL7302MG,

Littrow configuration)]. In some experiments (see appendix B.7.1), these lasers are

modulated using an electro-optic phase modulator (EOSPACE model PM-0S5-10-PFA-

PFA-740-SUL) with microwave sources (MW: Agilent 83732B and Hittite HMC-T2220)
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to generate additional optical frequencies. The second port is the tapered end of the

nanobeam waveguide, which is contacted to the tapered tip of a single mode optical

fiber. The coupled fiber is then used to collect light from the cavity mode propagating

out of the waveguide. Our techniques for chemically fabricating the tapered fiber and

performing the coupling are described in previous works [87, 184]. We also apply pulses

from a 520 nm diode laser (Thorlabs LP520-SF15) via the tapered fiber, as shown in

Fig. B.2, for charge-state control of the SiV (described in detail in appendix B.7.1).

B.1.3 Fiber-based photon collection and polarization control

A fiber-based optical network (Fig. B.2) is used to efficiently collect light transmitted

through the waveguide. In this section, we discuss the use of this fiber network to

measure the coupling efficiency of the tapered optical fiber to the diamond waveguide,

to control the polarization of the input and output light in the fiber, and to measure

the broadband response of the diamond nanocavity.

To couple the tapered fiber to the waveguide, we first send light from a supercontin-

uum light source (NKT Photonics SuperKExtreme) into the fiber network. The input

light is spectrally filtered to an approximately 10 nm range around the SiV ZPL wave-

length (Semrock FF01-740/13-25) and then sent into a 90:10 fiber beamsplitter, with

90% of the light sent to a calibration photodiode, and the remaining 10% sent into the

diamond waveguide through the tapered fiber contact. The light reflected from the

cavity is then split by two other 90:10 beam splitters, which send 1% of the final output
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Figure B.2: Schematic of the fiber network used for efficient collection of light from the
diamond waveguide. The polarization of the input and output light of the diamond nanocavity
inside the DR is tuned via separate sets of polarizers and polarization controllers. The fiber-
waveguide coupling efficiency is measured by splitting the light entering and exiting the DR to a
calibration photodiode and a reflection photodiode, respectively, and comparing the two signals.
The collected light is filtered through a narrowband filter (Semrock FF01-740/13-25) centered
around the SiV ZPL wavelength before being detected. N.C. indicates no connection.

light to a reflection photodiode. The efficiency of the coupling between the fiber and the

tapered end of the waveguide is calculated by comparing the incoming power and the

reflected power measured from the two photodiodes. For this experiment, the frequency

of the light is within the stopband of the photonic crystal cavity, and the polarization

of the light is adjusted so that it couples only to the correct mode of the device (see

below). Therefore, the light should be perfectly reflected. Imperfections in either of

these areas will cause us to underestimate the coupling efficiency. For the experiments

in this paper, we infer a fiber-waveguide coupling efficiency of approximately 50%.
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We measure a transmission efficiency of approximately 10% along the fiber collection

path, which accounts for losses from beam splitters, four fiber splices with an average

efficiency of 80% per splice and the free-space frequency-filtering stage. With the fiber-

waveguide coupling efficiency of around 50% described above and an SPCM efficiency

of around 50%, the total detection efficiency of light from the diamond nanocavity is

approximately 2.5%.

The waveguide supports two polarization modes: a transverse-electric-like (TE) mode

corresponding to the cavity polarization and an orthogonal transverse-magnetic-like

(TM) mode with no spectrally-similar cavity resonance. We tune the polarizations of

both the input and output fields to address the TE mode of the device. The input

resonant-excitation light beam consists of light from different narrowband lasers joined

via fiber-based beamsplitters, and couples from free space into the waveguide. We

control the polarization of this input field using a polarizer, half wave-plate, and a

quarter wave-plate placed in the beam path as shown in Fig. B.1.

Polarization control of the output light transmitted through the diamond waveguide

is achieved using the fiber network: First, light propagating out from the diamond

waveguide couples to the tapered optical fiber which exits the DR. The light then

passes through a polarizer and a set of polarization controllers before being filtered to a

frequency range around the ZPL via a bandpass filter (Semrock FF01-740/13-25) in free-

space and coupled back into a fiber and collected by a single-photon counting module

(“SPCM”; Excelitas SPCM-NIR). By tuning the polarizer and polarization controllers
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while monitoring the photon detection rate, we can minimize the detection rate at

a frequency far detuned from the cavity resonance, where a non-zero spectrally-flat

background signal indicates transmission of the TM mode. As a result, the relative

signal from the cavity (TE) mode of interest is maximized.

We can also use the fiber network to perform characterization of the spectrum of the

diamond nanocavity via reflection. For low-resolution characterization of the diamond

nanocavity, light from the broadband supercontinuum laser (with no spectral filtering)

is sent in from the fiber for non-resonant excitation of the system. A separate polarizer

and set of polarization controllers tune the polarization of this input light to selectively

address the nanocavity mode. Reflected light from the cavity is coupled back into the

tapered fiber and collected through the fiber and sent to a spectrometer (Horiba iHR550

with Synapse CCD and 1800 gr/mm) with a spectral resolution of 0.025 nm.

B.1.4 Gas tuning of the nanocavity resonance

We tune the resonance wavelength of the diamond nanocavity by depositing solid N2 on

the diamond waveguide to change its refractive index. As shown in Fig. B.1, N2 gas is

extracted from a reservoir at atmospheric pressure via a tunable leak valve (VAT Series

211 DN 16 No. 21124-KE0X-000) into a copper tube. A vacuum gauge attached to the

top of the tube is used to read out the pressure of the gas inside the tube. The tube

extends into the DR and terminates at the sample stage, where N2 exits and deposits

onto the diamond nanocavity. To start the N2 deposition, the temperature of the tube
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is increased by applying power of around 10W to a heater resistor, attached to the

tube directly below the 4K stage, and monitored by several temperature sensors (Lake

Shore DT-670SD) placed along the tube. As the temperature of the tube increases, the

pressure inside the tube, monitored on the vacuum gauge, initially rises. When the tube

reaches a temperature of roughly 80-100K near the 4K plate, the pressure reaches a

maximum and then starts to decrease. At this time, residual frozen N2 has unclogged

inside the tube and begins to flow out and deposit onto the nanodevice. We then open

the leak valve to let more N2 into the tube while monitoring the cavity spectrum, and

close the leak valve once we have observed a satisfactory shift in the cavity resonance

wavelength. The leak rate is on the order of 10−2 mbar L/s, corresponding to a cavity

resonance tuning rate of approximately 0.01 nm/s. The leak rate can be adjusted in

real time to control the tuning rate. The heater is then switched off and the system

equilibrates.

Crucially, the copper tube has a weak but non-negligible thermal link to the 4K

plate, while being thermally isolated from the room-temperature environment via a

PTFE thermal break below the 50K plate (see Fig. B.1). The copper tube is also

carefully thermally isolated from the components of the experiment that are below 4K.

Therefore, when the heater is off, the tube equilibriates to around 4K. Since this is well

below the N2 freezing point, N2 cannot leak out of the tube. Thus, after gas tuning, the

cavity resonance wavelength experiences no drift and has been measured to be stable

(to within 5GHz or better) over several weeks.
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While deposition of N2 on the device increases the resonance wavelength, the amount

of N2 can also be reduced to incrementally decrease the resonance wavelength. This is

done using the supercontinuum laser, which is typically used for low-resolution cavity

spectra measurements through the tapered fiber connected to the diamond waveguide

as described in appendix B.1.3. By applying this laser at higher power, we heat up the

nanobeam and thus evaporate the deposited N2. We can therefore tune the resonance

wavelength of the cavity in both directions while simultaneously monitoring the cavity

spectrum on the spectrometer.

B.2 Model for two SiV centers inside an optical cavity

To theoretically describe the transmission measurements described in Figures 1, 2, and

4 of the main text, we model the steady-state response of the SiV-cavity system in the

linear regime using a non-Hermitian effective Hamiltonian. This approach accounts for

photon loss through the cavity (decay rate κ) and through spontaneous emission (γi for

SiV i). Because there is no distinction in this formalism between photon loss and pure

dephasing of the optical excited state, the γi include all sources of decay and decoherence
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for these states.1 Recalling the Tavis-Cummings Hamiltonian for the N-emitter case,

HTC,N/ℏ = ωcâ
†â+

N∑
i

ωiσ̂
†
i σ̂i +

N∑
i

gi

(
â†σ̂i + σ̂†i â

)
(B.1)

we write a non-Hermitian two-emitter Tavis-Cummings Hamiltonian [396]:

ĤTC =

(
ωc +∆− δ

2
− i

γ1
2

)
σ̂†1σ̂1 +

(
ωc +∆+

δ

2
− i

γ2
2

)
σ̂†2σ̂2 +

(
ωc − i

κ

2

)
â†â

+
[
â† (g1σ̂1 + g2σ̂2) + h.c.

] (B.2)

where ωc is the frequency of the cavity, ∆ is the detuning between the center-of-mass

frequency of the two SiVs (ω1+ω2)/2 and the cavity mode, δ = ω1−ω2 is the detuning

between the two SiVs and gj is the single-photon Rabi frequency for SiV j ∈ {1, 2}. The

operators â and σ̂j are the annihilation operators for the cavity and SiV j excitations.

The spectrum of this Hamiltonian gives the bright and dark state energies e.g. the red

and blue lines in Fig. 5.4D, E.

To calculate the transmission of the system, we use the input-output formalism[397]

to solve for the dynamics of the cavity field â:

˙̂a(t) = −i
[
ĤTC, â(t)

]
+
√
κaâin(t) +

√
κbb̂in(t)−

1

2
(κa + κb)â(t), (B.3)

1Note that for consistency with the literature, we have taken γi to be the energy decay rate,
which therefore enters with a factor of 1

2 in the non-Hermitian Hamiltonian (Eqn. B.2) for the
field amplitudes. However, this means that pure dephasing at a rate γd should be included as
γi → γi + 2γd.
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Figure B.3: Visual representation of the cavity input fields âin and b̂in = 0, cavity output
fields b̂out and âout, intra-cavity field â, cavity decay κa and κb and SiV i decoherence (including
decay) γi.

Here, we have defined âin and b̂in as the input fields on either side of the cavity with

κa and κb as the corresponding cavity energy decay rates and thus the total decay rate

κ = κa+κb. See Fig. B.3. (In Eqn. B.3, we do not include the cavity decay term iκâ†â

in HTC since this term is already included via κa,b.) We write down the equations of

motion in the frequency domain, using

â(t) =

∫
dωe−iωtâ(ω) (B.4)

to arrive at:

−iωâ(ω) =
(
−iωc −

κa + κb
2

)
â+

√
κaâin +

√
κbb̂in − ig1σ1 − ig2σ2

−iωσ̂j(ω) =
(
−i
(
ωc +∆+ (−1)j

δ

2

)
− γj

2

)
σ̂j − ig∗j â

(B.5)

Eliminating the SiV degrees of freedom and solving for the cavity mode gives:
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â(ω) =

√
κaâin(ω) +

√
κbb̂in(ω)

D
, (B.6)

where we have defined

D ≡ i(ωc−ω)+
κa + κb

2
−

(
|g1|2

−i
(
ωc − ω +∆− δ

2

)
− γ1

2

+
|g2|2

−i
(
ωc − ω +∆+ δ

2

)
− γ2

2

)
.

(B.7)

In our case of interest, ⟨b̂in⟩ = 0, and the transmission coefficient is t = ⟨b̂out⟩/⟨âin⟩.

Using the input-output relations âout + âin =
√
κaâ and b̂out + b̂in = b̂out =

√
κbâ, we

have

t(ω) =

√
κbκa
D

, (B.8)

and thus the transmission intensity for the cavity field T (ω) = |t(ω)|2 is,

T (ω) =
κaκb
|D|2

(B.9)

This transmission response is accurate in both the resonant and detuned regime and

agrees with numerical solutions of the master equation to better than a few percent.

However, to more accurately model the spectra measured in the experiment, we addi-

tionally include a background term corresponding to the leakage of coherent laser light
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into our detection path, resulting in a measured transmission intensity of

T (ω) = |t(ω) +Aeiϕ|2 (B.10)

where A and ϕ are the amplitude and phase of the of the background field. This coherent

background term, which has a flat frequency spectrum corresponding to, for example,

transmission of the TM cavity mode which is imperfectly filtered out, is necessary to

account for the lineshapes we observe, which do not agree perfectly with the prediction

from Eqn. B.9. Addition of an incoherent background term does not appreciatively

improve the agreement between the model and experiment. The solid curves in Figs.

5.1, 5.2 and 5.4 in the main text are all generated via this model.

B.3 Single-SiV measurements

B.3.1 Verification of single SiV centers

In order to verify that the two emitters used in the measurements described in the

main text are indeed single emitters, we separately measure the second-order correla-

tion function g(2)(τ) of the light transmitted via each of the two SiV-like dressed states

(polaritons) in the dispersive regime (∆ > κ). Here, τ is the delay time between detec-

tion of the second and first photon. We measure under conditions where the two SiVs

are far detuned from one another (δ ∼ 2π× 5GHz), allowing us to measure one SiV at
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Figure B.4: Verification of single emitters. Photon autocorrelation function g(2)(τ) for
SiV 1 (A) and SiV 2 (B) in the main text. Error bars are given by shot noise, and red solid lines
are a fit to a model given by a double-exponential convolved with a Gaussian of 350 ps width to
account for finite APD timing resolution. From the fits, we extract timescales for antibunching
and bunching {τa1, τa2, τb1, τb2} = {1.0, 1.3, 7.7, 13.4} ns.

a time with negligible effects from their interaction. In this regime, each single SiV is

only slightly dressed by the cavity mode, and acts as a transmission channel for single

photons far detuned from cavity resonance. Therefore, in the ideal case, we expect

g(2)(τ = 0) ≈ 0 in transmission for single SiV-like polaritons. As explained below, a

background field or limited cooperativity can increase the measured value of g(2)(0), but

a value of g(2)(0) < 0.5 confirms that the measured field corresponds to a single-photon

emitter.

We employ an active preselection sequence described in detail in appendix B.7.1 in

order to ensure initialization of each SiV in the correct charge and frequency state. These

measurements are done at zero magnetic field when the spin sublevels are degenerate

and only a single laser is needed to continuously scatter photons from a single SiV.

The SiV-like polariton is probed in transmission and the transmitted light is split on

a beamsplitter and sent to two SPCMs. Photon detection times are logged using fast
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acquisition hardware (PicoQuant HydraHarp 400). We construct a histogram as a

function of τ and normalize it to the background signal at long time delays.

We measure g(2)(0) = 0.22 ± 0.02 and g(2)(0) = 0.24 ± 0.04 in transmission on

resonance with SiV 1 and SiV 2 respectively (Fig. B.4) with an SiV-cavity center-

of-mass detuning of ∆ = 2π× 156GHz at a sample temperature of 5K. No background

subtraction or postselection is used. We measure bunching on a timescale significantly

longer than the excited state lifetime for both SiVs, likely due to optical pumping into

the metastable higher-energy orbital branch of the ground state [87, 179]. The finite

value of g(2)(0) primarily arises from the coherent laser background, which is minimized

relative to the single-photon transmission when the SiV is excited in the linear regime

(low laser power).

B.3.2 Extraction of cavity QED parameters

In this section, we describe the measurements used to extract the cavity QED parameters

(g, κ, γ). We extract κ = 2π× 48GHz, the cavity decay rate, by fitting the cavity

spectrum to a Lorentzian when it is detuned from the SiV resonance by more than 5

cavity linewidths (Fig. B.5A). The measured cavity linewidth κ can change after the gas-

tuning process, where the cavity loss rate can increase due to scattering or absorption

introduced by the deposited material. This effect is not perfectly reproducible and may

depend on the details of the gas deposition process. As a result, κ can vary by tens of

perecent between different experiments. In order to account for this, we measure the
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full cavity spectrum before each experiment and use the corresponding measured cavity

linewidth as κ in the model for that particular experiment.

We extract γ1 = 2π× 0.19GHz, the bare (not cavity-enhanced) linewidth of the

SiV, by fitting a Lorentzian to the transmission spectrum near the resonance of SiV

1 when the cavity is detuned by ∆ = 6.8κ (Fig. B.5C). Note that this linewidth is a

factor of two greater than the lifetime-limited linewidth of γ0 = 2π× 0.094GHz. In this

measurement, extra care was taken to reduce the laser linewidth and power in order

to prevent broadening of the measured SiV linewidth from either power broadening or

spectral diffusion. Although the linewidth of SiV 2 was not measured carefully in this

regime, we measured nearly-identical linewidths for the two SiVs (cf. Fig. 5.2A or Fig.

5.4B) at a variety of detunings, suggesting that γ1 ≈ γ2. We extract g1 ≈ g2 = 2π×

7.3GHz, the single-photon Rabi frequencies for SiV 1 and SiV 2, by fitting Eqn. B.10

to the measurement in the bottom panel of Fig. 5.1C of the main text with the other

CQED parameters fixed. In this fit we also leave the coherent background parameters

free, obtaining A = 0.37 and ϕ = 0.21.

The increased cooperativity in the present work compared to previous work [87] can

be traced primarily to three factors: a slight increase in the cavity quality factor (8400

vs. 7400), an approximately sixfold decrease in the mode volume (∼0.5 vs. ∼3) and a

∼ 50% reduction in the SiV linewidth (190MHz vs 300MHz). Small variations in the

SiV position in both works can also lead to some variation in the cooperativities.

In the future, the cooperativity achieved in this work can be increased in a number
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Figure B.5: Measurement of cavity and emitter linewidths (A) Typical measurement
of cavity transmission spectrum far detuned from the emitter resonance, used to extract κ. (B)
Lorentzian with coherent background (see appendix B.2) fit to on-resonance cavity transmission
near SiV 1. The data (blue points) are the same as in the lower panel of Fig. 5.1C of the main
text. (C) Linewidth measurement of SiV 1 when the cavity is ∼ 6.8κ detuned from the SiV
resonance.

of ways. First, the cavity quality factor can be increased by several orders of magnitude

with improved photonic crystal design and fabrication, in particular by improving mask-

ing and etching processes that currently lead to inhomogeneity in the holes defining the

photonic crystal cavity [266]. At least another 30-50% reduction in the mode volume

can be achieved through better photonic crystal cavity design [263]. A similar improve-

ment in the implantation accuracy is possible either by tighter focus (and increased

alignment accuracy) of the focused ion beam or by moving to a masked-implantation

technique [398]. Finally, an increased understanding of the sources of spectral diffusion

could allow us to reduce the SiV linewidth through, for example, new methods for ma-

terials processing. This could lead to an reduction in the linewidth (and therefore a

proportional increase in the cooperativity) by a factor of up to two. Other color centers

in diamond with a higher quantum efficiency [75] offer a similar benefit.
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B.3.3 Additional factors influencing the cavity transmission spec-

trum

In the linear regime at ∆ = 0 the transmission through the cavity is given by T ≈

(1 + C)−2 (cf. Eqn. B.9). For the cooperativity C = 23 inferred here, the expected

on-resonance transmission is T = 0.002, corresponding to a single-SiV cavity extinction

of ∆T/T = 99.8%. This is more than the roughly 95% extinction demonstrated in

Fig. 5.1C of the main text. This discrepancy is primarily due to imperfect polarization

of the laser field. For our device (cf. appendix B.1.3), the TM polarization has high

transmission, resulting in the addition of a coherent background that limits the trans-

mission contrast ∆T/T . This background is accounted for in Eq. B.10, which fits the

data in Fig. fig:photon-systemC well. Additional factors that could contribute to the

background include improper charge-state initialization (blinking) and slow-timescale

(non-Markovian) broadening of the line beyond γ = 2π× 0.19GHz due to spectral

diffusion [87, 86]. This measurement was done at low laser power (see appendix B.4.1-

B.4.2) to minimize these effects. The model including the coherent background term

(Eqn. B.10) also accurately predicts the measured spectra in the dispersive regime. For

example, the solid line shown in Fig. 5.1D of the main text is a fit to Eqn. B.10 with

the background amplitude and phase as the only free parameters (for the exact cavity

QED parameters and atom cavity detuning in this fit, see appendix B.4.4). According

to this fit, the background amplitude is 11% of the amplitude of the SiV-cavity signal

207



(A = 0.35 and ϕ = 0.88). The observed resonance lineshape is therefore set by interfer-

ence between these three channels: the SiV, the cavity, and the coherent background

field. For example, the asymmetric, Fano-like lineshape at around −20GHz in Fig. 5.1C

arise from interference between the cavity and SiV fields.

We also note that since both the input and output fields are each independently

filtered through a polarizer, the transmission contrast in the dispersive regime can be

artificially enhanced through cross-polarization effects. While our model does not ac-

count for the two polarization modes independently, as would be necessary to completely

describe the transmission signal due to this effect, our single-mode model fits the mea-

sured transmission spectra well with reasonable extracted background amplitudes.

B.4 Two-SiV transmission measurements in zero magnetic field

B.4.1 Charge-state control of SiV centers

Continuous resonant excitation of an SiV results in its eventual ionization (blinking)

[87, 86]. The ionization timescale varies among SiV centers, but at low laser powers this

timescale is much longer than the time needed to measure the transmission spectrum

corresponding to an SiV. This timescale can be reduced by increasing the resonant laser

power, allowing us to selectively ionize a particular SiV by applying high laser power on

resonance with that SiV. We can therefore ionize one of a pair of nearly-resonant SiV

centers into its optically-inactive charge state and, in this way, measure the spectrum
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corresponding to transmission from a single SiV even when there are multiple SiV centers

present (gray data in Fig. 5.2A). SiV centers can then be reinitialized with high fidelity

(∼ 80%) into the optically active charge state by applying a 520 nm laser pulse. With

both SiV centers initialized in the correct charge state, we measure the two-SiV spectrum

(black data in Fig. 5.2A). Because the charge state is stable over timescales longer than

a single run of the experiment, we can also post-select for runs in the experiment where

the two SiV centers are in the desired charge state. For more information about charge-

state control of the SiV, see section 4 of the supplemental materials of Ref. [87].

B.4.2 Spectral hopping of SiV centers

The SiV optical transition frequency can also drift as a function of time (spectral dif-

fusion) [86]. While these dynamics vary from emitter to emitter, for the SiV centers

studied here, we find that spectral diffusion occurs primarily in discrete spectral jumps

on a timescale that increases with reduced resonant (and off-resonant repump) laser

powers. For all measurements of the two-SiV system at zero magnetic field (Fig. 5.2),

we work at laser intensities where the spectral diffusion timescale is much slower than

the measurement timescale. In other words, we can obtain several high signal-to-noise

transmission spectra before a spectral jump occurs. For example, the data in the case

of two interacting SiV centers (black curves in Fig. 5.2A, B) were each acquired over

roughly 1 minute, in which time there was no measurable spectral hopping.

SiV centers can also undergo significant spectral jumps when the sample is warmed up
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to room temperature and then cooled down again (thermally cycled). This means that

after thermal cycling the setup, the same SiV centers can have resonance frequencies that

differ on the order of ∼ 5GHz. This is a much larger frequency scale than the typical

slow, laser-induced spectral hopping described above (∼ 1GHz). As an example, the

experiments in Fig. 5.2 and Fig. 5.4 of the main text were performed with the same

pair of SiV centers (also labelled as SiV A and B in Fig. 5.1C of the main text).

The average SiV-SiV detuning in Fig. 5.2 is δ ∼ 1GHz, whereas the average SiV-SiV

detuning (at zero magnetic field) in Fig. 5.4 is δ ∼ 5GHz due to this type of spectral

jump. Understanding and limiting sources of spectral diffusion is an important task for

future work. However, the frequency scales of all spectral hopping processes are still

smaller than or comparable to the frequency tuning range of the magnetic field tuning

technique demonstrated here (∼ 5GHz) and the Raman tuning technique demonstrated

previously [87] (∼ 20GHz).

B.4.3 Bright and dark state linewidth measurements

The spectral hopping of SiV centers provides an opportunity to measure the interacting

two-SiV spectra as a function of splitting between the bright and dark states by simply

integrating for a long time period and binning spectra into individual sets in which no

spectral hop has occured. For the measurement presented in the inset of Fig. 5.2B, we

do this over the course of roughly 12 hours and fit each binned spectrum to a double

Lorentzian model (see Fig. B.6B for some example spectra at different bright-dark
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splittings). To produce the plot shown in the inset of Fig. 5.2B, we bin each set of

spectra based on the frequency difference between peaks obtained from the fit and plot

the average width of the left (red) and right (blue) peaks in each bin. The error bars

are the standard deviation within each bin. The gray dashed line and shaded region

represent the mean and standard deviation of the single-SiV (that is, where the other

SiV is ionized) linewidths obtained from single Lorentzian fits.

B.4.4 Cavity QED parameters for the two-SiV measurements in

zero magnetic field

We determine the atom-cavity detuning ∆ relative to the center-of-mass frequency of

the two SiV centers using a Lorentzian fit to the spectrum shown in Fig. B.6A (∆ =

2π× 79GHz) for the measurements in Fig. 5.2A and the inset of Fig. 5.2. Using

the same technique after tuning the cavity to the opposite side of the SiV resonance

(for measurement in main panel of Fig. 5.2B), we estimate an SiV-cavity detuning of

∆ = 2π× −55GHz. The cavity spectrum during these experiments (κ = 2π× 30GHz)

was measured to be slightly narrower than in the measurements presented in Fig. 5.1

(see appendix B.3.2).

Based on these cavity spectra and the measurements described in appendix B.3, the

following cavity QED parameters for the coupled SiV-cavity system are kept fixed:

{g1, g2, κ, γ1, γ2} = 2π × {7.3, 7.3, 30, 0.19, 0.19} GHz yielding C = 37 for these SiV

centers. As explained above, we set ∆ = 2π× 79GHz for Fig. 5.2A and the inset of
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Figure B.6: Two-SiV measurement in zero magnetic field (A) Measurement of cavity
linewidth (κ) and detuning from SiV (∆) for the measurements presented in Fig. 5.1D, 5.2 of
the main text. The solid red line is a Lorentzian fit. (B) Example 2-SiV transmission spectra at
different bright-dark state detunings (δSD). The solid lines are a bi-Lorentzian fit with coherent
background, and are used to extract δSD and the superradiant (bright) and subradiant (dark)
state linewidths, ΓS and ΓD, plotted in the inset of Fig. 5.3B in the main text.

Fig. 5.2B and ∆ = 2π× −55GHz for the main panel of Fig. 5.2B. The solid gray

curves in Fig. 5.2A are single-SiV spectra obtained from Eqn. B.10 by setting either g1

or g2 to zero. From these fits we extract the SiV-SiV detuning δ = 2π× 0.56GHz (and

background parameters of {A,ϕ} = {0.33,−0.78} and {0.34,−0.69} for SiVs 1 and 2

respectively).

With ∆ and δ fixed, we fit the two-SiV spectrum shown in black in Fig. 5.2A to

Eqn. B.10 with only the background terms as free parameters to obtain the solid black

curve, which agrees well with the data (and yields background parameter estimates of

A = 0.31 and ϕ = −0.76). The close agreement between theory and experiment also

validates our independently measured gi and γi. Since individual ionized control spectra

similar to the gray data in Fig. 5.2A were not taken for the data shown in the main

panel of Fig. 5.2B, δ was left as a free parameter for the fit shown in black in Fig.
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5.2B, and was determined to be δ = 2π× 2GHz, which is different from the measured

value of δ at the other cavity detuning due to the spectral diffusion process described

in appendix B.4.2. We also obtain background parameters A = 0.54 and ϕ = 1.38 for

this fit.

The solid lines in the inset of Fig. 5.2B are calculated with the above SiV-cavity

parameters at the SiV-cavity detuning ∆ = 2π× 79GHz, but at various δ. We first

calculate the energy difference between the superradiant (bright) and subradiant (dark)

states as a function of SiV-SiV detuning (using the real part of the eigenvalues of

ĤTC). We then calculate the |S⟩ and |D⟩ state linewidths (the imaginary eigenvalues

of ĤTC arising from the non-Hermitian terms) as a function of SiV-SiV detuning. This

allows us to plot the theoretical bright and dark state linewidths as a function of bright

and dark state energy difference, which is the parameter determined from the fitting

procedure described in appendix B.4.3 above. The solid curves in the inset of Fig. 5.2

are predictions from the independently-measured cavity QED parameters (cf. appendix

B.3.2) with no free parameters. This is because in the linear regime, the bright and

dark state linewidths do not depend on the signal amplitude, laser power or background,

which are the only free parameters in most of the other fits.
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Figure B.7: Pulse sequence for single-shot spin readout. (A) Pulse sequence used to measure
single-shot readout and (B) transmission intensity as a function of time for the corresponding
pulse sequence. The spin is initialized into |↑⟩ via optical pumping on ω↓ and read out via
optical pumping on ω↑ (green sequences). The fidelity is calculated by comparing one time bin
δt at the beginning and end of the readout pulse (gray regions). Post-selection pulses (red) are
used to ensure the experiment was initialized correctly.

B.5 Fidelity calculation for single-shot readout of the SiV spin

We read out the SiV spin state in the dispersive regime by measuring the spin-dependent

transmission (Fig. 5.3). Note that the measurements shown in Fig. 5.3 are performed

with a different SiV in the same device as the measurements shown in Fig. 5.2 and Fig.

5.4 of the main text. The full experimental pulse sequence is shown in Fig. B.7. The

main sequence consists of a pulse at frequency ω↓ which initializes the spin in |↑⟩ via

optical pumping and a readout pulse at ω↑. We build a histogram of photons in the

initial time bin of duration δt, when the state is assumed to be |↑⟩, as well as in the final

time bin of duration δt, after the system has been pumped into |↓⟩. These histograms
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represent the distribution of photon numbers we expect to observe in a single run of the

experiment. Since these histograms are well separated, we can define a threshold photon

number n such that if the initial time bin δt we detect more (fewer) than n photons,

the state is |↑⟩ (|↓⟩). We numerically optimize our choice for δt and n to maximize the

single-shot readout fidelity:

F = Maxn,δt{(1−
∞∑
m=n

P↓(m, δt)) + (1−
m=n∑
1

P↑(m, δt))}/2. (B.11)

To account for SiV blinking and spectral diffusion (see sec. B.4), we use pre-sequence

and post-sequence pulses to confirm that the SiV is at the correct frequency and in the

correct charge state. Simultaneously applying two laser fields at frequencies ω↑ and ω↓

allows us to continuously scatter photons from the SiV without optical pumping, giving

a high transmission intensity when the SiV is in the correct state. We use this pulse

both at the start of the experiment (to ensure we start in the correct state) and at the

end (to ensure the readout itself did not ionize the SiV).

The optimal fidelity occurs at δt = 7ms and n = 34. Without post-selection, the

|↑⟩ histogram is bimodal, limiting the readout fidelity to 89%. With post-selection, the

lower lobe of the histogram is removed, and the reported fidelity F = 96.8% is achieved.

This fidelity is not strictly the readout fidelity, but rather the combined initialization

and readout fidelity. In fact, the fidelity is predominately limited by the non-zero overlap

of the spin-cycling transitions used in the experiment, which can result in off-resonant
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pumping limiting the initialization of the spin into |↑⟩. Based on the measured splitting,

we expect a maximum initialization and readout fidelity of 97.4%.

B.6 Spin-dependent SiV-cavity transmission on cavity resonance

In the main text Fig. 5.3, we demonstrated a spin-dependent modulation of the SiV-

cavity transmission response in the dispersive regime and used this effect to achieve

single-shot readout of the SiV spin. We can perform a similar experiment in the resonant-

cavity regime. In this regime, the SiV optical transitions are Purcell-broadened, so we

apply a magnetic field of 6.5 kG approximately orthogonal to the SiV axis such that the

splitting between the Purcell-enhanced spin transitions is maximized. We then initialize

the SiV in either |↓⟩ or |↑⟩ via optical pumping (Fig. B.7A). We probe the cavity at

frequency ω↑, which is resonant with both the cavity and the |↑⟩ → |↑′⟩ transition (Fig.

B.7B). When the spin is prepared in the state |↓⟩, the probe field at ω↑ is detuned from

the SiV transition and is transmitted (red curve). When the spin is prepared in |↑⟩,

it couples to the probe field at frequency ω↑ and the incoming light is reflected (blue

curve). [186]. We observe a maximum spin-dependent transmission contrast of 80%,

limited by spectral overlap between the two spin transitions. The memory time of this

modulation (50µs) is limited by the cyclicity of the spin-conserving optical transition

addressed by the probe pulse in this highly off-axis field.
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Figure B.8: Switching of the cavity transmission on resonance (A) Simplified level
structure of the SiV in a magnetic field. An optical transition at frequency ω↑ (green arrow) is
used to initialize the SiV spin into |↓⟩ by optical pumping via a spin-flipping transition (dashed
line). Conversely, pumping at frequency ω↓ (not shown) initializes the spin into |↑⟩. (B) Spin-
dependent optical switching on cavity resonance. State |↓⟩ is not coupled to the probe field at
frequency ω↑ which is therefore transmitted (red). Initialization into |↑⟩ results in reflection of
the probe field (blue). The maximum spin-dependent contrast is 80%.

B.7 Two-SiV transmission measurements in nonzero magnetic fields

B.7.1 SiV frequency stabilization based on active preselection

SiV optical transitions are narrow and stable for timescales long enough to enable the

measurements described in Fig. 5.1-5.3 of the main text. In order to achieve stable

optical transitions over longer timescales, we use an active preselection sequence for

the measurements described in Fig. 5.4 of the main text. This preselection technique

effectively fixes the optical transition frequencies of the emitters to desired frequencies

at the expense of a slight reduction in duty cycle.

In order to cycle photons continuously from both SiV centers in a magnetic field, we
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apply two tones simultaneously at frequencies ω↑/↓,i for SiV i (giving four total optical

frequencies). To achieve this, each SiV has one spin transition addressed by a separate

resonant laser, with each laser modulated by an EOM to produce a sideband at the

transition frequency of the other spin-dependent transition. For example, lasers at ω↑,1

and ω↓,2 have corresponding sidebands ω↓,1 and ω↑,2. Each SiV is separately addressed

for 1ms and the number of transmitted photons is recorded using a field-programmable

gate array (Lattice Diamond MachXO2).

We set a photon number threshold based on observed photon count rates for these SiV

centers under conditions similar to those used in the experiment. If the threshold photon

number is exceeded for both SiV centers, we proceed with the experiment (typical

duration: ∼ 50ms). If not, we apply a relatively strong (∼ 1µW) 520 nm laser pulse for

100µs to induce spectral hopping of the SiV optical frequencies. Using this technique,

we are able to measure with duty cycle ∼ 50% and measure linewidths (∼ 0.5GHz)

that are significantly narrower than the long-timescale integrated linewidth of the SiV

centers without any preselection (∼ 2GHz). The gray data in Fig. 5.4B are an example

of narrow lines measured using this preselection sequence.

B.7.2 Zeeman splitting calibration

We determine the frequencies of all spin-selective transitions ω↑/↓,i as a function of mag-

netic field at a sample temperature of 5K. A complete description of the magnetic-field

dependence of the SiV optical transitions can be found elsewhere [179]. At temperatures
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above 500mK where the relevant phonon modes are populated, working in a magnetic

field misaligned with respect to the SiV symmetry axis yields a relatively short spin pop-

ulation relaxation rate T1 ∼ 100 ns in contrast to the 50µs for a similarly misaligned

field at 85mK (Fig. 5.3B) [165]. As a result, optical pumping from a single laser at

ω↑/↓ is minimal, allowing us to scatter photons at a sufficient rate to easily observe all

spin transitions ω↑/↓,i in transmission spectrum with a single laser (in other words, with

no repumping laser). We measure the transmission spectra around SiV centers 1 and 2

at various magnetic fields from 0 kG to 8 kG. For an example calibration transmission

spectrum at 5K (taken in a different device), see Fig. B.9A.

B.7.3 Spin-dependent measurement of the two-SiV transmission spec-

tra

For the measurements presented in Fig. 5.4, at each magnetic field value we first probe

the response of SiV 1 alone by applying Ω1 continuously (to ensure initialization in |↑1⟩

via optical pumping) and scanning Ωp across the resonance. Although Ω1 is applied

continuously at ω↓,1, we only scatter photons continuously when Ωp is on resonance

with ω↑,1 due to optical pumping into state |↑1⟩ from Ω1. We then repeat the same

measurement for SiV 2, applying Ω2 and scanning Ωp. One example dataset is shown

in gray in Fig. 5.4B. The individual transmission spectra are then normalized to the

laser background to compensate for slight differences in laser power and summed (in-

coherently) at each field to produce the data shown in Fig. 5.4C. At each field, we fit
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a Lorentzian to the single-spin spectra to determine the center frequency of the spin-

selective transitions. The solid gray lines in Fig. 5.4C are linear fits to the extracted

center frequencies as a function of magnetic field.

To study the two-spin interacting system, we apply Ω1 and Ω2 continuously to ensure

spin initialization in |↑1⟩ |↓2⟩ and measure the transmission spectrum of Ωp. Again,

we normalize the data at each field to the background, which is primarily set by the

stronger pump lasers Ω1 and Ω2. An example spectrum at a single magnetic field is

shown in black in Fig. 5.4B, and the full avoided crossing (transmission spectra as a

function of magnetic field) is shown in Fig. 5.4D. In all measurements (single SiV and

two-SiV), we adjust our laser intensities such that Ω1 and Ω2 are roughly 3 times larger

than Ωp, so that each SiV spin is polarized in the desired spin state (spin polarization

P ∼ |Ω1,2/Ωp|2 ∼ 90%).

B.7.4 Cavity QED parameters for the two-SiV measurements in a

non-zero magnetic field

Despite our use of the preselection sequence described in appendix B.7.1, SiV optical

transitions are broadened non-radiatively beyond the linewidth 2π× 0.19GHz measured

on short timescales without preselection. Although this broadening has both Markovian

and non-Markovian sources, to good approximation it can simply be included as an

increased decoherence rate contributing to γ. Note that this approximation leads us to

underestimate the SiV-cavity cooperativity.
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We determine the SiV-polariton linewidth (and by extension, γ) under preselection

using the single-spin transmission spectra plotted in Fig. 5.4C. By fitting Lorentzians to

the individual spectra at each magnetic field (cf. gray data in Fig. 5.4B), we determine

the mean single-SiV linewidths to be {Γ1(∆),Γ2(∆)} = 2π × {0.77± 0.14, 0.58± 0.12}

GHz. We measure a cavity linewidth κ = 2π× 39GHz and SiV-cavity detuning ∆ =

2π× 109GHz during this measurement (not shown; see Fig. B.6A for an example

measurement) and fix g1 = g2 = 2π× 7.3GHz as determined before. From the Purcell-

enhanced linewidths and these known cavity-QED parameters, we can extract the bare

SiV linewidth γ

γi = Γi(∆)− 4g2

κ

1

1 + 4∆2/κ2
, (B.12)

yielding {γ1, γ2} = 2π × {0.6, 0.42} GHz over long timescales under preselection. We

use the complete cavity QED parameters {g1, g2, κ, γ1, γ2} = 2π×{7.3, 7.3, 39, 0.6, 0.42}

GHz to calculate the eigenvalues of ĤTC at various 2-SiV detunings δ (extracted from

Fig. 5.4C) which are the bright and dark state energies (solid red and blue curves in

Fig. 5.4D, E). We note that these are computed using no free parameters.

In order to compare the measured data to a theoretical prediction for the full avoided-

crossing transmission spectrum shown in Fig. 5.4E, we also need to include in our model

effects arising from imperfect polarization P into the desired spin state (P ∼ 0.9, see

appendix B.7.2) and laser background (see appendix B.2). We calculate the transmis-

sion spectrum with imperfect polarization TP (ω) by computing a weighted average of
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transmission spectra:

TP (ω) = P 2T (ω) + P (1− P )T1(ω) + (1− P )PT2(ω) + (1− P )2T0(ω), (B.13)

where T (ω), T1(ω), T2(ω) and T0(ω) are all given by Eqn. B.10 with {g1, g2} set to 2π×

{7.3, 7.3}, {7.3, 0}, {0, 7.3} and {0, 0} GHz respectively. At each field we fit Eqn. B.13

to the two-spin transmission data with only the background amplitude and phase as

free parameters (for an example fit, see solid black curve in Fig. 5.4B, which has

background parameter estimates A = 0.54, ϕ = −0.30). We determine an average

background amplitude and phase (A = 0.56 and ϕ = −0.47) over all magnetic fields

(data in Fig. 5.4D) and use these average values in our model. We then use Eqn. B.13 at

various δ (which are determined at each magnetic field based on the linear fits shown in

Fig. 5.4C) with the above cavity QED parameters, P = 0.9 and estimated background

parameters to produce the theoretical avoided-crossing transmission spectrum shown in

Fig. 5.4E.

B.7.5 Measurement of collective-state formation in an indepen-

dent device

We also measure the formation of superradiant and subradiant states with a pair of

SiV centers located in a different device on the same diamond chip. A transmission

spectrum at 5K near both SiV and cavity resonance is shown in Fig. B.9A. From
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this measurement, we extract Purcell enhanced linewidths of {Γ1(0),Γ2(0)} = 2π ×

{1.78, 2.43} GHz. To measure the cavity mediated interaction between these SiV centers,

we work at an atom-cavity detuning of ∆ = 2π× 70GHz. To demonstrate that we

can bring spin-selective transitions from each SiV into resonance, we first measure the

transmission spectrum of all transitions at a temperature of 5K Fig. B.9C as a magnetic

field oriented roughly orthogonal to the SiV center’s symmetry axis is ramped from

0 kG to 6.7 kG. In this measurement, the spins are unpolarized, which allows us to see

all spin-preserving transitions without a second pumping field. However, this random

polarization causes us to average over the different combination of spin states (e.g.

P ∼ 0.5 in Eqn. B.13), limiting the visibility of the cavity-mediated interaction.

As evident from the data Fig. B.9C, there is no significant spectral diffusion for

this pair of SiV centers, and we therefore choose not to implement the preselection

sequence described in appendix B.7.1. Instead, to ensure proper initialization of both

SiV centers into the correct charge state, we simply apply a ∼ 1µW green pulse every

∼ 5ms[87]. At a temperature of 85mK, the spins can be polarized by applying pump

lasers Ω1 and Ω2. By polarizing the spins individually, we measure the single SiV

linewidths over long timescales under this periodic green illumination (similar to gray

data in Fig. 5.4B): {Γ1(∆),Γ2(∆)} = 2π×{0.65, 1.01} GHz (Fig. B.9B). Using the SiV

linewidth data in Fig. B.9A and Fig. B.9B, the measured cavity linewidth (not shown)

and Eqn. B.12, we can extract the full cavity QED parameters: {g1, g1, κ, γ1, γ2} =

2π × {5.7, 6.4, 85, 0.23, 0.49} GHz.

Fig. B.9D shows the spectrum of the two interacting spins at 85mK (with both

223



B

EC
A

3
5

M
ag

ne
tic

�e
ld

(k
G

)

70 74 78
Probe detuning (GHz)

6
4

2
1

Probe detuning

E

Probe detuning (GHz)
0-4-8 4

Tr
an

sm
is

si
on

 (k
H

z)

1

2

3

4

Γ1(Δ)

Γ2(Δ)

Γ1(0)
Γ2(0)

T = 5 K

T = 85 mK

Tr
an

sm
is

si
on

 (a
rb

. u
.)

Probe detuning (GHz)
70 71 726968

1

2

3

4

5

0

T = 4 K

66

M
ag

ne
tic

�e
ld

(k
G

)
8.

0
7.

5
6.

0
5.

0
5.

5
4.

5

70 71 726968
Probe detuning

70 71 726968

Data: T = 85 mK Theory

D E
C

Figure B.9: SiV-SiV interaction measurement in a different device (A) Transmission
spectrum near cavity resonance (∆ ∼ 0GHz). The red line shows a Bi-Lorentzian fit used to ex-
tract the Purcell-enhanced linewidths Γ1(0) and Γ2(0). (B) Single SiV linewidth measurements
at 85mK in a magnetic field oriented roughly 70◦ (similar to the gray data in Fig. 5.4B). The
lower data is taken at B = 6.6 kG and is used to extract Γ1(∆) and the upper data (shifted ver-
tically for clarity) is taken at B = 8.3 kG and is used to extract Γ2(∆). (C) Zeeman calibration
transmission spectrum taken as from 0 kG to 6.7 kG roughly orthogonal to the SiV symmetry
axis. (D) Spin dependent SiV-SiV interaction at T = 85mK with both SiVs initialized into
spin states that couple to the probe field taken as a function of magnetic field oriented roughly
70◦ from the SiV symmetry axis. (E) Theoretical SiV-SiV interaction spectrum for the cavity
parameters given in the text, assuming spin polarization of 90% (see appendix B.7.4).

pump fields Ω1 and Ω2 applied), taken as a function of the magnitude of an external

magnetic field oriented roughly 70◦ from the SiV symmetry axis. Note that this is a

slightly different orientation compared to the field used in the calibration data in (Fig.

B.9C), hence the two SiV centers tune in and out of resonance at a different magnetic

field magnitude in (Fig. B.9D). Although the avoided crossing is not as well resolved

as in Fig. 5.4D of the main text due to the lower cooperativities (7 and 4) of these SiV
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centers, the formation of superradiant and subradiant states near the two-SiV resonance

is evident from the enhanced intensity and broader linewidth of the superradiant state

that remains on the positive-frequency side of the density plot in Fig. B.9D. The

theoretical spectrum (Fig. B.9E) is calculated as in appendix B.7.4 and shows good

agreement with the measured data.
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C
Supporting material for chapter 7

C.1 Nanophotonic cavity design

We simulate and optimize our nanophotonic structures to maximize atom-photon in-

teractions while maintaining high waveguide coupling, which ensures good collection

efficiency for the devices. In particular, this requires optimizing the device quality-

factor to mode volume ratio, the relative rates of scattering into waveguide modes, and

the size and shape of the optical mode. Each of these quantities are considered in a

three-step simulation process (FDTD, Lumerical). We first perform a coarse parameter

sweep over all possible unit cells which define the photonic crystal gemometry and iden-

tify families of bandgap-generating structures. These structures are the starting point

for a gradient ascent optimization procedure, which results in generating high quality-
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factor, low mode volume resonators. Finally, the generated designs are modified to

ensure efficient resonator-waveguide coupling.

Optimization begins by exploring the full parameter space of TE-like bandgap gener-

ating structures within our waveguide geometry. For hole-based cavities [Fig. C.1(a)],

this sweep covers a 5-dimensional parameter space: The lattice constant of the unit

cell (a), the hole size and aspect ratio (Hx and Hy), the device etch angle (θ) and the

waveguide width (w). Due to the size of this parameter space, we start by performing

a low-resolution sweep over all parameters, with each potential design simulated by a

single unit cell with the following boundary conditions: 4 perfectly matched layer (PML)

boundary conditions in the transverse directions and 2 Bloch boundary conditions in the

waveguide directions. The band structure of candidate geometries are determined by

sweeping the effective k-vector of the Bloch boundary condition and identifying allowed

modes. Using this technique, families of similar structures with large bandgaps near the

SiV transition frequency are chosen for further simulation. Each candidate photonic

crystal is also inspected for the position of its optical mode maximum, ensuring that

it has first-order modes concentrated in the center of the diamond, where SiVs will be

incorporated [Fig. C.1(b)].

The second step is to simulate the full photonic crystal cavity design, focused in the

regions of parameter space identified in step one. This is done by selecting a fixed θ,

as well as a total number of unit cells that define the structure, then modifying the

bandgap of the photonic crystal with a defect region to form a cavity mode. We define
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(a)

(c)

(d)

(b)

Figure C.1: (a) Unit cell of a photonic crystal cavity (bounded by black lines). Hx and Hy

define the size and aspect ratio of the hole, a determines the lattice constant, and w sets the
waveguide width. (b) Electric field intensity profile of the TE mode inside the cavity, indicating
strong confinement of the optical mode inside the waveguide. (c) Schematic of photonic crystal
design. Blue shaded region is the bandgap generating structure, red shaded region represents
the cavity structure. (d) Plot of a, Hx, and Hy for the cavity shown in (c), showing cubic taper
which defines the cavity region. All sizes are shown in fractions of anominal, the unperturbed
lattice constant.

this defect using a cubic tapering of one (or several) possible parameters:

A(x) = 1− dmax|2x3 − 3x2 + 1| (C.1)

where A is the relative scale of the target parameter(s) at a distance x from the cavity

center, and dmax is the defect depth parameter. Photonic Crystal cavities with multi-

parameter defects are difficult to reliably fabricate, therefore, devices used in this work
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have cavity defect geometries defined only by variations in the lattice constant. The

cavity generated by this defect is scored by simulating the optical spectrum and mode

profile and computing the scoring function F :

F = min(Q,Qcutoff)/(Qcutoff × Vmode) (C.2)

Where Q is the cavity quality-factor, Qcutoff = 5× 105 is an estimated maximum realiz-

able Q based on fabrication constraints, and Vmode is the cavity mode volume. Based

on this criteria, we employ a gradient ascent process over all cavity design parameters

(except θ and the total number of unit cells) until F is maximized, or a maximum num-

ber of iterations has occurred. Due to the complexity and size of the parameter space, a

single iteration of this gradient ascent is unlikely to find the optimal structure. Instead,

several candidates from each family of designs found in step one are explored, with the

best moving on to the final step of the simulation process. These surviving candidates

are again checked to ensure confinement of the optical mode in the center of the cavity

structure and to ensure that the structures fall within the tolerances of the fabrication

process.

The final step in the simulation process is to modify the optimized designs to maximize

resonator-waveguide coupling. This is done by removing unit cells from the input port

of the device, which decreases the overall quality-factor of the devices in exchange for

better waveguide damping of the optical field. Devices are once again simulated and
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analyzed for the fraction of light leaving the resonator through the waveguide compared

to the fraction scattering into free-space. The number of unit cells on the input port

is then optimized for this ratio, with simulations indicating that more than 95% of

light is collected into the waveguide. In practice, fabrication defects increase the free-

space scattering rate, placing resonators close to the critically-coupled regime. Finally,

the waveguide coupling fraction is increased by appending a quadratic taper to both

ends of the devices such that the optical mode is transferred adiabatically from the

photonic crystal region into the diamond waveguide. This process produces the final

cavity structure used for fabrication [Fig. C.1(c)].

C.2 Strain-induced frequency fluctuations

In this Appendix we calculate changes the SiV spin-qubit frequency and optical transi-

tion frequency arising from strain fluctuations. We start with the Hamiltonian for SiV
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in an external magnetic field Bz aligned along trhe SiV symmetry axis [179, 244]:

H = −λ



0 0 i 0

0 0 0 −i

−i 0 0 0

0 i 0 0


︸ ︷︷ ︸

spin-orbit

+



α− β 0 γ 0

0 α− β 0 γ

γ 0 β 0

0 γ 0 β


︸ ︷︷ ︸

strain

+

qγLBz



0 0 i 0

0 0 0 i

−i 0 0 0

0 −i 0 0


︸ ︷︷ ︸

orbital Zeeman

+
γSBz
2



1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1


︸ ︷︷ ︸

spin Zeeman

, (C.3)

where λ is a spin-orbit coupling constant, γL = µB and γS = 2µB are Landé g-factors

of the orbital and spin degrees of freedom (µB the Bohr magneton), q = 0.1 is a Ham

reduction factor of the orbital momentum [179], and α, β, γ are local strain parameters

which can be different for the ground and excited sates [Sec. 7.4]. As measuring the

exact strain parameters is challenging [Sec. 7.4] we assume only one non-zero component

in this tensor (ϵzx) in order to simplify our calculations. In this case, strain parameters
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are:

β = fg(e)ϵzx, (C.4)

α = γ = 0, (C.5)

where fg(e) = 1.7 × 106 (3.4 × 106)GHz/strain [244] for the ground (excited) state and

the GS splitting is:

∆GS = 2
√
λ2g + β2, (C.6)

where λg ≈ 25GHz is the SO-constant for the ground state. Next, we solve this Hamil-

tonian and investigate how the qubit frequency changes as a function of relative strain

fluctuations (ξ):

∆fMW =
2 (fgϵzx)

2 λgBzqγL(
(fgϵzx)

2 + λ2g

)3/2 ξ. (C.7)

The corresponding change in the optical frequency is:

∆foptical =

 (fgϵzx)
2√

(fgϵzx)
2 + λ2g

− (feϵzx)
2√

(feϵzx)
2 + λ2e

 ξ, (C.8)

where λe ≈ 125GHz is the SO-constant for the excited state.

For SiV 2 [Sec. 7.4] we measured ∆GS = 140GHz and find ϵzx = 3.8 × 10−5. With

ξ = 1% strain fluctuations, frequencies change by ∆fMW ≈ 4MHz and ∆foptical ≈

−300MHz. This quantitatively agrees with the data presented in [Fig. 7.4(f)].
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C.3 Model for SiV decoherence

The scaling of T2(N) ∝ N2/3 is identical to that found for nitrogen-vacancy centers,

where it is assumed that T2 is limited by a fluctuating electron spin bath [352, 353].

Motivated by DEER measurements with SiV 2, we follow the analysis of ref. [353] to

estimate the noise bath observed by SiV 1.

The measured coherence decay is modeled by:

⟨Sz⟩ = Exp

(
−
∫

dω S(ω)FN (t, ω)
)
, (C.9)

where S(ω) is the noise power-spectrum of the bath, and FN (t, ω) = 2 sin(ωt/2)(1 −

sec(ωt/2N))2/ω2 is filter function for a dynamical-decoupling sequence with an even

number of pulses [353]. We fit sucessive T2 echo curves to the functional form A +

Be−(t/T2)
β , with A,B being free parameters associated with photon count rates, and

β = 3 providing the best fit to the data. This value of β implies a decoherence bath

with a Lorentzian noise power-spectrum, S(ω, b, τ) = b2τ/π × 1/(1 + ω2τ2), where b

is a parameter corresponding to the strength of the noise bath, and τ is a parameter

corresponding to the correlation time of the noise [352, 353].

Empirically, no one set of noise parameters faithfully reproduces the data for all

measured echo sequences. Adding a second source of dephasing S̃ = S(ω, b1, τ1) +

S(ω, b2, τ2), gives reasonable agreement with the data using parameters b1 =5kHz,
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τ1 =1 s, b2 =180 kHz, τ2 =1ms [Fig. 7.8(d)]. The two drastically different set of noise

parameters for each of the sources can help illuminate the source of noise in our devices.

As explained in the previous section, one likely candidate for this decoherence is a

bath of free electrons arising from improper surface termination or local damage caused

during nanofabrication, which are known to have correlation times in the ∼s range.

The SiV studied in this analysis is approximately equidistant from three surfaces: the

two nearest holes which define the nanophotonic cavity, and the top surface of the

nanobeam [sec: 7.2], all of which are approximately 50 nm away. We estimate a density

of σsurf = 0.067 spins/nm2 using:

b1 = γSiV⟨Bsurf⟩ =
g2µ2Bµ0

ℏ
1

4πΣd2i

√
π

4σsurf
(C.10)

where b1 is the measured strength of the noise bath, g is the electron gyromagnetic

ratio, and di are the distances to the nearest surfaces. This observation is consistent

with surface spin densities measured using NVs [353].

The longer correlation time for the second noise term suggests a different bath, pos-

sibly arising from free electron spins inside the bulk diamond. Vacancy clusters, which

can persist under annealing even at 1200C, are known to posses g = 2 electron spins,

and are one possible candidate for this noise bath [302]. Integrating over d in eq. C.10,

we estimate the density of spins required to achieve the measured b2. We estimate

ρbulk ∼ 0.53 spins per nm3, which corresponds to a doping of 3ppm. Interestingly, this
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is nearly identical to the local concentration of silicon incorporated during implantation

(most of which is not successfully converted into negatively charged SiV), and could

imply implantation-related damage as a possible source of these impurities.

Another possible explanation for this slower bath could be coupling to nuclear spins

in the environment. The diamond used in this experiment has a natural abundance of

13C, a spin-1/2 isotope, in concentrations of approximately 1.1%. Replacing µB → µN

in the term for ⟨B⟩ gives an estimated nuclear spin density of ρbulk,N = 0.6%, only a

factor of two different than the expected nuclear spin density.

C.4 Concurrence and Fidelity calculations

C.4.1 Spin-photon concurrence and fidelity calculations

From correlations in the Z- and X-bases, we estimate a lower bound for the entanglement

in our system. Following reference [399], we note that the density matrix of our system

conditioned on the detection of one photon can be described as:

ρZZ = 1/2



pe↑ 0 0 0

0 pe↓ ce↓,l↑ 0

0 c†e↓,l↑ pl↑ 0

0 0 0 pl↓


(C.11)
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where pij are the probabilities of measuring a photon in state i, and the spin in state

j. ce↓,l↑ represents entanglement between pe↑ and pl↓. We set all other coherence terms

to zero, as they represent negligibly small errors in our system (for example, ce↑,e↓ > 0

would imply that the SiV was not initialized properly at the start of the measurement).

We quantify the degree of entanglement in the system by its concurrence C, which is 0

for seperable states, and 1 for a maximally entangled state [400]:

C = Max(0, λ
1/2
0 −

N∑
i=1

λ
1/2
i ), (C.12)

where λi are the eigenvalues of the matrix ρZZ ·
(
σy · ρZZ · σ†y

)
, and σy is the standard

Pauli matrix acting on each qubit basis separately (σy = σy,ph⊗σy,el). While this can be

solved exactly, the resulting equation is complicated. Taking only the first-order terms,

this can be simplified to put a lower bound on the concurrence:

C ≥ 2(|ce↓,l↑| −
√
pe↑pl↓) (C.13)

We measure p direcly in the Z basis, and estimate |ce↓,l↑| by performing measurements

in the X basis. A π/2-rotation on both the photon and spin qubits rotates:
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|e⟩ → 1/
√
2(|e⟩+ |l⟩), |l⟩ → 1/

√
2(|e⟩ − |l⟩)

| ↓⟩ → 1/
√
2(| ↓⟩+ | ↑⟩), | ↑⟩ → 1/

√
2(| ↓⟩ − | ↑⟩)

Afer this transformation, the signal contrast directly measures ce↓,l↑:

2ce↓,l↑ = p−,← + p+,→ − p−→ − p+← ⇒ C ≥ 0.42(6) (C.14)

Similarly, the fidelity of the entangled state (post-selected on the detection of a pho-

ton) can be computed by the overlap with the target Bell state [130]:

F = ⟨Ψ+|ρZZ |Ψ+⟩ = (pe↑ + pl↓ + 2ce↓,l↑)/2 ≥ 0.70(3) (C.15)

C.4.2 Correcting for readout infidelity

Errors arising from single-shot readout incorrectly assign the spin state, results in

lower-contrast histograms for spin-photon correlations. We follow the analysis done

in ref. [130], and correct for readout errors using a transfer matrix formalism. The

measured spin-photon correlations pij are related to the ‘true’ populations Pij via:
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pe↓

pe↑

pl↓

pl↑


=



F↓ 1− F↑ 0 0

1− F↓ F↑ 0 0

0 0 F↓ 1− F↑

0 0 1− F↓ F↑





Pe↓

Pe↑

Pl↓

Pl↑


(C.16)

with F↓, F↑ defined above. After this correction, an identical analysis is performed

to calculate the error-corrected histograms [Fig. 7.9(b,c,d) dark-shading]. We find an

error-corrected concurrence C ≥ 0.79(7) and fidelity F ≥ 0.89(3).

C.4.3 Electron-nuclear concurrence and fidelity calculations

For spin-spin Bell states, in contrast to the spin-photon analysis, we can no longer set

any of the off-diagonal terms of the density matrix [eq. C.11] to zero due to the limited

(∼ 90%) nuclear initialization fidelity. We note that neglecting these off-diagonal terms

can only decrease the estimated entanglement in the system, thus the concurrence can

still be written as:

C ≥ 2(|c↓↑| −
√
p↑↑p↓↓) (C.17)

where the first subscript is the electron spin state, and the second is the nuclear state.

We estimate c↓↑ again by using the measured populations in an orthogonal basis. In

this case, off-diagonal terms add a correction:
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2c↓↑ + 2c↑↓ = p←← + p→→ − p←→ − p→← (C.18)

In order for the density matrix to be properly normalized, c↑↓ ≤
√
p↑↑p↓↓, giving us

the final concurrence:

C ≥ p←← + p→→ − p←→ − p→← − 4
√
p↑↑p↓↓ (C.19)

Additionally, both electron readout error as well as 13C mapping infidelity can mis-

report the true spin state. As such, the new transfer matrix to correct for this error

is:



F↓,eF↓,N F↓,e(1− F↑,N ) (1− F↑,e)F↓,N (1− F↑,e)(1− F↑,N )

F↓,e(1− F↓,N ) F↓,eF↑,N (1− F↑,e)(1− F↓,N ) (1− F↑,e)F↑,N

(1− F↓,e)F↓,N (1− F↓,e)(1− F↑,N ) F↑,eF↓,N F↑,e(1− F↑,N )

(1− F↓,e)(1− F↓,N ) (1− F↓,e)F↑,N F↑,e(1− F↓,N ) F↑,eF↑,N


(C.20)

Where F↓,e ≈ F↑,e = 0.85 and F↓,N ≈ F↑,N = 0.72. Following this analysis, we report

an error-corrected concurrence of C ≥ 0.22(9).
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C.4.4 Electron-nuclear CNOT gate

We further characterize the CNOT gate itself as a universal quantum gate. Due to the

relatively poor readout fidelity (see above), we do not do this by performing quantum

state tomography. Instead, we estimate entries in the CNOT matrix using measurements

in only the Z-basis. As a control measurement, we first initialize the two qubits in all

possible configurations and read out, averaged over many trials. Next, we initialize the

qubits, perform a CNOT gate, and read out, again averaged over many trials, normalized

by the control data. Any reduction in contrast after normalization is attributed to the

opposite spin state, establishing a system of equations for determining the CNOT matrix.

We solve this system of equations, marginalizing over free parameters to determine a

MLE estimate for the CNOT transfer matrix, as seen in chapter 6.

C.5 Nuclear initialization and readout

Initialization (and readout) of the 13C spin can be done by mapping population be-

tween the SiV spin and the 13C. Following reference [247], we note that Z and X gates

are possible with dynamical-decoupling based nuclear gates, thus a natural choice for

initialization are gates comprised of both Rπ/2
±x,SiV−C and Rπ/2

z,SiV−C, as shown in figure

C.2(a) and in reference [247]. We note here that it should be possible to combine the

effects of Rx and Rz rotations in a single gate, which has the potential of shortening

and simplifying the total initialzation gate. One proposed sequence uses the following
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SiV:

13C:
Init=

Rπ/2
xInit

Rπ/2
±x Rπ/2

±x

Rπ/2
y Init

(a) (b)

Rπ/2
z

(c) τ = 2.863 µs

τ (µs)

<I
y>

2.7 3.0
-0.5

0.5

SiV:

13C:
Init=

Rπ/2
xInit

Rφ
n↑,n↓

Rπ/2
y Init

Rφ
n↑,n↓

τ = 2.857 µs

τ (µs)

<I
z>

2.7 3.0
-0.5

0.5

(d)

Figure C.2: (a) Original initialization sequence from [247], note Rπ/2
z,C rotation. (b) Simplified

initialization sequence used in this work. (c) Simulated performance of the initialization gate
from (b) using 8 π−pulses per each nuclear gate, the initial state is |↑↑⟩ (blue) and |↑↓⟩ (orange).
The resonances are narrow compared to (d) due to applying effectively twice more π−pulses (d)
Simulated performance of Rπ/2

±x,SiV−C gate for 8 π−pulses for SiV-13C register initialized in |↑↑⟩
(blue) and |↓↑⟩ (orange)

entangling gate:

Rϕ
n⃗↑,n⃗↓

=



(1 + i)/2 i/
√
2 0 0

i/
√
2 (1− i)/

√
2 0 0

0 0 (1 + i)/2 −i/
√
2

0 0 −i/
√
2 (1− i)/2



=

R
π/2
Θ=π/4R

π/2
z 0

0 R
−π/2
Θ=π/4R

π/2
z

 (C.21)
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which corresponds to a rotation on the angle ϕ = 2π/3 around the axes n↑,↓ = {±
√
2, 0, 1}/

√
3.

The matrix of entire initialization gate [Fig. C.2(b)] built from this gate would then be:

Init =



0 0 −(1 + i)/2 −1/
√
2

i/
√
2 −(1 + i)/2 0 0

0 0 −(1− i)/2 −i/
√
2

1/
√
2 (1− i)/2 0 0


(C.22)

which results in an initialized 13C spin.

To demonstrate this, we numerically simulate a MW pulse sequence using the exact

coupling parameters of our 13C (chapter 6) and 8 π−pulses for each Rϕ
n⃗↑,n⃗↓

gate. Fig-

ure C.2(c) shows that regardless of the initial state, the 13C always ends up in state |↓⟩

(given that the SiV was initialized in |↑⟩). As expected, the timing of this gate (τinit =

2.857 s) is noticeably different from the timing of the Rπ/2
±x,SiV−C gate (τπ/2 = 2.851 s),

which occurs at spin-echo resonances [Fig. C.2(d)].

The rotation matrix for this sequence at τ = τinit (with the SiV initialized in |↑⟩) is:

Rϕ
n↑

=

0.55 + 0.51i 0 + 0.65i

0.65i 0.55− 0.52i

 (C.23)

corresponding to a rotation angle ϕ = 0.63π around the axis n↑ = {0.78, 0, 0.62}, very

close to the theoretical result.
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Since the experimental fidelities for both initialization gates [Fig. C.2 (a,b)] are similar,

we use sequence (b) to make the gate shorter and avoid unnecessary pulse-errors.
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D
Supporting material for chapter 8

We perform all measurements in a dilution refrigerator (DR, BlueFors BF-LD250) with a

base temperature of 20 mK. The DR is equipped with a superconducting vector magnet

(American Magnets Inc. 6-1-1 T), a home-built free-space wide-field microscope with a

cryogenic objective (Attocube LT-APO-VISIR), piezo positioners (Attocube ANPx101

and ANPx311 series), and fiber and MW feedthroughs. Tuning of the nanocavity res-

onance is performed using a gas condensation technique [76]. The SiV-cavity system

is optically interrogated through the fiber network without any free-space optics [77].

The operating temperature of the memory node during the BSM measurements was 100-

300mK. We note that similar performance at higher temperatures should be feasible in

future experiments leveraging recent developments with heavier group-IV color-centers

[88] or highly strained SiV centers [244]. Additional details about the experimental
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setup and device fabrication [184, 245, 266, 289] for millikelvin nanophotonic cavity

QED experiments with SiV centers are thoroughly described in a separate publication

[78].

D.1 Characterization of the nanophotonic quantum memory

A spectrum of the SiV-cavity system at large detuning (248 GHz) allows us to measure

the cavity linewidth κ = 21.6 ± 1.3GHz, (Fig. D.1a, blue curve) and natural SiV

linewidth γ = 0.123 ± 0.010GHz (Fig. D.1a, red curve). We find spectral diffusion

of the SiV optical frequency to be much smaller than γ on minute timescales with an

excitation photon flux of less than 1MHz. Next, we estimate the single-photon Rabi

frequency, g, using the cavity reflection spectrum for zero atom-cavity detuning, shown

in red in Fig. D.1a. For a resonant atom-cavity system probed in reflection from a

single port with cavity-waveguide coupling κwg, the cavity reflection coefficient [94] as

a function of probe detuning ∆c is given by

r(∆c) =
i∆c +

g2

i∆c+
γ
2
− κwg +

κ
2

i∆c +
g2

i∆c+
γ
2
+ κ

2

. (D.1)

By fitting |r(∆c)|2 using known values of κ and γ, we obtain the solid red curve in Fig.

D.1a which corresponds to a single-photon Rabi frequency g = 8.38±0.05 GHz, yielding

the estimated cooperativity C = 4g2

κγ = 105± 11.
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Figure D.1: Characterization of device cooperativity. a, Cavity reflection spectrum far-
detuned (blue) and on resonance (red) with SiV center. Blue solid line is a fit to a Lorentzian,
enabling extraction of linewidth κ = 21.8GHz. Red solid line is a fit to a model used to determine
the single-photon Rabi frequency g = 8.38 ± 0.05 GHz and shows the onset of a normal mode
splitting. b, Measurement of SiV linewidth far detuned (∆c = 248GHz) from cavity resonance.
Red solid line is a fit to a Lorentzian, enabling extraction of natural linewidth γ = 0.123GHz.

D.2 Microwave control

We use resonant MW pulses delivered via an on-chip coplanar waveguide (CWG) to

coherently control the quantum memory [77, 78]. First, we measure the spectrum of the

spin-qubit transition by applying a weak, 10 s-long microwave pulse of variable frequency,

observing the optically-detected magnetic resonance (ODMR) spectrum presented in
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Fig. D.2a. We note that the spin-qubit transition is split by the presence of a nearby 13C.

While coherent control techniques can be employed to utilize the 13C as an additional

qubit [77, 78], we do not control or initialize it in this experiment. Instead, we drive the

electron spin with strong microwave pulses at a frequency fQ such that both 13C-state-

specific transitions are addressed equally. This also mitigates slow spectral diffusion of

the microwave transition [78] of ∼ 100 kHz.

After fixing the MW frequency at fQ we vary the length of this drive pulse (τR in Fig.

D.2b) and observe full-contrast Rabi oscillations. We choose a π time of 32 ns in the

experiments in the main text, which is a compromise of two factors: (1) it is sufficiently

fast such that we can temporally multiplex between 2 and 4 time-bin qubits around each

microwave π pulse and (2) it is sufficiently weak to minimize heating related effects from

high microwave currents in resistive gold CWG.
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Figure D.2: Microwave characterization of spin-coherence properties. a, ODMR
spectrum of the qubit transition at ∼ 12GHz split by coupling to a nearby 13C . b, Rabi
oscillations showing π time of 30 ns. A π time of 32 ns is used for experiments in the main text.
c, XY8-1 dynamical decoupling signal (unnormalized) as a function of total time T , showing
coherence lasting on the several hundred s timescale. d, XY8-8 dynamical decoupling signal
(normalized) revealing region of high fidelity at relevant value of 2τ = 142 ns. e, Fidelity of spin
state after dynamical decoupling sequence with varying number of π pulses (Nπ), blue points.
Red point (diamond) is under illumination with ⟨n⟩m = 0.02.
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With known π time we measure the coherence time of the SiV spin qubit under

an XY8-1 dynamical decoupling sequence to exceed 200 s (Fig. D.2c). In the main

experiment we use decoupling sequences with more π pulses. As an example, Fig. D.2d

shows the population in the |↑⟩ state after XY8-8 decoupling sequence (total Nπ = 64

π pulses) as a function of τ , half of the inter-pulse spacing. For BSM experiments, this

inter-pulse spacing, 2τ , is fixed and is matched to the time-bin interval δt. While at

some times (e.g. τ = 64.5 ns) there is a loss of coherence due to entanglement with the

nearby 13C, at 2τ = 142 ns we are decoupled from this 13C and can maintain a high

degree of spin coherence. Thus we chose the time-bin spacing to be 142 ns. The spin

coherence at 2τ = 142 ns is plotted as a function Nπ in Fig. D.2d, and decreases for

large Nπ, primarily due to heating related effects [77].

D.3 Fiber network

The schematic of the fiber-network used to deliver optical pulses to and collect reflected

photons from the nanophotonic memory device is shown in Fig. D.3b. Photons are

routed through the lossy (1%) port of a 99:1 fiber beamsplitter (FBS) to the nanopho-

tonic device. We note that for practical implementation of memory-assisted quantum

communication, an efficient optical switch or circulator should be used instead. In this

experiment, since we focus on benchmarking the performance of the memory device it-

self, the loss introduced by this beamsplitter is incorporated into the estimated channel
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loss. Reflected photons are collected and routed back through the efficient (99%) port

of the FBS and are sent to the time-delay interferometer (TDI) in the heralding setup.

The outputs of the TDI are sent back into the dilution refrigerator and directly coupled

to superconducting nanowire single photon detectors (SNSPDs, PhotonSpot), which are

mounted at the 1K stage and are coated with dielectrics to optimize detection efficiency

exactly at 737 nm.

The total heralding efficiency η of the memory node is an important parameter since

it directly affects the performance of the BSM for quantum communication experiments.

One of the contributing factors is the detection quantum efficiency (QE) of the fiber-

coupled SNSPDs. To estimate it we compare the performance of the SNSPDs to the

specifications of calibrated conventional avalanche photodiodes single-photon counters

(Laser Components COUNT-10C-FC). The estimated QEs of the SNSPDs with this

method are as close to unity as we can verify. Additionally, we measure < 1% reflection

from the fiber-SNSPD interface, which typically is the dominant contribution to the

reduction of QE in these devices. Thus we assume the lower bound of the QE of the

SNSPDs to be ηQE = 0.99 for the rest of this section. Of course, this estimation is subject

to additional systematic errors. However, the actual QE of these detectors would be a

common factor (and thus drop out) in a comparison between any two physical quantum

communication systems.

Here we use 2 different approaches to estimate η. We first measure the most dominant

loss, which arises from the average reflectivity of the critically coupled nanophotonic
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Figure D.3: Experimental schematic. a, Control flow of experiment. Opt (MW) AWG is
a Tektronix AWG7122B 5GS/s (Tektronix AWG70001a 50GS/s) arbitrary waveform generator
used to generate photonic qubits (microwave control signals). All signals are recorded on a
time-tagger (TT, PicoQuant HydraHarp 400). b, Fiber network used to deliver photons to
and collect photons from the memory device, including elements for polarization control and
diagnostic measurements of coupling efficiencies. c, Preparation of optical fields. The desired
phase relation between lock and qubit paths is ensured by modulating AOMs using phase-locked
RF sources with a precise 1.8MHz frequency shift between them.

cavity (Fig. D.1b). While the |↑⟩ state is highly reflecting (94.4%), the |↓⟩ state reflects

only 4.1% of incident photons, leading to an average device reflectivity of ηsp = 0.493.

In method (1), we compare the input power photodiode M1 with that of photodiode

MC. This estimates a lower-bound on the tapered-fiber diamond waveguide coupling

efficiency of ηc = 0.930±0.017. This error bar arises from uncertainty due to photodiode

noise and does not include systematic photodiode calibration uncertainty. However, we

note that if the tapered fiber is replaced by a silver-coated fiber-based retroreflector, this

calibration technique extracts a coupling efficiency of ηcalc ≈ 0.98, which is consistent
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with the expected reflectivity from such a retroreflector. We independently calibrate the

efficiency through the 99:1 fiber beamsplitter and the TDI to be ηf = 0.934. This gives

us our first estimate on the overall heralding efficiency η = ηspηcηfηQE = 0.425± 0.008.

In method (2), during the experiment we compare the reflected counts from the highly-

reflecting (|↑⟩) spin-state measured on the SNSPDs with the counts on an avalanche

photodiode single photon counting module (M2 in Fig. D.3b) which has a calibrated

efficiency of ≈ 0.7 relative to the SNSPDs. From this measurement, we estimate an

overall efficiency of fiber-diamond coupling, as well as transmission through all rele-

vant splices and beamsplitters of ηcηf = 0.864± 0.010. This error bar arises from shot

noise on the single photon detectors. Overall, this gives us a consistent estimate of

η = ηspηcηfηQE = 0.422 ± 0.005. Methods (1) and (2), which each have independent

systematic uncertainties associated with imperfect photodetector calibrations, are con-

sistent to within a small residual systematic uncertainty, which is noted in the text

where appropriate.

D.4 Experimental details of quantum communication experiment

An asynchronous BSM (Fig. 8.3a) relies on (1) precise timing of the arrival of optical

pulses (corresponding to photonic qubits [401, 402] from Alice and Bob) with microwave

control pulses on the quantum memory and (2) interferometrically stable rotations on

reflected time-bin qubits for successful heralding. In order to accomplish (1), all equip-

251



Step Process Duration Proceed to
1 Lock time-delay interferometer 200ms 2
2 Readout SiV 30 s If status LOW: 4, else: 3
3 Apply microwave π pulse 32 ns 2
4 Run main experiment script ∼ 200ms 1

Table D.1: High-level experimental sequence. This sequence is programmed into the
HSDIO and uses feedback from the status trigger sent from the FPGA (see Fig. D.3a). Main
experimental sequence is described in Table D.2. External software with a response time of
100ms is also used to monitor the status trigger. If it is HI for ≳ 2 s, the software activates
an automatic re-lock procedure which compensates for spectral diffusion and ionization of the
SiV center (Methods). Additionally, we keep track of the timing when the TDI piezo voltage
rails. This guarantees that the SiV is always resonant with the photonic qubits and that the
TDI performs high-fidelity measurements in X basis.

ment used for generation of microwave and optical fields is synchronized by a single

device (National Instriuments HSDIO, Fig. D.3a) with programming described in Ta-

ble D.1, D.2.

In order to accomplish (2), we use a single, narrow linewidth (< 50 kHz) Ti:Sapphire

laser (M Squared SolsTiS-2000-PSX-XF, Fig. D.3b) both for generating photonic qubits

and locking the TDI used to herald their arrival. In the experiment, photonic qubits are

reflected from the device, sent into the TDI, and detected on the SNSPDs. All detected

photons are processed digitally on a field-programmable gate array (FPGA, Fig. D.3a),

and the arrival times of these heralding signals are recorded on a time-tagger (TT, Fig.

D.3a), and constitute one bit of information of the BSM (m1 or m2). At the end of the

experiment, a 30 s pulse from the readout path is reflected off the device, and photons

are counted in order to determine the spin state (m3) depending on the threshold shown

in Fig. 8.2c.
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Figure D.4: Measurements on a single time-bin qubit in Z and X bases. a, Example
of optical pulses sent for example in the experiment described in Fig. 8.2d. b, Time trace of
detected photons on + detector when pulses shown in (a) are sent directly into the TDI. The
first and last peaks correspond to late and early photons taking the long and short paths of
the TDI, which enable measurements in the Z basis {|e⟩ , |l⟩}. The central bin corresponds to
the late and early components overlapping and interfering constructively to come out of the +
port, equivalent to a measurement of the time bin qubit in the |+x⟩ state. A detection event in
this same timing window on the - detector (not shown) would constitute a |−x⟩ measurement.
In this measurement, the TDI was left unlocked, so we observe no interference in the central
window.

To minimize thermal drift of the TDI, it is mounted to a thermally weighted aluminum

breadboard, placed in a polyurethane foam-lined and sand filled briefcase, and secured

with glue to ensure passive stability on the minute timescale. We halt the experiment

and actively lock the interferometer to the sensitive Y-quadrature every ∼ 200ms by

changing the length of the roughly 28m long (142 ns) delay line with a cylindrical piezo.

In order to use the TDI for X-measurements of the reflected qubits, we apply a frequency
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Step Process Duration Proceed to
1 Run sequence in Fig. 8.3a for a given N 10− 20 s 2
2 Readout SiV + report readout to TT 30 s If status LOW: 1, else: 3
3 Apply microwave π pulse 32 ns 4
4 Readout SiV 30 s If status LOW: 3, else: 1

Table D.2: Main experimental sequence for memory-enhanced quantum communi-
cation. This script is followed until step 1 is run a total of 4000 times, and then terminates
and returns to step 1 of Table D.1. The longest step is the readout step, which is limited by the
fact that we operate at a photon detection rate of ∼ 1MHz to avoid saturation of the SNSPDs.

shift of 1.8MHz using the qubit AOM, which is 1/4 of the free-spectral range of the

TDI. Since the nanophotonic cavity, the TDI, and the SNSPDs are all polarization

sensitive, we use various fiber-based polarization controllers (Fig. D.3b). All fibers in

the network are covered with aluminum foil to prevent thermal polarization drifts. This

results in an interference visibility of the TDI of > 99% that is stable for several days

without any intervention with lab temperature and humidity variations of ±1◦ C and

±5% respectively.

In order to achieve high-fidelity operations we have to ensure that the laser frequency

(which is not locked) is resonant with the SiV frequency f0 (which is subject to the

spectral diffusion [78]). To do that we implement a so-called preselection procedure,

described in Table D.1, D.2 and Fig. D.3a. First, the SiV spin state is initialized by

performing a projective measurement and applying microwave feedback. During each

projective readout, the reflected counts are compared with two thresholds: a “readout”

threshold of 7 photons (used only to record m3), and a “status” threshold of 3 photons.

The status trigger is used to prevent the experiment from running in cases when the
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laser is no longer on resonance with f0, or if the SiV has ionized to an optically inactive

charge state. The duty cycle of the status trigger is externally monitored and is used to

temporarily abort the experiment and run an automated re-lock procedure that locates

and sets the laser to the new frequency f0, reinitailizing the SiV charge state with a

520 nm laser pulse if nececssary. This protocol enables fully automated operation at

high fidelities (low QBER) for several days without human intervention.

D.5 Theoretical description of asynchronous Bell state measure-

ment

Here we give a theoretical description of how the sequence depicted in Fig. 8.3a corre-

sponds to an asynchronous BSM between two photonic time-bin qubits. Below, we also

describe how this enables the experimental observation of the violation of the Bell-CHSH

inequality.

Due to the critical coupling of the nanocavity, the memory node only reflects photons

when the SiV spin is in the state |↑⟩. The resulting correlations between the spin and

the reflected photons can still be used to realize a BSM between two asynchronously

arriving photonic time-bin qubits using an adaptation of the well known proposal of

Duan and Kimble for entangling a pair of photons incident on an atom-cavity system

[113]. As a result of the critical coupling, we only have access to two of the four Bell

states at any time, with the inaccessible Bell states corresponding to photons being
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transmitted through the cavity (and thus lost from the detection path). Depending on

whether there was an even or odd number of π-pulses on the spin between the arrival

of the two heralded photons, we distinguish either the {|Φ±⟩} or {|Ψ±⟩} states (defined

below). For the sake of simplicity, we first describe the BSM for the case when the early

time bin of Alice’s and Bob’s qubits both arrive after an even number of microwave

π pulses after its initialization. Thereafter we generalize this result and describe the

practical consequences for the quantum communication protocol.

The sequence begins with a π/2 microwave pulse, preparing the spin in the state

|ψi⟩ = (|↑⟩+|↓⟩)/
√
2. In the absence of a photon at the device, the subsequent microwave

π-pulses, which follow an XY8-N type pattern, decouple the spin from the environment

and at the end of the sequence should preserve the spin state |ψi⟩. However, reflection of

Alice’s photonic qubit |A⟩ = (|e⟩+ eiϕ1 |l⟩)/
√
2 from the device results in the entangled

spin-photon state |ψA⟩ = (|↑ e⟩+ eiϕ1 |↓ l⟩)/
√
2. The full system is in the state

|ψA⟩ =
|+x⟩ (|↑⟩+ eiϕ1 |↓⟩) + |−x⟩ (|↑⟩ − eiϕ1 |↓⟩)

2
. (D.2)

Regardless of the input photon state, there is equal probability to measure the re-

flected photon to be |±x⟩. Thus, measuring the photon in X basis (through the TDI)

does not reveal the initial photon state. After this measurement, the initial state of the

photon |A⟩ is teleported onto the spin: |ψm1⟩ = (|↑⟩ +m1e
iϕ1 |↓⟩)

√
2, where m1 = ±1

denotes the detection outcome of the TDI [77]. The quantum state of Alice’s photon is
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now stored in the spin state, which is preserved by the dynamical decoupling sequence.

Reflection of the second photon |B⟩ = (|e⟩ + eiϕ2 |l⟩)
√
2 from Bob results in the

spin-photon state |ψm1,B⟩ = (|↑ e⟩+m1e
i(ϕ1+ϕ2) |↓ l⟩)/

√
2. This state now has a phase

that depends on the initial states of both photons, enabling the photon-photon BSM

measurements described below. Rewriting Bob’s reflected photon in the X basis, the

full system is in the state

|ψm1,B⟩ =
|+x⟩ (|↑⟩+m1e

i(ϕ1+ϕ2) |↓⟩) + |−x⟩ (|↑⟩ −m1e
i(ϕ1+ϕ2) |↓⟩)

2
. (D.3)

The second measurement result m2 once again contains no information about the ini-

tial state |B⟩, yet heralds the final spin state |ψm1,m2⟩ = (|↑⟩ + m1m2e
i(ϕ1+ϕ2) |↓⟩) as

described in the main text. When this state lies along the X axis of the Bloch sphere

(ϕ1+ϕ2 = {0, π}), the final result of the X basis measurement on the spin state m3 has a

deterministic outcome, dictated by all values of the parameters {ϕ1, ϕ2} (known only to

Alice and Bob) and {m1,m2} (which are known to Charlie, but are completely random).

Conversely, all information available to Charlie {m1,m2,m3} only contains information

on the correlation between the photonic qubits, not on their individual states. The

resulting truth table for different input states is given in table D.3. For all input states,

there is equal probability of measuring ±1 for each individual measurement mi. How-

ever, the overall parity of the three measurements m1m2m3 depends on whether or not

the input photons were the same, or opposite, for inputs |A⟩ , |B⟩ ∈ |±x⟩ or |±y⟩.
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We now address the fact that the BSM distinguishes either between {|Φ±⟩} or {|Ψ±⟩}

if there was an even or odd number of microwave π pulses between incoming photons

respectively. This effect arises because each π pulse in the dynamical decoupling se-

quence toggles an effective frame change: Y ↔ −Y . The impact on this frame change

on the BSM can be seen by writing the pairs of Bell states (|Φ±⟩ = (|ee⟩± |ll⟩)/
√
2 and

|Ψ±⟩ = (|el⟩ ± |le⟩)/
√
2) in the X and Y bases, where we have

|Φ±⟩(X) = (|+x⟩ |±x⟩+ |∓x⟩ |−x⟩)/
√
2 (D.4)

|Φ±⟩(Y ) = (|+y⟩ |∓y⟩+ |±y⟩ |−y⟩)/
√
2 (D.5)

|Ψ±⟩(X) = (|+x⟩ |±x⟩ − |∓x⟩ |−x⟩)/
√
2 (D.6)

|Ψ±⟩(Y ) = i(|+y⟩ |±y⟩ − |∓y⟩ |−y⟩)/
√
2 (D.7)

For X basis inputs, as seen by Eq. D.4 and D.6, switching between {|Φ±⟩} and {|Ψ±⟩}

measurements does not affect the inferred correlation between input photons. For Y

basis inputs however, this does result in an effective bit flip in the correlation outcome

(see Eq. D.5 and D.7). In practice, Alice and Bob can keep track of each Y photon sent

and apply a bit flip accordingly, as long as they have the appropriate timing information

about MW pulses applied by Charlie. If Charlie does not give them the appropriate

information, this will result in an increased QBER which can be detected.
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Alice Bob Parity Bell state
|+x⟩ |+x⟩ +1 |Φ+⟩
|+x⟩ |−x⟩ −1 |Φ−⟩
|−x⟩ |+x⟩ −1 |Φ−⟩
|−x⟩ |−x⟩ +1 |Φ+⟩
|+y⟩ |+y⟩ −1 |Φ−⟩
|+y⟩ |−y⟩ +1 |Φ+⟩
|−y⟩ |+y⟩ +1 |Φ+⟩
|−y⟩ |−y⟩ −1 |Φ−⟩

Table D.3: Truth table of asynchronous BSM protocol, showing the parity (and BSM
outcome) for each set of valid input states from Alice and Bob. In the case of Y basis inputs,
Alice and Bob adjust the sign of their input state depending on whether it was commensurate
with an even or odd numbered free-precession interval, based on timing information provided
by Charlie (Supplementary Information).

As an additional remark, this scheme also works for pairs of photons that are not

both in the X or Y basis but still satisfy the condition ϕ1 + ϕ2 = 0. For example, |a⟩

and |b⟩ from Fig. 8.3b satisfy this condition. In this case, adequate correlations can

still be inferred about the input photons, although they were sent in different bases.

Finally, we would like to note that this asynchronous scheme for performing a BSM

between two pulses has an important advantage over the synchronous, linear-optical

implementation. In the case where Alice and Bob use attenuated laser pulses to encode

photonic qubits, which is by far the most technologically simple implementation, there

is an inherent QBER of 25% for photons sent in the X and Y bases. This is because

the linear-optical implementation relies on the pulses to overlap on a beamsplitter and

interfere via the Hong-ou-Mandel effect, which has a finite visibility of 50% for coherent

pulses [377]. Intuitively, this finite error arises from a fundamental inability to dis-
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tinguish between detection outcomes where two individual single-photons arrived from

Alice and Bob versus a two-photon component from either Alice or Bob in the syn-

chronous scheme. In the asynchronous scheme, since pulses do not arrive at the same

time from Alice and Bob, this error is mitigated. As a result, for ideal quantum memory

operation and sufficiently attenuated laser pulses, the ultimate limit to the QBER is

zero.

In order to perform a test of the Bell-CHSH inequality [53], we send input photons

equally distributed from all states {|±x⟩ , |±y⟩ , |±a⟩ , |±b⟩} (Fig. 8.3b). We select for

cases where two heralding events arise from input photons {A,B} = ±1 that are either

45◦ or 135◦ apart from one another. Conditioned on the parity outcome of the BSM

(±1), the Bell-CHSH inequality bounds the correlations between input photons as

S± = | ⟨A ·B⟩xa − ⟨A ·B⟩xb − ⟨A ·B⟩ya − ⟨A ·B⟩yb | ≤ 2, (D.8)

where the subscripts denote the bases the photons were sent in. The values of each

individual term in Eq. D.8, denoted as “input correlations,” are plotted in Fig. 8.3d for

positive and negative parity outcomes.

D.6 Optimal parameters for asynchronous Bell state measurements

We minimize the experimentally extracted QBER for the asynchronous BSM to optimize

the performance of the memory node. The first major factor contributing to QBER is the

260



scattering of a third photon that is not detected, due to the finite heralding efficiency

η = 0.423 ± 0.04. This is shown in Fig. 8.2f, where the fidelity of the spin-photon

entangled state diminishes for ⟨n⟩m ≳ 0.02. At the same time, we would like to work at

the maximum possible ⟨n⟩m in order to maximize the data rate to get enough statistics

to extract QBER (and in the quantum communication setting, efficiently generate a

key).

To increase the key generation rate per channel use, one can also fit many photonic

qubits within each initialization of the memory. In practice, there are 2 physical con-

straints: (1) the bandwidth of the SiV-photon interface and (2) the coherence time of

the memory. We find that one can satisfy (1) at a bandwidth of roughly 50MHz with no

measurable infidelity. For shorter optical pulses (< 10ns), the spin-photon gate fidelity

is reduced. In principle, the SiV-photon bandwidth can be increased by reducing the

atom-cavity detuning (here ∼ 60GHz) at the expense of having to operate at higher

magnetic fields where microwave qubit manipulation is not as convenient [78].

Even with just an XY8-1 decoupling sequence (number of π pulses Nπ = 8), the

coherence time of the SiV is longer than 200µs (Fig. D.2c) and can be prolonged to

the millisecond range with longer pulse sequences [77]. Unfortunately, to satisfy the

bandwidth criteria (1) and to drive both hyperfine transitions (Fig. D.2a), we must use

short (32 ns) long π pulses, which cause additional decoherence from ohmic heating [78]

already at Nπ = 64 (Fig. D.2e). Due to this we limit the pulse sequences to a maximum

Nπ = 128, and only use up to ≈ 20µs of the memory time. One solution would be to
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switch to superconducting microwave delivery. Alternatively, one can use a larger value

of τ to allow the device to cool down in between subsequent pulses [78] at the expense

of having to stabilize a TDI of larger δt. Working at larger δt also enables temporal

multiplexing by fitting multiple time-bin qubits per free-precession interval. In fact,

with 2τ = 142 ns, even given constraint (1) and the finite π time, we can already fit

up to 4 optical pulses per free-precession window, enabling a total number of photonic

qubits of up to N = 504 for only Nπ = 128.

In benchmarking the asynchronous BSM for quantum communication, we optimize

the parameters ⟨n⟩m and N to maximize our enhancement over the direct transmission

approach, which is a combination of both increasing N and reducing the QBER, since

a large QBER results in a small distilled key fraction rs. As described in the main text,

the effective loss can be associated with ⟨n⟩p, which is the average number of photons per

photonic qubit arriving at the device, and is given straightforwardly by ⟨n⟩p = ⟨n⟩m /N .

The most straightforward way to sweep the loss is to keep the experimental sequence

the same (fixed N) and vary the overall power, which changes ⟨n⟩m. The results of such

a sweep are shown in Fig. D.5a, b. For larger ⟨n⟩m (corresponding to lower effective

channel losses), the errors associated with scattering an additional photon reduce the

performance of the memory device.

Due to these considerations, we work at roughly ⟨n⟩m ≲ 0.02 for experiments in the

main text shown in Fig. 8.3 and 8.4, below which the performance does not improve

significantly. At this value, we obtain BSM successes at a rate of roughly 0.1Hz. By
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Figure D.5: Performance of memory-device versus of channel loss. a, Enhancement
of memory-based approach compared to direct transmission approach, keeping N = 124 fixed
and varying ⟨n⟩m in order to vary the effective channel transmission probability pA→B . At high
pA→B (larger ⟨n⟩m), rs approaches 0 due to increased QBER arising from undetected scattering
of a third photon. b, (Left) Plot of QBER for same sweep of ⟨n⟩m shown in a. (Right) Plot of
QBER while sweeping N in order to vary loss. These points correspond to the same data shown
in Fig. 8.4. At lower pA→B (larger N), microwave-induced heating-related dephasing leads to
increased QBER. Vertical error bars are given by the 68% confidence interval and horizontal
error bars represent the standard deviation of the systematic power fluctuations.

fixing ⟨n⟩m and increasing N, we maintain a tolerable BSM success rate while increasing

the effective channel loss. Eventually, as demonstrated in Fig. D.5c and in the high-

loss data point in Fig. 8.4, effects associated with microwave heating result in errors

that again diminish the performance of the memory node for large N . As such, we

conclude that the optimal performance of our node occurs for ⟨n⟩m ∼ 0.02 and N ≈ 124,

corresponding to an effective channel loss of 69 dB between Alice and Bob, which is

equivalent to roughly 350 km of telecommunications fiber.

We also find that the QBER and thus the performance of the communication link

is limited by imperfect preparation of photonic qubits. Photonic qubits are defined by

sending arbitrary phase patterns generated by the optical AWG to a phase modulator.

For an example of such a pattern, see the blue curve in Fig. 8.3a. We use an imper-
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fect pulse amplifier with finite bandwidth (0.025 − 700 MHz), and find that the DC

component of these waveforms can result in error in photonic qubit preparation on the

few % level. By using a tailored waveform of phases with smaller (or vanishing) DC

component, we can reduce these errors. We run such an experiment during the test of

the Bell-CHSH inequality. We find that by evaluating BSM correlations from |±a⟩ and

|±b⟩ inputs during this measurement, we estimate a QBER of 0.097± 0.006.

Finally, we obtain the effective clock-rate of the communication link by measuring

the total number of photonic qubits sent over the course of an entire experiment. In

practice, we record the number of channel uses, determined by the number of sync

triggers recorded (see Fig. D.3a) as well as the number of qubits per sync trigger (N).

We then divide this number by the total experimental time from start to finish (∼ 1-2

days for most experimental runs), including all experimental downtime used to stabilize

the interferometer, readout and initialize the SiV, and compensate for spectral diffusion

and ionization. For N = 248, we extract a clock rate of 1.2MHz. As the distilled key

rate in this configuration exceeds the conventional limit of p/2 by a factor of 3.8± 1.1,

it is competitive with a standard linear-optics based system operating at 4.5+1.3
−1.2 MHz

clock rate.
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D.7 Performance of memory-assisted quantum communication

A single optical link can provide many channels, for example, by making use of differ-

ent frequency, polarization, or temporal modes. To account for this, when comparing

different systems, data rates can be defined on a per-channel-use basis. In a quantum

communication setting, full usage of the communication channel between Alice and Bob

means that both links from Alice and Bob to Charlie are in use simultaneously. For

an asynchronous sequential measurement, typically only half of the channel is used at a

time, for example from Alice to Charlie or Bob to Charlie. The other half can in prin-

ciple be used for a different task when not in use. For example, the unused part of the

channel could be routed to a secondary asynchronous BSM device. In our experiment,

we can additionally define as a second normalization the rate per channel “occupancy”,

which accounts for the fact that only half the channel is used at any given time. The rate

per channel occupancy is therefore half the rate per full channel use. For comparison,

we typically operate at 1.2% channel use and 2.4% channel occupancy.

To characterize the optimal performance of the asynchronous Bell state measurement

device, we operate it in the optimal regime determined above (N = 124, ⟨n⟩m ≲ 0.02).

We note that the enhancement in the sifted key rate over direct transmission is given

by

R

Rmax
= η2

(Nπ − 1)(Nπ − 2)Nsub
2Nπ

(D.9)
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per channel
occupancy

per channel
occupancy

per channel
use

per channel
use

X:Y basis bias 50 : 50 99 : 1 50 : 50 99 : 1

Secure key rate R [10−7] 1.19+0.14
−0.14 2.33+0.28

−0.28 2.37+0.29
−0.28 4.66+0.56

−0.55
R/Rmax(X:Y) 2.06+0.25

−0.25 2.06+0.25
−0.25 4.13+0.50

−0.49 4.13+0.50
−0.49

R/(1.44pA→B) 0.71+0.09
−0.08 1.40+0.17

−0.17 1.43+0.17
−0.17 2.80+0.34

−0.33
1−confidence level 1.1+0.4

−0.3 × 10−2 8+3
−2 × 10−3 1.3+0.5

−0.3 × 10−7

Table D.4: Quantum-memory-based advantage. Distilled key rates with the asyn-
chronous BSM device and comparison to ideal direct communication implementations, based
on the performance of our network node for N = 124 and ⟨n⟩m ∼ 0.02. Distillable key rates
for E = 0.110 ± 0.004 for unbiased and biased basis choice are expressed in a per-channel-
occupancy and per-channel-use normalization (Methods). Enhancement is calculated versus the
linear optics BSM limit (Rmax(50 : 50) = pA→B/2 for unbiased bases, Rmax(99 : 1) = 0.98pA→B

with biased bases) and versus the fundamental repeaterless channel capacity [49] (1.44pA→B).
Confidence levels for surpassing the latter bound [49] are given in the final row.

and is independent of ⟨n⟩m for a fixed number of microwave pulses Nπ and optical pulses

per microwave pulse Nsub and thus fixed N = NπNsub. For low ⟨n⟩m, three photon

events become negligible and therefore QBER saturates, such that the enhancement

in the distilled key rate saturates as well (Fig. D.5a). We can therefore combine all

data sets with fixed N = 124 below ⟨n⟩m ≲ 0.02 to characterize the average QBER

of 0.116 ± 0.002 (Fig. 8.3c). The key rates cited in the main text relate to a data set

in this series (⟨n⟩m ≈ 0.02), with a QBER of 0.110 ± 0.004. A summary of key rates

calculated on a per-channel use and per-channel occupancy basis, as well as comparisons

of performance to an ideal linear-optics BSM and the repeaterless bound [49] are given

in Table D.4.

Furthermore, we extrapolate the performance of our memory node to include biased

input bases from Alice and Bob. This technique enables a reduction of channel uses
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where Alice and Bob send photons in different bases, but is still compatible with secure

key distribution [382], allowing for enhanced distilled key rates by at most a factor of

2. The extrapolated performance of our node for a bias of 99:1 is also displayed in

Table D.4, as well as comparisons to the relevant bounds. We note that basis biasing

does not affect the performance when comparing to the equivalent direct-transmission

experiment, which is limited by pA→B/2 in the unbiased case and pA→B in the biased

case. However, using biased input bases does make the performance of the memory-

assisted approach more competitive with the fixed repeaterless bound [49] of 1.44pA→B.

D.8 Analysis of quantum communication experiment

For each experiment, we estimate the QBER averaged over all relevant basis combi-

nations. This is equivalent to the QBER when the random bit string has all bases

occurring with the same probability, (an unbiased and independent basis choice by

Alice and Bob). We first note that the QBER for positive and negative parity an-

nouncements are not independent. We illustrate this for the example, that Alice and

Bob send photons in the X basis. We denote the probability P that Alice sent qubit

|ψ⟩, Bob sent qubit |ξ⟩ and the outcome of Charlie’s parity measurement is mC , con-

ditioned on the detection of a coincidence, as P (ψA ∩ ξB ∩mC). We find for balanced

inputs P (+XA ∩−XB) = P (−XA ∩+XB) that P (EXX |+C) = P (EXX |−C) with EXX

denoting the occurrence of a bit error in the sifted key of Alice and Bob. We thus find
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for the posterior probability L for the average QBER for XX coincidences

L(P (EXX)) = L(P (−C |+XA ∩+XB)) ∗ L(P (+C |+XA ∩ −XB))

∗ L(P (+C | −XA ∩+XB)) ∗ L(P (−C | −XA ∩ −XB)). (D.10)

Note that this expression is independent of the actual distribution of P (ψA ∩ ξB).

Here, the posterior probability L(P (+C | + XA ∩ −XB)) is based on the a binomial

likelihood function P (NmC∩ψA∩ξB |NψA∩ξB , L), where NC denotes the number of occur-

rences with condition C. Finally the posterior probability of the unbiased QBER is

L(P (E)) = L(P (EXX)) ∗ L(P (EY Y )). All values presented in the text and figures are

maximum likelihood values with bounds given by the confidence interval of ±34.1% in-

tegrated posterior probability. Confidence levels towards a specific bound (for example,

unconditional security [373] are given by the integrated posterior probability up to the

bound.

To get the ratio of the distilled distilled key rate with respect to the sifted key rate by

(ideal) error correction and privacy amplification, we use the bounds given by difference

in information by Alice and Bob with respect to a potential eavesdropper who performs

individual attacks: rs = I(A,B)− I(A/B,E)max [29]. We use the full posterior proba-

bility distribution of QBER (which accounts for statistical and systematic uncertainty

in our estimate) to compute the error bar on rs, and correspondingly, the error bars on

the extracted distilled key rates plotted in Fig. 8.4.
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