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B IDIRECTIONAL PERISOMATIC INHIBITORY PLASTICITY OF A FOS NEURONAL NETWORK  

ABSTRACT  

Behavioral experiences activate the Fos transcription factor in sparse populations of neu-

rons that are critical for encoding and recalling specific events. However, there is limited under-

standing of the mechanisms by which experience drives circuit reorganization to establish a net-

work of Fos-activated cells. It is also not known whether Fos is required in this process beyond 

serving as a marker of recent neural activity and, if so, which of its many gene targets underlie 

circuit reorganization.  

Here we demonstrate that when mice engage in spatial exploration of novel environ-

ments, perisomatic inhibition of Fos-activated hippocampal CA1 pyramidal neurons by parval-

bumin-expressing interneurons is enhanced, whereas perisomatic inhibition by cholecystokinin-

expressing interneurons is weakened. This bidirectional modulation of inhibition is abolished 

when the function of the Fos transcription factor complex is disrupted. Single-cell RNA-sequenc-

ing, ribosome-associated mRNA profiling and chromatin analyses, combined with electrophysi-

ology, reveal that Fos activates the transcription of Scg2, a gene that encodes multiple distinct 

neuropeptides, to coordinate these changes in inhibition.  

As parvalbumin- and cholecystokinin-expressing interneurons mediate distinct features 

of pyramidal cell activity, the Scg2-dependent reorganization of inhibitory synaptic input might 

be predicted to affect network function in vivo. Consistent with this prediction, hippocampal 
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gamma rhythms and pyramidal cell coupling to theta phase are significantly altered in the ab-

sence of Scg2. These findings reveal an instructive role for Fos and Scg2 in establishing a network 

of Fos-activated neurons via the rewiring of local inhibition to form a selectively modulated state. 

The opposing plasticity mechanisms acting on distinct inhibitory pathways may support the con-

solidation of memories over time.   
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“My philosophy is that we should ask  
the most important question that is  

capable of being solved.” 

-- Paul Greengard  

 

 

 

 

 

 

“Nothing in life is to be feared, it is only to be understood. 
Now is the time to understand more,  

so that we may fear less.” 

-- Marie Curie  
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CHAPTER 1. 

INTRODUCTION 
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1.1.  BACKGROUND ON ACTIVITY-DEPENDENT GENE TRANSCRIPTION:  FROM A MOLECU-

LAR TO A SYSTEMS PERSPECTIVE  

Gene transcription is the process by which the genetic codes of organisms are 

read and interpreted as a set of instructions for cells to divide, differentiate, mi-

grate, and mature. As cells function in their respective niches, transcription further 

allows mature cells to interact dynamically with their external environment, while 

reliably retaining fundamental information about past experiences.  

The cells in each tissue of the body adapt to ever changing external environments as they serve 

the essential needs of an animal. Neurons of the brain are no different, but they face a unique 

challenge relative to other cell types in the body. As postmitotic cells, neurons must remain 

highly adaptable and dynamic throughout the lifetime of an animal while also reliably encoding 

both short- and long-term memories of the animals’ experiences. Whereas most tissues in the 

body continuously grow and regenerate through cell division, neurons coordinately use their 

genome and synapses to store the requisite information and perform computations on demand, 

yet also adapt as new experiences and stimuli are encountered throughout their lifetime. 

Neurons have thus evolved multiple intricately linked strategies to both respond dynam-

ically to their immediate environment and store information stably. One strategy that has been 

extensively characterized over the last half century involves the neurons’ utilization of the richness 

and diversity of their synaptic properties to maximize the magnitude and types of information 

that they can retain. Substantial progress has been made in our understanding of how neurons 

via their synapses can be modified to store information on timescales in the order of tens of 



 

3 

milliseconds to an hour (Zucker and Regehr, 2002). However, considerably less is understood 

about how synapses store information for longer periods of time, as is often required for learning 

of a specific task or memory formation and consolidation. To store information for long periods 

of time, neurons appear to have evolved an additional strategy, which involves the exquisite 

coupling of their synapses to another key information hub, the nucleus. 

The coupling of synaptic activity to the nucleus serves several critical purposes. It pro-

motes new gene transcription and induces modifications of the DNA itself, the latter of which 

are often referred to as epigenetic phenomena. Gene transcription produces the mRNA tran-

scripts necessary for new protein synthesis. A longstanding view of how experiences are stabi-

lized over time posits that new mRNA and protein synthesis must occur to provide substrates for 

the structural and functional modifications of synapses that support memory consolidation (Her-

nandez and Abel, 2008). Importantly, this neuronal activity-dependent transcription is in addition 

to, and should be distinguished from, the basal gene expression that already occurs in the cell 

to replenish proteins that are degraded over time. This distinction is essential for our understand-

ing of how experience sculpts the brain. For example, in establishing the role of new mRNA and 

protein synthesis for memory consolidation, early studies utilized pharmacological inhibitors of 

transcription and mRNA translation. While these studies have been pivotal in establishing our 

view of how activity-dependent gene expression supports higher-order cognitive functions, the 

fact that these pharmacological inhibitors shut down the basal gene expression machinery that 

is critical for the standard operation of a cell, have clouded interpretations of these findings. In 

a similar vein, many genes whose expression is induced in response to neuronal activity 
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(described below) are often also expressed to some extent in the basal state. This has compli-

cated attempts to ascertain the role of activity-dependent gene expression in circuit plasticity, 

because essentially all loss- or gain-of-function manipulations to date have also invariably af-

fected the basal level of expression of these genes. Therefore, novel approaches and technolo-

gies that specifically dissect the activity-dependent regulatory elements controlling activity-de-

pendent gene expression in a cell-type-specific manner will be essential to understand the mech-

anistic basis of long-term information storage in the nervous system, and how these processes 

go awry in neurological disorders. 

It is also noteworthy that despite over three decades of substantial progress in the field 

of activity-dependent gene transcription, we are only beginning to understand how this process 

gives rise to behavioral adaptations. While experience-dependent transcription has been shown 

to regulate numerous cellular processes critical for the development and plasticity of the central 

nervous system, the evidence that activity-dependent transcription is indeed necessary for in-

structing changes to dynamic behavioral states at the organismal level, though promising, is as 

yet in its infancy. In the next decade, application of single-cell transcriptomic and epigenomic 

analyses, novel mouse genetic and viral tools, CRISPR/Cas9 gene editing, and in vivo electro-

physiology or two-photon microscopy for chronic imaging of neurons in awake-behaving animals 

under various behavioral contexts, should facilitate an advance in this area. These methods 

should allow us to concurrently characterize how the activity-dependent gene transcription pro-

gram contributes to the emergence and regulation of ensembles of behaviorally relevant 
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neurons within specialized networks, and how the dynamics of these active ensembles in turn 

form the basis of various learned behaviors. 

The significance of this endeavor cannot be overstated, especially in light of the growing 

body of evidence indicating that neurodevelopmental and neuropsychiatric disorders, including 

autism spectrum disorders, schizophrenia, intellectual disability, major depressive disorders, and 

addiction are either linked to mutations in components of the activity-dependent transcriptional 

pathways (Ebert and Greenberg, 2013; Nestler et al., 2016), or associated with genetic variants 

that map to non-coding regulatory regions in the genome. Indeed, large-scale genome-wide 

association studies (GWAS) have revealed a significant enrichment of common risk variants in cis-

regulatory elements (Maurano et al., 2012; Xiao et al., 2017), the accessibility of many of which 

appear to be dependent on activity-dependent transcription factors (Maurano et al., 2015). To-

gether, these observations point to alterations in activity-dependent transcription as key biolog-

ical mechanisms underlying diseased states of the nervous system. In addition to insights from 

disease risk variants, recent comparative studies have uncovered augmentations to the activity-

dependent transcriptional programs in higher-order primate neurons that may contribute at least 

in part to the advanced cognitive abilities of humans. Remarkably, these evolutionary adapta-

tions have been shown to arise from the acquisition of activity-dependent non-coding regulatory 

sequences in the primate genome (Ataman et al., 2016; Hardingham et al., 2018), once again 

underscoring the critical role of signal-dependent regulatory elements and activity-dependent 

transcription in the evolution of expanded cognitive capacities in humans. 
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Given the substantial motivations behind this line of work, I begin by providing an over-

view of the field of activity-dependent gene transcription that led to the emergence of our cur-

rent understanding of how sensory experience sculpts the developing and adult brain. I argue 

that the study of neuronal activity-dependent gene expression serves as a point of convergence 

for molecular neuroscience and emerging systems-level framework for understanding infor-

mation processing and storage in neural circuits.  

1.2.  IMMEDIATE EARLY GENE INDUCTION AS FIRST SIGNALS FOR LONG-TERM ADAPTA-

TIONS  

To facilitate discussion of the underlying principles of activity-dependent transcriptional control 

of neural circuit form and function, I begin with a focus on the canonical immediate early gene 

Fos. Discovered by Greenberg and Ziff in 1984 (Greenberg and Ziff, 1984), the rapid and transi-

ent induction of Fos transcription provided the first evidence that mammalian cells could respond 

to the outside world within minutes by means of rapid gene transcription, in particular through 

the activation of specific genes (Cochran et al., 1984; Greenberg et al., 1985; Greenberg et al., 

1986; Kruijer et al., 1984; Lau and Nathans, 1987; Muller et al., 1984). At the time, the idea that 

trans-synaptic signals regulate the activity or synthesis of certain neuropeptides and enzymes 

was recognized (Black et al., 1985; Chen et al., 1983; Zigmond and Ben-Ari, 1977; Zigmond and 

Mackay, 1974), but this regulation had been found to occur over a period of days, and it was 

unclear whether the observed effects were mediated by transcriptional or post-transcriptional 

mechanisms. Moreover, it was known at the time that sensory stimulation is accompanied by an 

increase in RNA synthesis (Berry, 1969; Kernell and Peterson, 1970), and that long-term changes 
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to synapses occur in response to various forms of learning in an RNA- and protein synthesis-

dependent manner (Glassman, 1969; Goelet et al., 1986; Schwartz et al., 1971). Therefore, the 

discovery that synapses communicate rapidly with the nucleus by activating the transcription of 

Fos represented a fundamental advance because it provided the first mechanistic framework by 

which to understand the molecular and cellular events underlying these learning-induced long-

term synaptic changes. The fact that the induction of Fos transcription is a widespread event that 

occurs in many different cell types (Sheng and Greenberg, 1990), coupled with the finding that 

the Fos gene encodes a nuclear protein (Curran et al., 1984), immediately prompted the specu-

lation that Fos, by activating subsequent programs of gene transcription, might mediate cell 

type-specific functions, including long-term adaptations that underlie learning and memory in 

neurons. 

As the idea that specific transcriptional events are rapidly activated by synaptic transmis-

sion became established, subsequent years saw a flurry of studies characterizing the immediate 

early gene (IEG) program of signal-dependent transcription. IEGs are defined as a class of genes 

that, like Fos, is rapidly and transiently induced by extracellular stimuli, without a requirement for 

new protein synthesis. Many IEGs encode sequence-specific DNA-binding proteins that function 

as transcription factors (TFs) and regulate a subsequent wave of late-response gene (LRG) ex-

pression, which is now known to be cell type-specific, and tailored to the specific function of the 

cell within a neural circuit (Mardinly et al., 2016; Sheng and Greenberg, 1990). For the purpose 

of discussion, we refer to LRGs as targets of IEG TFs, although there are delayed-response genes 

that do not appear to require de novo transcription for their expression (Tullai et al., 2007). Early 
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on several questions arose regarding IEGs in the brain: 1) what are the signaling mechanisms by 

which neurotransmitters drive the induction of IEGs, 2) what are the IEG TF-regulated LRGs, 3) 

how does a common set of IEG TFs regulate cell type-specific LRGs, and 4) what cellular pro-

cesses do the activity-dependent gene programs regulate? While great strides have been made 

in addressing the first question, the latter questions have seen relatively slower progress, and 

are the major focus of this chapter. 

 

Figure 1.1. Schematic of signaling mechanisms driving activity-dependent transcription of im-
mediate early genes and late-response genes. 
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Neurotransmitter signaling leads to the generation of action potentials in the neuron. Membrane 
depolarization induces the opening of L-type voltage-sensitive calcium channels (L-VSCCs). Stim-
ulus-dependent calcium entry via L-VSCCs preferentially leads to the activation of the Ras-MAPK 
pathway, calcium/calmodulin-dependent protein kinases, and calcineurin-dependent signaling. 
Note that calcium influx can also occur via activation of NMDA receptors. Decades of work from 
numerous laboratories have elucidated the molecular mechanisms of these calcium-dependent 
signaling cascades, which have been simplified in this schematic. Cell type-specific differences 
in signaling mechanisms that are not illustrated here have also been described (e.g., see Cohen 
et al., 2016). These pathways lead to activation of pre-existing transcription factors CREB, 
SRF/ELK, and MEF2, which regulate the expression of immediate early genes (IEGs) such as Fos. 
Many IEGs encode transcription factors that regulate a subsequent wave of late-response genes, 
which have now been shown to be cell type-specific. 

 

Over the years, work from a number of laboratories has elucidated the signaling mecha-

nisms that drive the activation of IEGs including Fos (Figure 1.1). Neurotransmitter-dependent 

induction of Fos invariably requires an influx of extracellular calcium into the neuron. The result-

ing increase in cytoplasmic calcium stimulates a cascade of signaling events, including the acti-

vation of the Ras-mitogen associated protein kinase (MAPK), calcium/calmodulin-dependent 

protein kinases (CaMKs), and calcineurin-mediated signaling pathways (Bito et al., 1996; Har-

dingham et al., 1997; Sheng et al., 1991; Xing et al., 1996). In addition to mediating local changes 

at synapses, such as the surface expression or internalization of glutamate receptors, local mRNA 

translation, and post-translational modifications of proteins (Holt and Schuman, 2013; Martin and 

Zukin, 2006; Thomas and Huganir, 2004; Wayman et al., 2008), activation of these signaling cas-

cades induces the transcription of activity-regulated genes. Importantly, IEG induction can be 

triggered by calcium influx through ligand-gated ion channels such as the N-methyl-D-aspartate-

type (NMDA) and a-amino-3-hydroxy-5-methyl-4-isoxazolepropionate-type (AMPA) glutamate 

receptors, and voltage-gated calcium channels, as well as through the release of calcium from 
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intracellular stores (West et al., 2001). However, various studies have shown that in particular 

calcium entry through the L-type voltage-sensitive calcium channels (L-VSCCs) preferentially 

drives gene transcription. This is thought to be due to the localization of L-VSCCs in cell bodies 

and proximal regions of dendrites (Westenbroek et al., 1990) and thus their relative proximity to 

the nucleus, and also due to their calcium conductance and gating properties (Simms and Zam-

poni, 2014; Wheeler et al., 2012), and their physical association with signaling molecules (e.g., 

calmodulin) important for driving transcription (Deisseroth et al., 1998; Dolmetsch et al., 2001; 

Ma et al., 2014). With the advent of next-generation genetically-encoded calcium indicators, 

further characterization of the source of calcium fluctuations, and the ionic concentrations and 

time courses that drive activity-dependent transcription in awake-behaving animals is likely to 

provide deeper insight into the mechanisms of calcium-dependent gene transcription. 

The extremely rapid induction of Fos and other IEGs suggests that their activation is not 

dependent on protein synthesis, but instead relies on pre-existing transcription factors that are 

activated rapidly and then drive IEG transcription. Indeed, these constitutively expressed TFs 

have been identified, and include the cyclic adenosine monophosphate (cAMP)-responsive ele-

ment binding protein (CREB), serum response factor (SRF), and myocyte enhancer factor 2 

(MEF2), the former two of which have been shown to control Fos transcription (Norman et al., 

1988; Sheng et al., 1988). Since CREB, SRF/ELK, and MEF2 are constitutively expressed, rather 

than induced in response to neuronal activity, their activation is dependent instead on their abil-

ity to integrate signaling from multiple calcium-dependent pathways and undergo post-transla-

tional modifications, such as phosphorylation (Aizawa et al., 2004; Chawla et al., 1998; Deisseroth 
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et al., 1996; Flavell et al., 2006; Janknecht and Nordheim, 1992; McKinsey et al., 2002; Rivera et 

al., 1993; Shalizi et al., 2006). The literature on the signaling mechanisms that trigger the tran-

scription of activity-regulated genes is impressively rich, and has been comprehensively de-

scribed elsewhere (Benito and Barco, 2015; Deisseroth and Tsien, 2002; Flavell and Greenberg, 

2008; Hagenston and Bading, 2011; Lonze and Ginty, 2002). Importantly, mutations in compo-

nents of these signaling pathways lead to developmental neurological disorders, including Tim-

othy syndrome (i.e., L-VSCC), Coffin-Lowry syndrome (i.e., ribosomal S6 kinase 2), and Ru-

benstein-Taybi syndrome (i.e., CREB-binding protein CBP) (Ebert and Greenberg, 2013; Hong 

et al., 2005; Mullins et al., 2016). These findings underscore the need for continued molecular 

characterization of the activity-dependent transcriptional machinery to facilitate our understand-

ing of neurological disorders from the perspective of neural circuits (Sudhof, 2017). 

Once in the nucleus, Fos, together with its partner Jun, form the major heterodimer of 

the activating protein complex 1 (AP-1). Additional members of the AP-1 family of TFs include 

Fosb, Fosl1, and Fosl2, and Junb and Jund, any of which can substitute for Fos or Jun respec-

tively to form the AP-1 heterodimer (Sheng and Greenberg, 1990). The biological basis of the 

high level of redundancy within this complex TF family, and the specific functions of its individual 

members, remain to be determined. In addition to members of the AP-1 family, IEGs including 

the Egr and Nr4a family of TFs, as well as the neuronal-specific TF, Npas4 are activated in neu-

rons in response to activity (Christy and Nathans, 1989; Lin et al., 2008; Milbrandt, 1988). The 

advent of chromatin immunoprecipitation (ChIP)- and RNA-sequencing has enabled the identifi-

cation of the genome-wide binding sites of these TFs, and revealed specific LRGs regulated by 
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these activity-dependent TFs. Based on genome-wide assessments, there are an estimated 104 

binding sites for activity-dependent TFs such as Fos and Npas4, and an estimated 300-500 LRGs 

regulated by these TFs in neurons (Benito and Barco, 2015; Kim et al., 2010; Malik et al., 2014; 

Mardinly et al., 2016). Going forward, novel chromatin profiling strategies such as CUT&RUN, in 

which in situ antibody-targeted controlled cleavage by micrococcal nuclease releases specific 

protein-DNA complexes for sequencing (Skene and Henikoff, 2017), will permit the identification 

of IEG TF-bound regulatory elements in vivo and with cell type-specificity given its high sensitiv-

ity and requirement for far smaller quantities of starting material. This and other similar ap-

proaches will greatly clarify the mechanisms by which neuronal activity controls cell type-specific 

gene expression during development and in the adult brain, and will also provide the basis for 

understanding how specific IEG TF-bound regulatory elements have evolved to confer the 

unique cognitive abilities of humans. 

LRGs typically encode effector proteins that regulate cellular processes such as dendritic 

growth, spine maturation, synapse elimination, and the development of proper excitatory/inhib-

itory balance (West and Greenberg, 2011). Although considerable progress has been made in 

describing the molecular and cellular functions of individual LRGs  (Leslie and Nedivi, 2011), the 

sheer number of LRGs that remain to be characterized indicates that additional work will be 

required to determine the functions of the activity-dependent gene program as a whole. To 

probe the function of this gene network, one approach has been to disrupt the activity of indi-

vidual TFs, such as CREB, SRF, MEF2, or IEG TFs, and assess the effects on aspects of neuronal 

function. However, the functional redundancy of these TFs and the compensatory effects that 
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arise when the function of individual TFs is disrupted, as well as the emerging evidence of coop-

erativity amongst many of these TFs (Kim et al., 2010), have presented challenges to these lines 

of investigation. To begin to tackle these challenges, the concurrent manipulation of a larger 

number of related TF family members either with classical genetic knockout approaches, or with 

novel multiplexed CRISPR-based perturbations (described below) will be critical. Moreover, 

these challenges underscore the need for new strategies to uncover how each of the activity-

dependent TFs may have evolved specific roles in mediating transcription, either through distinct 

functions at specific regulatory elements across the genome or by conferring specificity through 

cooperative action with other TFs. 

1.3.  D IVERSE ACTIVITY-DEPENDENT GENE PROGRAMS FOR DIVERSE CELL TYPES  

The mammalian brain is populated by numerous cell types with distinct anatomical, electrophys-

iological, and transcriptomic identities. An emerging hypothesis is that these distinct features of 

cell types influence the coupling of neuronal activity with transcription, resulting in distinct tran-

scriptional responses to activity. However, early studies of activity-dependent transcription were 

limited in scope due to the lack of cell type resolution and the use of pharmacological methods 

to induce neuronal activity (Lin et al., 2008; Majdan and Shatz, 2006). Several recent studies have 

revealed that the activity-dependent transcriptome is neuronal subtype-specific both in cell cul-

ture and when analyzed in vivo. Using RNA-sequencing to identify activity-dependent transcripts 

in cultures of embryonic excitatory or inhibitory neurons, one particular study (Spiegel et al., 

2014) demonstrated that immediately following stimulation (within 60 minutes), both excitatory 

and inhibitory neurons express largely overlapping sets of genes, which are enriched for the 
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classically known activity-dependent transcription factors (e.g., Egr1, Fos, Fosb, Npas4). How-

ever, at later time points (>120 minutes after stimulation), excitatory and inhibitory neurons begin 

to express divergent patterns of gene expression. These findings were reinforced by subsequent 

work that used ribosome-tagging (Sanz et al., 2009) to isolate mRNAs from specific neuronal 

subtypes in vivo (Mardinly et al., 2016), which further revealed unique activity-dependent gene 

programs in three different inhibitory neuronal subtypes, the parvalbumin (PV)-, somatostatin 

(SST)-, and vasoactive intestinal peptide (VIP)-expressing interneurons  of the forebrain. 

 

Figure 1.2. Cell-type specificity of the activity-dependent gene programs. 
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(Top) Single-cell RNA-sequencing technologies have enabled unprecedented characterization of 
the diversity and cell-type specificity of experience-dependent transcriptomes in the brain. (Bot-
tom) Divergent activity-dependent transcriptional responses in neuronal and non-neuronal cell 
types depicted by heat map of 611 stimulus-regulated genes (horizontal black lines) grouped 
into early-response and late-response genes by cell type. Exc, excitatory neurons; Int, interneu-
rons; Olig, oligodendrocytes; endo/SM, endothelium, smooth muscle; Micro, microglia. This fig-
ure is adapted with permission from (Hrvatin et al., 2018). 

 

Despite these advances, significant challenges to our understanding of the diversity of 

activity-dependent transcription remain. One challenge is that currently available genetically-

defined mouse lines, although numerous and varied with respect to neuronal subtype, do not 

comprehensively span the universe of cell types in the brain. However, the advent of single-cell 

RNA-sequencing (scRNA-seq) technologies (Klein et al., 2015; Macosko et al., 2015) has led to 

the identification of the full spectrum of neuronal subtypes, and has illuminated the transcrip-

tomes of previously unappreciated or inaccessible cell types in multiple regions of the nervous 

system (Zeisel et al., 2015). Building upon this technological advance, several recent studies in 

the cortex, amygdala and hippocampus have begun the task of comprehensively characterizing 

the experience-dependent transcriptomes in all cell types (Hrvatin et al., 2018; Hu et al., 2017; 

Lacar et al., 2016; Wu et al., 2017) (Figure 1.2, top). In addition to identifying divergent transcrip-

tional responses in inhibitory neuron subtypes and excitatory neurons in different laminar zones 

of the cortex, these studies identified a largely unexplored response to extracellular stimuli in 

non-neuronal cells (e.g., oligodendrocytes, endothelium, microglia, astrocytes, pericytes, and 

macrophages) of the nervous system (Figure 1.2, bottom). Furthermore, using a genetic ap-

proach named FosTRAP2 to tag Fos-activated neurons permanently with a fluorescent protein 



 

16 

(Allen et al., 2017), persistent transcriptional states have been revealed in different neuronal and 

non-neuronal subtypes at substantially remote timepoints from the induction of Fos, thus ex-

panding the landscape of activity-dependent gene programs (Chen et al., 2020). Future studies 

will be needed to uncover how activity-dependent transcriptional mechanisms and epigenetic 

modifications contribute to this persistence.  

The emergence of a rich landscape of stimulus-dependent transcriptomes in diverse neu-

ronal and non-neuronal cell types reveals new avenues for understanding the role of experience-

dependent transcription within each region of the brain. For example, analyses of stimulus-de-

pendent transcriptional responses in the endothelium, oligodendrocytes, and astrocytes have 

uncovered many new experience-regulated genes of as yet unknown function. Activation of 

these non-neuronal cells may be a secondary consequence of neurotransmitter-mediated signal-

ing, such as the release of neurotrophic factors and neuromodulators from neurons, or changes 

in blood flow or oxygen levels (Attwell et al., 2010; Mount and Monje, 2017). Additional studies 

of these non-neuronal activity-dependent genes will likely reveal new mechanisms of structural 

and functional communication between neurons and non-neuronal cells that underlie neurovas-

cular coupling, myelination, and neurotransmitter reuptake (Andreone et al., 2015; Barres, 2008; 

Purger et al., 2016). 

As a complementary approach to scRNA-seq, several high-throughput methodologies 

that enable the spatial resolution of a large number of RNA transcripts within the same cells 

(FISSEQ, MERFISH, and STARmap) (Chen et al., 2015a; Lee et al., 2015; Wang et al., 2018) may 

soon transform the study of neuronal activity-dependent transcription, especially as these 
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technologies become increasingly optimized for the localization of RNA molecules to specific 

subcellular compartments, including distal dendritic regions. The ability to spatially localize thou-

sands of nascent activity-regulated transcripts in specific cell types with subcellular resolution, 

within the context of a larger anatomical region, has the potential to clarify the relationship be-

tween transcriptional regulation and local translation at specific synapses in response to neuronal 

activity (Poo et al., 2016).  

1.4.  DEVELOPMENTAL SPECIFICATION OF CELL TYPE-SPECIFIC ACTIVITY-DEPENDENT 

GENE PROGRAMS  

The discovery that activity-dependent gene programs are cell type-specific not only has pro-

found implications for the functional diversity of neural circuits, but also raises the question of 

how this diversity of activity-dependent transcriptional responses becomes specified during cel-

lular differentiation. In particular, the question of how a stereotyped set of IEG TFs induced in 

virtually all mammalian cell types activates a unique set of LRGs in each cell type in the brain has 

garnered significant interest. 

Recent progress towards understanding how cell-type specificity of activity-dependent 

gene transcription is achieved has come from studies of Fos/Jun heterodimers. The investigation 

of Fos function gained momentum in the 1990s when it was revealed that this family of nuclear 

proteins interacts with members of the Jun family via a hydrophobic dimerization motif, termed 

the leucine zipper, to form a positively-charged DNA-binding domain that selectively interacts 

with the AP-1 consensus sequence, 5’-TGA(C/G)TCA-3’ (reviewed in Sheng and Greenberg, 

1990). Studies with reporter genes in transient transfection assays suggested that Fos/Jun 
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heterodimers primarily bound to AP-1 sites within promoters of their target genes to activate 

transcription (Eferl and Wagner, 2003). Based on these findings, the prevailing view in the litera-

ture was that Fos/Jun complexes might bind to different promoters in each cell type to regulate 

cell type-specific programs of gene expression. However, over the last several years genome-

wide approaches for mapping TF binding sites revealed that Fos/Jun complexes bind instead to 

gene distal enhancer elements (Malik et al., 2014). It is now appreciated that enhancers enable 

the fine-tuning and spatiotemporal control of gene expression levels (Long et al., 2016). Indeed, 

recent studies have indicated that enhancers, rather than promoters, are most often the gene 

regulatory elements that confer the cell-type specificity of gene expression during development 

and in mature organisms (Heintzman et al., 2009; Long et al., 2016). 

In addition to the realization that Fos/Jun complexes predominantly bind to enhancers, 

recent work has demonstrated that even though across the mammalian genome there are ap-

proximately 106 AP-1 binding sites in each cell type, Fos/Jun complexes bind to only approxi-

mately 104 of these sites (Roadmap Epigenomics et al., 2015; Vierbuchen et al., 2017). When the 

binding of Fos/Jun complexes was analyzed in different cell types it became clear that upon 

activation by extracellular stimuli, these complexes bind to almost completely distinct repertoires 

of enhancers in each cell type (Malik et al., 2014; Vierbuchen et al., 2017). Taken together, these 

data suggest a model in which AP-1 factors may be involved in the specific selection of an en-

hancer repertoire in each cell type during mammalian development to determine the cell type-

specificity of activity-dependent gene expression. 
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The mechanisms by which AP-1 factors select enhancers in each cell type are beginning 

to be uncovered (Heinz et al., 2013; Vierbuchen et al., 2017). Although the consensus AP-1 bind-

ing sites are present in virtually all cell types, adjacent to each site, it is often possible to identify 

additional DNA sequence motifs that are more cell type-specific, and predicted to bind so-called 

pioneer TFs that, in contrast to Fos/Jun complexes, are expressed in a more cell type-specific 

manner. As the genetic ablation of Fos/Jun TFs has been challenging due to redundancy within 

the AP-1 family of TFs, further insight into the role of AP-1 in enhancer selection has come from 

comparisons of enhancers in fibroblasts and macrophages from distinct genetically-divergent 

inbred mouse strains, which contain tens of millions of single nucleotide polymorphisms (SNPs) 

across their genomes (Heinz et al., 2013; Link et al., 2018; Vierbuchen et al., 2017). These exper-

iments identified hundreds of SNPs within enhancers that led to loss of enhancer activity in one 

mouse strain but not the other. Unexpectedly SNPs that disrupted the AP-1 binding site were 

the most frequently observed mutations in these enhancers (Vierbuchen et al., 2017), suggesting 

that AP-1 TF binding is required for the selection of these enhancers. 

These and additional findings have led to a model of stimulus-dependent enhancer se-

lection that posits that early during the differentiation of a given cell type, most late-response 

gene enhancer sequences are wrapped around histones to form nucleosomes, and are therefore 

not accessible to Fos/Jun heterodimers (Figure 1.3, top). However, once expressed in response 

to extracellular stimuli, Fos/Jun complexes most likely cooperate with cell type-specific pioneer 

TFs to evict nucleosomes at specific enhancers in each cell type, thus rendering them primed for 

subsequent activation. Interestingly, AP-1 factors were found to interact directly with the 
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SWI/SNF ATP-dependent chromatin remodeling complex (also referred to as the Brg1-associ-

ated factor (BAF) complex) (Vierbuchen et al., 2017), a 12-15 subunit complex that can evict or 

move histone octamers from enhancer sequences, thus promoting the binding of additional TFs. 

 

Figure 1.3. Model of developmental specification of cell type-specific activity-dependent gene 
programs by AP-1 and cell type-specific pioneer factors.  
(Top) Current model of stimulus-dependent enhancer selection posits that during differentiation 
of a given cell type, AP-1 sites across the genome are occluded by nucleosomes and thus inac-
cessible. Adjacent to each AP-1 site it is often possible to identify additional sequence motifs 
that are more cell type-specific (CTSE, cell-type specific element) and predicted to bind cell type-
specific so-called pioneer factors (CTSF). Once Fos/Jun complexes are expressed in response to 
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extracellular stimuli, they most likely cooperate with CTSFs to recruit the chromatin remodeling 
BAF complex to cell type-specific enhancer elements. This leads to chromatin remodeling, en-
hancer selection, and thus activation of late-response gene transcription in a cell type-specific 
manner. (Bottom) Once these cell type-specific enhancers have been specified during develop-
ment, even after Fos and Jun decay away, the enhancers are thought to remain primed, via 
specific post-translational histone modifications. These enhancers are then ready for activation 
in the mature brain the next time Fos/Jun complexes are induced in response to neuronal activ-
ity. 
 

Once cell type-specific enhancers have been commissioned during development, the 

short-lived Fos/Jun heterodimers decay away and the enhancers again become occluded by 

nucleosomes. Nevertheless, the selected enhancers appear to remain primed for activation, such 

that re-induction of Fos/Jun leads to recruitment of BAF to remodel the nucleosomes and en-

hance chromatin accessibility for activation of gene transcription in mature neurons (Vierbuchen 

et al., 2017; Wu et al., 2007) (Figure 1.3, bottom). 

In the brain, the pioneer TFs that work together with AP-1 factors to select enhancers in 

a neuronal subtype-specific manner to bring about unique activity-dependent transcriptional re-

sponses in each neuronal subtype should be the subject of future investigation. Candidate TFs 

based on motif analyses of active enhancers in hippocampal neurons include the bHLH factors 

and members of the Egr family (Su et al., 2017; Vierbuchen et al., 2017). Another future avenue 

of investigation pertains to the role of the BAF complex in the brain. The composition of BAF 

subunits has been shown to be unique in neurons (Wu et al., 2007), thus providing a possible 

means for specialization of transcriptional responses to neuronal activity. Notably, there is now 

mounting evidence that mutations of at least eight of the subunits of the BAF complex can lead 

to intellectual disability or autism spectrum disorders in humans (Ronan et al., 2013). However, 
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future experiments will be critical to determine whether activity-dependent gene programs are 

deregulated in the absence of BAF, and to identify the specific consequences of this deregula-

tion in the pathogenesis of these disorders. 

As genes that are critical for brain function tend to have multiple enhancer elements with 

redundant functions, ascribing function to individual enhancers in the brain is a significant chal-

lenge. Therefore, while there is presently no direct evidence that individual activity-dependent 

enhancers are required for neural circuit development or function, evidence is accumulating that 

this is likely to be the case. Perhaps the most compelling insight has come from genetic studies 

indicating that disease-associated non-coding variants tend to be found within cis-regulatory 

elements and not protein coding sequences (Maurano et al., 2012). Intriguingly, a recent large-

scale study of accessible cis-regulatory elements across multiple human tissue types further re-

vealed that SNPs within AP-1 motifs are a common cause of changes in chromatin accessibility 

(Maurano et al., 2015). Taken together, these findings suggest that activity-regulated AP-1 TFs 

are critical for enhancer selection and activation of LRG transcription in a cell type-specific man-

ner. The next decade of research will undoubtedly continue to inform this model and lend further 

mechanistic insight into the process of experience-dependent brain development and the path-

ogenesis of various neuropsychiatric disorders. 

1.5.  EXPERIENCE-DEPENDENT TRANSCRIPTIONAL INSTRUCTION FOR THE DEVELOPING 

BRAIN 

Insight into how activity-dependent transcriptional mechanisms control neural circuit function 

has been informed by efforts to characterize the role of neuronal activity in regulating the many 
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stages of brain development and maturation, as well as learning and behavioral adaptations. The 

development of the mammalian brain is controlled by both genetics and the environment. At 

birth, while the brain, like most organs, is largely formed, it continues to mature over a prolonged 

period in response to sensory experience. Of note, this period of maturation is prolonged in 

humans relative to other mammals including rodents, lasting for up to two decades after birth, 

thus underscoring the importance of studying how sensory experience sculpts brain develop-

ment (Kupferman and Polleux, 2016). Beginning with the landmark work of Hubel and Wiesel 

that established the role of visual experience in shaping ocular dominance columns in the visual 

cortex (Hubel and Wiesel, 1970), the significance of sensory experience in fine-tuning neural 

connectivity in the postnatal brain has become increasingly evident (Hensch, 2005; LeBlanc and 

Fagiolini, 2011). 

There are several distinct stages of postnatal nervous system development, each of which 

is controlled at least in part by activity-dependent transcription. Neurons first undergo axonal 

growth and dendritic arborization, followed by a period of exuberant synapse formation. Subse-

quently, synapse elimination occurs, and the number and strength of synapses are calibrated to 

ensure proper connectivity and excitatory-inhibitory balance within neural networks (West and 

Greenberg, 2011). Each of these steps is highly regulated by calcium-dependent processes, 

which induce activity- regulated genes, many of which encode synaptic effector molecules. To 

date, a number of activity-regulated genes  that coordinate various aspects of synapse matura-

tion and function during critical periods, defined as periods of increased sensitivity to environ-

mental influences in early postnatal life (LeBlanc and Fagiolini, 2011), have been identified and 
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characterized. These genes (described below) include Bdnf, Arc, Homer homolog 1a (Homer1a), 

Neuronal pentraxin 2 (Nptx2), and Neuritin 1 (Nrn1, or cpg15) (Flavell and Greenberg, 2008; 

Korb and Finkbeiner, 2011; Leslie and Nedivi, 2011; Shepherd and Bear, 2011) (Figure 1.4). 

 

Figure 1.4. Cell type-specific activity-dependent gene programs are tailored to specific func-
tion of cell within a neural circuit. 
Each cell type in the brain possesses a distinct set of activity-regulated genes (top panel) that 
allow each cell type to interact with and modify specific synaptic inputs within their resident 
neural circuit (middle panel, right). For example, Igf1 is secreted from VIP-expressing inter-neu-
rons, and recruits inhibitory inputs onto VIP-expressing interneurons themselves, while Bdnf is 
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secreted from excitatory neurons and recruits inhibitory inputs onto the cell bodies of excitatory 
neurons. Activity-regulated genes have been shown to regulate cellular processes such as den-
dritic growth and restriction, and synapse formation, maturation, elimination, and strength (mid-
dle panel, left). For example, Arc and Homer1a have been shown to function as negative regu-
lators of AMPA receptor expression at synapses (bottom panel).  

 

Bdnf encodes a secreted protein that regulates the initiation of excitatory-inhibitory bal-

ance that is required for critical period plasticity (Greenberg et al., 2009; Hensch, 2005; Timmusk, 

2015). In one study, a mouse line was generated that contains a subtle knock-in mutation in Bdnf 

promoter IV, which among eight known promoters in mice is the predominant promoter that 

drives neuronal activity-dependent Bdnf transcription in the cortex. The knock-in mice displayed 

a significant decrease in the number and strength of GABAergic synapses that form on cortical 

pyramidal neurons, suggesting that activity-dependent Bdnf transcription regulates synaptic in-

hibition (Hong et al., 2008). This knock-in line contains mutations in the cAMP response element 

(CRE), which were sufficient to disrupt CREB binding and thus CREB-dependent Bdnf transcrip-

tion. Importantly, this specific manipulation affected neuronal activity-dependent transcription 

of Bdnf, but not basal transcription from the other Bdnf promoters. This dissociation was key in 

allowing for the precise determination of the physiological function of neuronal activity-depend-

ent Bdnf transcription. It is noteworthy that a subtle change within one of multiple regulatory 

elements that control the expression of Bdnf can profoundly affect neural wiring, providing sup-

port for the idea that additional variants in activity-dependent regulatory elements will be found 

to affect circuit connectivity and function. 

Neuronal pentraxins are also dynamically regulated by activity and have been shown to 

promote neurite outgrowth (Tsui et al., 1996). In a recent study, Nptx2 was shown to be crucial 
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for the recruitment of excitatory synapses onto a specific subtype of GABAergic interneurons, 

the PV-expressing interneurons (Pelkey et al., 2015) (Figure 1.4). Secreted Nptx2 does this by 

regulating the clustering of GluA4, a subunit of the AMPA receptor. A consequence of loss of 

Nptx2 is the disruption of excitatory synaptic transmission in PV interneurons, which leads to 

impaired PV-mediated feed-forward inhibition. This defect in PV-mediated inhibition in turn pro-

longs the critical period, leading to a deficiency in circuit rhythmogenesis, hyperactivity, in-

creased anxiety, and deficits in spatial working memory. 

Homer1a is an activity-regulated gene that encodes a postsynaptic scaffold protein that 

functions as a negative regulator of AMPA receptor expression at synapses (Diering et al., 2017; 

Shan et al., 2018). This finding is consistent with the observation that Homer1a transcription is 

mediated by the activity-regulated transcription factor MEF2, which has also been found to re-

strict the number of excitatory synapses (Flavell et al., 2006). Arc is another target of MEF2 that 

promotes the endocytosis of AMPA receptors. Thus, MEF2 serves as a versatile negative regula-

tor of excitatory synapse development (Barbosa et al., 2008; Chowdhury et al., 2006; Rial Verde 

et al., 2006; Wilkerson et al., 2014) (Figure 1.4). By contrast, cpg15, a small extracellular protein 

anchored to the membrane, promotes synapse stabilization (Fujino et al., 2011; Harwell et al., 

2005). Adding to this growing list, a recent study describes a novel function for Fibroblast growth 

factor-inducible 14 (Fn14), an activity-regulated gene that is expressed in the dorsolateral genic-

ulate nucleus, and regulates synaptic refinement in the vision-dependent phase of retinogenic-

ulate synapse maturation (Cheadle et al., 2018). 
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Figure 1.5. Mutations in specific components of the activity-dependent transcriptional pathway 
have been implicated in various neurodevelopmental and neurological disorders in humans. 
Simplified schematic depicting mutations in L-VSCCs have been implicated in Timothy syn-
drome, Rsk2 in Coffin-Lowry syndrome, and CREB-binding protein CBP in Rubenstein-Taybi 
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syndrome. Mutations in multiple subunits of the BAF complex have been implicated in various 
neurological disorders including sporadic autism and intellectual disability (see Ronan et al., 
2013). Mutations in MeCP2 lead to Rett syndrome. Bdnf is an example of a late-response gene 
whose defects in expression or function have been associated with impaired episodic memory 
and depression, among others.  

 

These activity-regulated genes are only a small subset of the hundreds that remain to be 

characterized, and thus the next decade will undoubtedly witness specific functions being as-

cribed to many more activity-regulated genes, one of which is the subject of this thesis work. 

These studies highlight the diversity and exquisite tailoring of activity-regulated effector mole-

cules to distinct developmental processes in specific cell types and brain regions. Importantly, 

progress in characterizing the function of additional activity-regulated genes will have to be 

made concurrently with efforts to understand the overall effect of the network of activity-regu-

lated genes in the developing brain. This is especially crucial given that various neurodevelop-

mental disorders including autism spectrum disorders, schizophrenia, and intellectual disability 

manifest in a common disruption in excitatory-inhibitory balance during critical periods (LeBlanc 

and Fagiolini, 2011; Mullins et al., 2016; Nelson and Valakh, 2015). Although defects in specific 

components of the activity-dependent gene network have been implicated in these polygenic 

disorders (Figure 1.5), a future challenge will be to identify unifying pathophysiological mecha-

nisms that underlie them. This may be achieved by interrogating the activity-dependent tran-

scriptional regulatory mechanisms at play in a systematic manner, using high-throughput meth-

odologies and mouse models of these disorders. 
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1.6.  ACTIVITY-DEPENDENT TRANSCRIPTION AS A MARKER OF RECENT NEURONAL AC-

TIVITY IN THE MATURE BRAIN 

Once neural circuits have matured, experience-dependent plasticity manifests broadly as a 

mechanism for adaptations to diverse physiological drives, including hunger, thirst, sleep, fear, 

pain, cold, and warmth, as well as social interactions. These distinct internal states give rise to 

various forms of goal-oriented learning as an organism interacts with the external world and 

seeks to meet its physiological needs. Some forms of learning can occur gradually over a period 

of days or weeks, and may require the development of long-term memories which sometimes 

last the lifetime of the animal. 

To understand how neuronal activity-driven transcription regulates circuit dynamics and 

behavior in the mature brain, it is first necessary to understand the cellular and behavioral fea-

tures in vivo that lead to the induction of activity-dependent gene programs. This was initially 

accomplished using immunohistology and in situ hybridization approaches to monitor IEG ex-

pression in specific brain regions in response to distinct behavioral states (see Tischmeyer and 

Grimm, 1999). These studies demonstrated the high fidelity and utility of IEGs as markers of 

neuronal activation in various behavioral paradigms, and also raised the possibility that IEGs 

might directly regulate synaptic plasticity and thus behavioral adaptations. It previously remained 

unclear however if this was indeed the case, and this thesis work set out to tackle this gap as one 

of its primary objectives. 

In recent years, these IEGs, and in particular Fos and Arc, have become increasingly useful 

as reporters of neuronal activity in the brain as novel genetically-encoded mouse and viral tools 
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have been generated (DeNardo and Luo, 2017). These tools not only enable the labeling of, but 

also provide access to, activated neurons either transiently or permanently. The advantages and 

disadvantages of various activity-based tools, as well as technologies that allow intact brain-wide 

fluorescent imaging at cellular resolution (Renier et al., 2016; Ye et al., 2016), have been exten-

sively reviewed (see DeNardo and Luo, 2017; Kawashima et al., 2014). Briefly, the most basic 

designs consist of IEG promoters used to drive various effector gene modules, including fluores-

cent proteins for visualization, ligand-dependent transcription factors or recombinases for down-

stream expression of additional effector genes, and light- or ligand-gated channels for subse-

quent control of the labeled populations. Moreover, as is the case with transgenic and viral strat-

egies, enhancer modules, the short regulatory sequences containing the DNA-binding sites of 

sequence-specific TFs, can be added to these designs to augment the transcriptional responses 

of the IEG-dependent effectors (e.g., E-SARE and RAM) (Kawashima et al., 2013; Sorensen et al., 

2016). 

1.7.  ACTIVITY-DEPENDENT TRANSCRIPTION IN CIRCUIT PLASTICITY UNDERLYING 

LEARNING AND MEMORY IN THE MATURE BRAIN 

The currently available genetically-encoded activity-dependent reporters have already proven to 

be indispensable for establishing the importance of distinct subsets of activated neurons for 

specific behaviors. For example, a series of studies have used the permanent labeling of Fos-

activated neurons during contextual fear conditioning to implicate these activated neurons in 

contextual fear memory formation, consolidation, and attenuation (Garner et al., 2012; Khalaf et 

al., 2018; Kitamura et al., 2017; Liu et al., 2012). However, currently little is known about the 
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learning-related structural and functional alterations that occur during the encoding of contextual 

memories in these activated neuronal ensembles. In addition, although within activated neurons 

protein synthesis-dependent increases in dendritic spine density and synaptic strength have 

been shown to underlie the ability of an animal to perform natural recall (Ryan et al., 2015), 

establishing a specific requirement for activity-dependent transcription in consolidation and re-

consolidation (Alberini and Ledoux, 2013) requires more precise genetic loss- and gain-of-func-

tion manipulations to the activity-dependent transcriptional program.  

To date, both loss- and gain-of-function manipulations to numerous activity-regulated 

genes, including Arc, Homer1a, Bdnf, Creb, Srf, Mef2, Fos, Fosb, Egr1, and Npas4 have identi-

fied deficits in classical behavioral paradigms such as contextual fear conditioning, spatial 

memory, and novel object recognition (reviewed in Nonaka et al., 2014; Okuno, 2011). As these 

studies have employed relatively coarse manipulations that target entire brain regions, it has 

been difficult to disentangle cell-autonomous effects from those that are due to network-level 

perturbations. It is noteworthy that these prior genetic manipulations also likely affected a mul-

titude of cell types, including neuronal and non-neuronal cell types, thus complicating identifi-

cation of the primary and secondary effects of disrupting the function of a specific component 

of the activity-dependent transcriptional network. While these studies implicate a role for activity-

dependent transcription in neural circuit function and behavior, further characterization of the 

structural and functional changes that activated neurons undergo during learning, and implica-

tion of activity-dependent transcription in the modification of synapses in order to balance the 
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flexibility and stability required for the proper encoding of memories, form the basis of this thesis 

research.  

Modern imaging technologies have revealed the dynamic nature of synapses, from their 

protein compositions to their structure (Svoboda and Yasuda, 2006), thus motivating this thesis 

research endeavor. Given the timescales over which transcriptional mechanisms typically mani-

fest, longitudinal imaging of the mammalian brain in awake-behaving animals, with input- and 

cell type-specificity, has been especially informative. For example, there have been significant 

strides in understanding experience-dependent structural plasticity through in vivo imaging. This 

has led to the identification of differences in spine dynamics depending on cell type and brain 

region (Berry and Nedivi, 2016). Several studies have revealed that while spines are impermanent 

in the hippocampus, they are significantly more persistent in the neocortex, possibly reflecting 

the different durations of information retention in each region (Attardo et al., 2015; Holtmaat 

and Svoboda, 2009). Moreover, in contrast to the stability of excitatory synapses in the visual 

cortex, nearby inhibitory synapses were found to remodel continuously, with the rate of remod-

eling dependent on changes in sensory input (Rose et al., 2016; Villa et al., 2016). These synaptic 

turnover rates are consistent with the timescales of activity-dependent transcriptional mecha-

nisms. Moreover, they provide a correlate for the dynamic nature of information encoding yet 

stability of information storage in cortical and subcortical circuits. I therefore reasoned that un-

derstanding how activity-dependent transcription may play a role in the reorganization of synap-

ses would be an important step forward. 
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How some synapses persist while others are modified in an experience-dependent man-

ner remains to be determined. By virtue of the hundreds of genes that are activated in response 

to sensory stimuli, activity-dependent transcription could potentially play both an instructive role 

in promoting the turnover of particular synapses, while simultaneously stabilizing other synapses. 

Importantly, various mechanisms by which neuronal activity controls the turnover of synapses, 

including regulated mRNA transport and local translation of distinct mRNA transcripts, have been 

identified (Fontes et al., 2017; Martin et al., 1997; Van Driesche and Martin, 2018). To determine 

how the activity-dependent transcriptional program influences the dynamics of individual synap-

ses, understanding the effects of activity-regulated synaptic effector genes across many synapses 

in a neuron in vivo would be useful. In addition, as animals employ multiple concurrently active 

forms of plasticity during learned behaviors, defining coherent mechanisms of the activity-de-

pendent transcriptional program will be greatly facilitated by chronic imaging of neurons over 

prolonged periods to detect the different forms of plasticity that underlie learning and memory. 

A study on Arc represents a start to achieving these goals (El-Boustani et al., 2018). By 

combining two-photon microscopy to measure multiple forms of spike timing-induced plasticity 

within single dendritic branches, while tracking the molecular dynamics of Arc and visualizing 

AMPA receptor endocytosis, the authors address how local coordination of different forms of 

plasticity shapes neuronal responses to visual inputs in awake animals. By this analysis, Arc was 

found to be critical for both the Hebbian strengthening of activated synapses, and the heter-

osynaptic weakening of adjacent synapses. In the future, longitudinal imaging of the same sets 

of spines over days will provide additional insight into how various plasticity mechanisms, via 
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activity-regulated transcription and LRG expression, regulate the strengths of these synapses. In 

addition, recent work has identified a viral capsid-like property of Arc protein that packages Arc 

mRNA in extracellular vesicles in synaptic boutons (Ashley et al., 2018; Pastuzyn et al., 2018). 

These vesicles are released upon neuronal stimulation and trafficked across the synaptic cleft 

and into postsynaptic neurons, providing an input-specific mechanism by which Arc can regulate 

plasticity at distinct activated synapses. The prevalence of this form of synaptic plasticity in the 

mammalian brain and its interplay with spike timing-dependent plasticity as described above, 

would be of great interest for future studies. 

As our understanding of the activity-dependent transcriptome deepens, the possibilities 

for uncovering the activity-dependent transcriptional regulation of various plasticity mechanisms 

underlying learned behaviors have increased. For example, a notable observation from recent 

cell type-specific activity-dependent gene expression studies (Hrvatin et al., 2018; Mardinly et 

al., 2016; Spiegel et al., 2014) is that each cell type possesses a distinct set of activity-dependent 

transcripts, a subset of which encodes secreted molecules. These secreted factors allow each 

neuronal subtype to interact with and modify specific synaptic inputs within their resident neural 

circuit (Figure 5). For example, there is mounting evidence indicating that in the CA1 region of 

the hippocampus, Bdnf is selectively induced in excitatory neurons, and critical for the recruit-

ment of inhibitory inputs onto the somatic region of excitatory neurons (Bloodgood et al., 2013; 

Spiegel et al., 2014). Interestingly, this regulation of perisomatic inhibition is mediated by tran-

scription of the neuronal-specific IEG Npas4, which also restricts dendritic inhibition in a manner 

that permits the dendritic neighborhood of activated pyramidal neurons to become more 
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receptive to excitatory inputs and thus more permissive of plasticity, though the activity-regu-

lated gene(s) that mediate this change in dendritic inhibition are not yet known. In contrast to 

these observations in the hippocampus, in the visual cortex in response to light, insulin-like 

growth factor 1 (Igf1) was found to be selectively induced in VIP-expressing interneurons, where 

it recruits inhibitory inputs onto the VIP-expressing interneurons themselves, thereby imposing a 

sensory experience-dependent brake on cortical plasticity (Mardinly et al., 2016). These results 

underscore the intricacy of the neuronal subtype-specific activity-dependent gene programs, 

and thus their far-reaching implications for the plasticity of subtype-specific inhibitory synapses 

in response to learning. 

Learning-induced changes in GABAergic interneuron subtypes that are consistent with 

the timescale of activity-dependent transcription have been well demonstrated in many systems. 

As an example, motor learning can induce dendritic compartment-specific reorganization of 

spines, coincident with changes to local inhibitory circuitry (Chen et al., 2015b). Specifically, SST-

positive interneurons, which largely mediate dendritic inhibition, show a learning-dependent re-

duction in bouton density over days. In contrast, the number of PV-positive axonal boutons in-

crease with motor learning, implying an enhancement of control over action potential output of 

pyramidal neurons in the motor cortex. As another example, learning-induced increases in the 

selectivity of pyramidal neurons in the visual cortex for a rewarded stimulus are accompanied by 

increases in selectivity of PV-positive interneurons for the same stimulus and concurrent decor-

relation of SST-driven activity from the network (Khan et al., 2018). Understanding the mecha-

nisms by which activity-dependent gene transcription gives rise to learning-induced 
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reorganization of inhibition, which in turn may fine-tune representations of task-relevant stimuli, 

would represent a significant step in linking neuronal activity to long-term changes in neural 

circuit function.  

The regulation of several additional forms of plasticity by activity-dependent transcription 

has also been described. For example, in a recent study, the activity-dependent transcription 

factor Mef2c was found to be crucial for the promotion of local excitatory inputs onto layer 2/3 

pyramidal neurons in the somatosensory cortex and a simultaneous downregulation of the 

strength of long-range excitatory inputs originating from contralateral regions (Rajkovich et al., 

2017). These findings underscore the capacity for activity-dependent transcription to determine 

not only local network function, but also inter-hemisphere communication in the brain.  

In addition, there is emerging evidence that activity-dependent transcription regulates 

intrinsic neuronal excitability. Learning-induced phosphorylation and activation of CREB in a sub-

set of neurons has been shown to enhance neuronal excitability (Lisman et al., 2018). This in-

crease in intrinsic excitability facilitates the allocation of CREB-activated neurons to a subsequent 

memory trace closely linked in time (Rashid et al., 2016). In contrast to these observations, some 

studies report higher spontaneous firing rates, but no changes in intrinsic excitability, in Fos-

activated neurons, which may be due to stronger synaptic connectivity amongst these neurons 

(Yassin et al., 2010). The causal relationship between activity-dependent transcription and these 

neuronal properties remains to be determined. Ultimately, activity-dependent transcription con-

tributes to the emergence of distinct ensembles of behaviorally relevant neurons likely through 
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the interplay of global neuron-wide and local synapse-specific mechanisms, the elucidation of 

which will be a crucial leap in the field. 

Experience-dependent transcription also plays a prominent role in the regulation of ho-

meostatic plasticity (Turrigiano, 2012). A new study identifies a physiological role for homeostatic 

scaling-down during sleep, which occurs by an activity-regulated, Homer1a-dependent mecha-

nism involving the removal of AMPARs and the weakening of excitatory synapses (Diering et al., 

2017). Importantly, the targeting of Homer1a to postsynaptic densities is modulated by the neu-

romodulator adenosine, which is present at higher levels during the sleep cycle, highlighting the 

intricate control of brain state-dependent homeostatic synaptic scaling crucial for the consolida-

tion of memories. 

Finally, recent evidence indicates that neuronal activity promotes adaptive myelination. 

This then likely leads to increases in the velocity at which action potentials propagate along 

axons. Activity-dependent myelination may be advantageous for reinforcing the learning of cer-

tain tasks, such as skilled motor actions. Notably, within several hours of activation of excitatory 

neurons, the proliferation and subsequent differentiation of nearby oligodendrocyte precursor 

cells (OPCs) ensues (Gibson et al., 2014). Both OPC proliferation and differentiation take several 

hours to occur and may require activity-dependent gene transcription. One hypothesis is that an 

activity-regulated gene in excitatory neurons encodes a secreted protein, such as Bdnf, that then 

binds to its receptor (e.g., TrkB) on OPCs and stimulates OPC proliferation and differentiation, 

thus promoting myelination (see Mount and Monje, 2017). The significance of this form of 



 

38 

structural remodeling for neural circuit plasticity has the potential to be far-reaching in both 

healthy and diseased states of the nervous system. 

1.8.  SUMMARY AND GOALS FOR THIS DISSERTATION  

In describing the progress that has been made over the past decades, I have highlighted gaps 

that need to be addressed towards a better understanding of the activity-dependent transcrip-

tional control of neural circuit function. In this dissertation, I focused on the canonical immediate 

early gene, Fos, which has been best characterized in relation to other immediate early genes 

encoding transcription factors including Npas4, the Egr family, and the Nr4a family, both from a 

molecular and a behavioral perspective.  

 From a behavioral perspective, Fos has been shown to be induced by hundreds of differ-

ent stimuli. As such, Fos has been widely used as a marker of recent neural activity by the neu-

roscience community. Through this extensive body of work, Fos-activated cells have been shown 

to be relevant for a variety of behaviors, in that activation or silencing of this population of cells 

have led to behavioral effects that are consistent with their role as the neural substrates of the 

behavior in question. For example, Fos has been shown to be expressed in a sparse ensemble 

of neurons in the hippocampus of mice in response to exposure to a novel contextual experience 

(Garner et al., 2012; Liu et al., 2012; Tanaka et al., 2018). When this first exposure to a novel 

context is paired with an aversive stimulus such as a foot shock, even after days or weeks, the 

activation of this same population of Fos-activated neurons can elicit a fear response in mice 

even outside of the fear context. Conversely, silencing of this population of neurons is sufficient 
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to prevent the fear response even when the mice are returned to the context in which they were 

shocked.  

Yet, it remains unknown whether and how these Fos-activated neurons evolve with time. 

Given that these same neurons are responsible for generating the appropriate behavioral re-

sponses at later timepoints, they likely are the neuronal substrates of memory. In the absence of 

artificial activation, the question of how these neurons support natural memory recall is left open. 

A leading hypothesis is that circuit reconfiguration occurs during the consolidation of memories 

to generate a network of Fos-activated cells whose activity dynamics can recapitulate that of the 

initial experience during subsequent memory recall. In Chapter 2.2, I uncovered a novel circuit 

mechanism by which Fos-activated neurons become modified with experience to establish a 

network of cells that may support memory encoding and retrieval. Specifically, I found that 

perisomatic inhibitory connections onto CA1 pyramidal neurons arising from PV-expressing in-

hibitory interneurons become strengthened, while those from a different inhibitory cell type, the 

cholecystokinin (CCK)-expressing interneurons, concurrently weakened. These circuit modifica-

tions alter the temporal dynamics of Fos-activated cells in likely behaviorally advantageous ways, 

though this remains to be confirmed in future investigations beyond the scope of this disserta-

tion. Nevertheless, I speculate on the possibilities in the discussion section in Chapter 3.  

 Additionally, it remains unclear whether Fos plays a causal role in orchestrating the circuit 

plasticity changes I observed, beyond its role in marking recently active neurons. This question 

has been hindered by functional redundancy amongst the AP-1 family of transcription factors, as 

I described earlier in Chapter 1.2. To this end, the Greenberg laboratory generated a robust loss-
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of-function model for the AP-1 family, which involves the conditional deletion of three of the 

seven AP-1 members: Fos, Fosb, and Junb. In Chapter 2.3, I used this mouse model to begin to 

elucidate a long-sought after yet previously elusive role for AP-1 in instructing circuit plasticity. 

From a molecular perspective, we have appreciable understanding of the signaling cas-

cades and molecular events leading up to the induction of Fos, the expression of Fos in various 

cell types is the brain, and the mechanisms by which Fos regulates gene transcription, though as 

I highlighted above, gaps remain in our understanding of whether and how Fos gives rise to the 

increasingly evident diversity in activity-dependent gene programs in distinct cell types. To begin 

to address these gaps, in Chapter 2.4 of this dissertation, I performed a comprehensive charac-

terization of the landscape of Fos target genes using state-of-the-art ribosome-associated mRNA 

profiling, single-nuclear RNA-sequencing, and chromatin profiling strategies. These studies indi-

cate that Fos indeed gives rise to cell type-specific activity-dependent gene programs, though 

the mechanisms by which this occurs is the subject of future investigations.  

The aforementioned genomics analyses revealed rich lists of Fos target genes in major 

cell types, which serve as a key resource for the neuroscience community. This resource will fuel 

the characterization of the functions of individual target genes in molecular, cellular, synaptic, 

circuit and behavioral processes in the next decade. In Chapters 2.4 and 2.5, I focused on excit-

atory neurons in the CA1 region of the hippocampus given that they have been found to undergo 

circuit plasticity changes upon Fos activation. Using an shRNA-mediated knockdown approach 

coupled with electrophysiology for several top candidate genes of interest, I found that Scg2 

(also known as Secretogranin II) is critical for orchestrating the circuit plasticity changes onto Fos-
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activated neurons that I described earlier. Scg2 is therefore a previously uncharacterized Fos 

target gene encoding a neuropeptide precursor protein whose role in effecting inhibitory syn-

aptic plasticity is first described in this dissertation.  

In Chapter 2.6, I generated a novel conditional Scg2 knockout mouse line, which I then 

used to validate the initial findings on Scg2 based on shRNA-mediated knockdown. In addition, 

as Scg2 can function via its full-length precursor protein or its endo-proteolytically cleaved and 

secreted neuropeptides, in this chapter I also described Scg2 gain-of-function experiments that 

supported a neuropeptide-mediated mechanism of action.  

To begin to understand how the activity-dependent gene program in general, and Fos-

dependent circuit reconfiguration in particular, modulates the temporal dynamics of hippocam-

pal network function in vivo, I performed in vivo silicon probe recordings in the conditional Scg2 

knockout mice, in which I deleted Scg2 from the CA1 region of the hippocampus of adult mice. 

In Chapter 2.7, I described results suggesting that Scg2 modulates the timing of firing of CA1 

pyramidal neurons relative to specific network rhythms, which are brain oscillations that occur at 

a range of frequencies with well-described roles in memory encoding, consolidation, and re-

trieval. 

Lastly, in collaborative work with N.L.P. and C.D.H. that I will only briefly describe in Ap-

pendix 2, we sought to understand how activity-dependent transcription both affects and is af-

fected by neural activity in awake-behaving animals in vivo. We performed simultaneous two-

photon imaging of calcium activity and Fos expression in the CA1 region of the hippocampus as 

mice performed a goal-directed spatial navigation task in virtual reality. The neural activity 
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features in vivo that correlate with the induction of Fos during natural behaviors have been un-

clear, but our work suggests that while Fos-induced cells do not necessarily have higher mean 

firing rates compared to non-Fos-induced cells, they have overall higher integrated calcium ac-

tivity and longer average calcium transients. This result is consistent with the fact that calcium 

entry via L-type voltage-gated calcium channels primarily drive activity-dependent gene expres-

sion due to the larger conductances of these channels.  

In addition, we also found that Fos induction in turn affects task-relevant neural activity. 

Specifically, Fos-activated cells had more reliable place fields that were more stable across days 

compared to non-Fos-activated neighboring cells. Moreover, Fos-activated cells appeared to 

more stably encode spatial locations throughout the environment. When we asked if the cell-

autonomous function of Fos is necessary for these properties by performing side-by-side calcium 

imaging of wildtype and knockout neurons in our conditional AP-1 knockout mouse line during 

the task, we found that Fos contributes to the formation of stable and reliable spatial represen-

tations in the CA1. Together, the findings in this dissertation point to novel molecular and circuit 

mechanisms of hippocampal-dependent learning and memory that may be fundamental to our 

understanding of higher cognitive functions in physiological states and may pave the way for the 

treatment of neuropsychiatric conditions.  

 

 

 



 

 

CHAPTER 2. 

B IDIRECTIONAL PERISOMATIC INHIBITORY PLASTICITY OF A FOS NEURONAL NETWORK  
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2.1. BACKGROUND AND MOTIVATION 

Neurons convert new experiences into internal representations in the brain to inform future ac-

tions. Mounting evidence suggests that sparse populations of neurons distributed across multi-

ple regions of the brain form the neural substrates for a variety of behaviors, including spatial 

and contextual learning, reward association, addiction, social aggression, fear, parental nurtur-

ing, hunger, and thirst (Allen et al., 2017; DeNardo and Luo, 2017; Garner et al., 2012; Kitamura 

et al., 2017; Liu et al., 2012; Rashid et al., 2016). A salient hallmark of these active neuronal 

ensembles is the transient expression of a set of genes, termed the immediate early genes (IEGs) 

(Greenberg and Ziff, 1984; Muller et al., 1984), one of which encodes the Fos transcription factor 

(TF).  

A longstanding hypothesis has been that once activated by salient stimuli, Fos-expressing 

neurons undergo modifications that facilitate the encoding of specific features of an experience, 

such that subsequent reactivation of even a subset of these neurons is sufficient to elicit recall of 

the initial experience (Garner et al., 2012; Liu et al., 2012). Yet it is still unclear whether these 

neuronal ensembles in fact become persistently modified, and if so, what the functional specific-

ity and molecular mechanisms underlying these circuit changes are. Another unresolved question 

is whether Fos induction, in addition to serving as a useful proxy of recent neural activity, plays 

a causal role in coordinating the neural circuit modifications that are required to encode an ex-

perience. As experiences can engender long-term physiological but sometimes pathological be-

havioral responses, addressing these gaps in knowledge will be critical in advancing our 
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understanding of how learning is stabilized within neural circuits, and how this process becomes 

aberrant in cases such as post-traumatic stress disorder and addiction. 

In the hippocampus, a key hub for encoding and consolidating experiences, it has been 

shown that Fos-activated neurons stably encode contextual information compared to their non-

Fos-activated counterparts (Tanaka et al., 2018). Given this specificity, it will be critical to gain an 

understanding of the circuit and synaptic mechanisms underlying the ability of these Fos-acti-

vated neurons to support stable representations across days. As recurrent excitatory connectivity 

is weak amongst pyramidal neurons within the CA1 microcircuit, there are two primary means by 

which groups of neurons are known to be regulated in concert; either via their common excitatory 

inputs (Ryan et al., 2015) or a local network of inhibitory interneurons (INs). Of these potential 

modes of regulation, perisomatic inhibitory synapses are uniquely poised to control the fre-

quency and duration of spiking of large numbers of pyramidal neurons concurrently by virtue of 

their anatomical localization (Bartos and Elgueta, 2012; Freund and Katona, 2007; Klausberger 

and Somogyi, 2008).  

Two functionally distinct forms of perisomatic inhibition, mediated by parvalbumin (PV)- 

and cholecystokinin (CCK) GABAergic INs, have been described to date. Although PV- and CCK-

INs both target similar postsynaptic domains, their molecular and physiological properties are 

distinct (Armstrong and Soltesz, 2012; Bartos and Elgueta, 2012; Freund and Katona, 2007; 

Glickfeld and Scanziani, 2006). PV-INs display fast, non-adapting firing patterns, are predomi-

nantly activated in a feedforward fashion, and release GABA in a synchronous manner. By con-

trast, CCK-INs fire regular, adapting trains of action potentials, provide predominantly feedback 
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inhibition, release GABA asynchronously thereby generating longer-lasting inhibition, and play 

critical roles in mediating retrograde endocannabinoid signaling (Bartos and Elgueta, 2012; Hefft 

and Jonas, 2005).  

By considering how output synapses of each interneuron subtype are selectively modified 

onto Fos-activated neurons, we reasoned that it should be possible to gain mechanistic insights 

into how experience alters the temporal dynamics of network function in behaviorally adaptive 

ways. Perisomatic inhibition has been shown to coordinate behavioral state-dependent network 

oscillations. For example, PV- and CCK-INs fire preferentially at different phases of theta (Buzsaki, 

2002; Klausberger et al., 2005), which have been associated with memory encoding or retrieval 

(Hasselmo and Stern, 2014), suggesting that they may temporally coordinate cell ensembles to 

support distinct memory functions. In addition, PV-mediated inhibition has been shown to regu-

late gamma rhythms (Gan et al., 2017; Robbe et al., 2006), which can transiently synchronize the 

activity of populations of neurons within and across brain regions to facilitate information pro-

cessing and long-term consolidation of experiences (Klausberger and Somogyi, 2008; Robbe et 

al., 2006). A better understanding of how these rhythmic activity patterns are shaped by experi-

ence will be crucial. 

In addition, prior studies have correlated Fos activation with different forms of circuit 

plasticity and behavioral adaptations (Yap and Greenberg, 2018). However, it has been difficult 

to establish if Fos is in fact required for the enduring changes that may underlie the consolidation 

of learning, and if so, which of its many gene targets regulate these changes (Benito and Barco, 

2015; Yap and Greenberg, 2018). The Fos family of TFs, termed AP-1 factors, is composed of 
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seven at least partially functionally redundant members (Fos, Fosb, Fosl1, Fosl2, Jun, Junb, and 

Jund), thus complicating analysis of its neuronal function (Benito and Barco, 2015; Yap and 

Greenberg, 2018). Further challenging this analysis are recent findings raising the possibility that 

Fos-activated gene programs may be widely divergent between cell types (Hrvatin et al., 2018; 

Vierbuchen et al., 2017), necessitating the use of single-cell RNA-sequencing technologies to 

define cell-type-specific Fos target genes.  

Here I show that in response to novel experiences, PV-mediated inhibition is enhanced 

onto Fos-activated CA1 pyramidal neurons, whereas CCK-mediated inhibition is weakened. I 

establish a causal role for Fos in mediating these perisomatic inhibitory changes. I further identify 

Scg2 (secretogranin II), a neuropeptide precursor in the brain that gives rise to several distinct 

secreted peptides, as a critical target of Fos in excitatory neurons. I find that Scg2 couples the 

regulation of both forms of perisomatic inhibition. In awake, head-fixed mice, loss of Scg2 dis-

rupts network oscillations in the gamma frequency range and theta-phase selectivity of CA1 py-

ramidal neurons. These findings reveal a role for experience-dependent neuropeptidergic mod-

ulatory networks in the control of neural connectivity in the adaptive brain.  

2.2. B IDIRECTIONAL MODULATION OF IN  INPUTS  

I first investigated whether perisomatic inhibition is differentially regulated onto Fos-expressing 

compared to non-Fos-expressing neurons (Figure 2.1, top left). To activate Fos in a sparse subset 

of hippocampal CA1 pyramidal cells (PCs), I exposed mice to a series of novel environments, 

which I found robustly activates Fos (Figure 2.1, top right and bottom).  
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Figure 2.1. Fos activation paradigm. 
(Top left) Schematic of Fos-activated postsynaptic CA1 pyramidal neuron and its perisomatic 
inhibitory inputs from PV- or CCK-INs. Inset: Schematic representation of gene expression kinet-
ics in response to the onset of neuronal activity. In the early wave of gene expression (red), im-
mediate early genes (IEGs) such as Fos are expressed. Many of these IEGs encode transcription 
factors that then go on to activate a second wave of genes (green), whose protein products may 
have important roles in synaptic plasticity. (Top right) Schematic representation of standard hous-
ing (Strd) or novel environment (NE) paradigm. (Bottom left) Representative immunostaining im-
ages of Fos and Npas4 in hippocampus obtained from (left) mice housed under standard condi-
tions or (right) mice exposed to novel environment for 6 hours (h). Scale: 400 µm. Note that the 
bottom panels represent higher magnification of insets in the CA1 field. Scale: 100 µm.To im-
munostain for both Fos and Npas4 proteins in the same sections, mice where Fos or Npas4 has 
been endogenously tagged with a Flag-HA tag, Fos-FlagHA (Vierbuchen et al., 2017) and Npas4-
FlagHA (Sharma et al., 2019), were used with a rat anti-HA antibody, while the reciprocal protein 
was probed with a rabbit polyclonal antibody (see Appendix I Methods). (Bottom right) Quanti-
fication of the number of Fos- and Npas4-positive nuclei (Left; two-sided t-test: ***p = 1.6 x 10-

4, *p = 0.033) in the CA1 region of mice in standard housing or 6 h of novel environment, and 
quantification of number of Npas4-positive cells that are also Fos-positive (Right). Strd, N = 6 
independent animals; NE: N = 6 independent animals. Data are mean ± SEM. 

 

To label these Fos-expressing neurons, I utilized a previously developed adeno-associ-

ated virus (AAV)-based activity-responsive reporter designed to express a fluorescent protein 

mKate2 in a doxycycline-dependent manner selectively in recently activated neurons (Figure 2.2, 
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top left) (Sorensen et al., 2016).  Using this reporter, we detected a significant increase in the 

number of recently activated neurons (mKate2+) in mice exposed to 2-3 days (d) of novel envi-

ronments compared to control mice housed under standard conditions (Figure 2.2, top right and 

bottom). We reasoned that this 2-3 d timepoint would be sufficient to assess the long-lasting 

action of Fos and its late-response target gene(s), usually activated within 1-12 hours (h) of stim-

ulus onset, on perisomatic inhibitory plasticity. 

 

Figure 2.2. Labeling Fos-activated neurons with AAV-based activity reporter RAM-mKate2. 
(Top left) Experimental timeline and configuration of the AAV-based activity-responsive reporter 
RAM-mKate2 that allows for identification of recently active cells based on expression of the far-
red fluorescent protein mKate2 (Sorensen et al., 2016). A modified Tet-Off system incorporated 
into the reporter design suppresses labeling outside of a defined temporal window through 
doxycycline (Dox) administration. Nuclear mKate2 labeling is achieved with a nuclear localization 
signal (nls). IEG, immediate early gene; pRAM, promoter Robust Activity Marking; tTA, destabi-
lized tetracycline transactivator; TRE, tTA-responsive element. (Bottom) Representative images 
of mKate2-positive neurons across different timepoints and conditions. An AAV encoding GFP 
was used as a control for the viral injections. Scale: 100 µm. (Top right) Quantification of the 
percentages of mKate2-positive neurons over total number of DAPI+ cells (left y-axis) or density 
of mKate2-positive neurons (right y-axis) across different timepoints and conditions. The average 
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percentages of mKate2+ neurons are 1%, 12%, 66% and 96% under Strd (N = 13 mice), 2-3 d 
NE (N = 10 mice, ***p = 2.7 x 10-4), 7-10 d NE (N = 15 mice, ****p < 1 x 10-15), and 24 h post-
kainic acid (KA) injection (N = 3 mice, ****p = 7.3 x 10-10), respectively. Ordinary one-way 
ANOVA, multiple comparisons corrected. Data are mean ± SEM. Note that within the CA1, sig-
nificantly fewer Npas4-positive cells are detected based on immunostaining in Figure 2.1, indi-
cating that the AAV-based activity-responsive reporter RAM-mKate2 mainly labels Fos-activated 
neurons. 

 

 

Figure 2.3. Strengthening of PV-mediated inhibition onto Fos-activated neurons. 
A, Schematic of genetic strategy to introduce ChR2 into PV-INs and measure light-evoked IPSCs. 
WT, wildtype; s.r. stratum radiatum; s.p. stratum pyramidale. B, Scatter plots of recorded pairs 
of (Left) mKate2-negative CA1 pyramidal neurons in standard housing or (Right) mKate2-positive 
and mKate2-negative neurons from mice exposed to 2-3 d of novel environments. Representa-
tive traces from individual pairs of neurons shown, with blue mark depicting time of light delivery 
to activate ChR2. Scale: 100 pA; 40 ms. Strd, n = 51 pairs over 6 animals; NE, n = 58 pairs over 
7 animals. C, Bar plot of mean PV-IPSC amplitudes from B for mKate2-negative neurons in stand-
ard housing and mKate2-negative and -positive neurons in novel environment. Strd, n = 102 
neurons over 6 animals; NE, n = 58 mKate2— and 58 mKate2+ neurons over 7 animals. Ordinary 
one-way ANOVA, multiple comparisons corrected: ****p = 3.2 x 10-6. D, Quantification of differ-
ences in PV-IPSC amplitudes between pairs of neurons depicted in B normalized to total ampli-
tudes of both neurons. Note that the D IPSC / S IPSC measurement is computed as the normal-
ized difference between mKate2-positive versus -negative neurons, i.e., (D (mKate2+ - mKate2—

)IPSC / S (mKate2+ + mKate2—)IPSC. A positive value indicates larger IPSCs onto a fluorescently la-
beled cell compared to a control cell, and vice versa, for this and all subsequent quantifications. 
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Strd, n = 51 pairs over 6 animals; NE, n = 58 pairs over 7 animals. Two-sided t-test: ***p = 3.4 x 
10-4. Data are mean ± SEM. 

 

To assess PV-mediated inhibition, we expressed channelrhodopsin-2 (ChR2) via a Cre-

dependent AAV in PVCre mice (Hippenmeyer et al., 2005), which allowed for PV-mediated inhib-

itory postsynaptic currents (IPSCs) to be selectively evoked by focal photoactivation of ChR2-

expressing PV-specific presynaptic boutons. We measured PV-IPSCs onto CA1 PCs by perform-

ing dual whole-cell voltage-clamp recordings on pairs of recently activated (Fos+/mKate2+) and 

neighboring non-activated (Fos—/mKate2—) postsynaptic CA1 pyramidal neurons in acute hippo-

campal slices prepared 2-3 d after initial exposure to novel environments (Figure 2.3A). We found 

that PV-mediated IPSC amplitudes of Fos+ neurons are larger in 71% of all recorded pairs relative 

to the average amplitude of PV-IPSCs onto Fos— neurons (Figures 2.3B-D). Using a similar dual-

recording configuration, we also recorded from non-activated (Fos—/mKate2—) CA1 PCs in mice 

housed under standard conditions to determine a mean baseline PV-IPSC amplitude for Fos-

negative neurons in our assay (Figures 2.3B-D). The amplitudes of PV-IPSCs onto mKate2— neu-

rons are similar in both standard and novel environments (mean ± S.E.M. of 182 ± 12 pA and 

181 ± 16 pA, respectively), whereas those of mKate2+ neurons in novel environment are signifi-

cantly larger by 1.7-fold (mean ± S.E.M. of 311 ± 24 pA), indicating that PV-mediated inhibition 

is strengthened onto Fos-expressing neurons (Figures 2.3C,D). Additional electrophysiological 

parameters (e.g., resting membrane potential, membrane capacitance, input resistance, spike 

characteristics, and intrinsic excitability) between the two groups were not significantly different 

(Figure 2.4). 
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Figure 2.4. Additional electrophysiological parameters of Fos-activated cells. 
Bar plots of additional electrophysiological parameters for mKate2— and mKate2+ neurons. n = 
30 cells across 4 mice per group. Two-sided t-test; not significant (n.s.) for all parameters. Data 
are mean ± SEM. 
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Figure 2.5. Weakening of CCK-mediated inhibition onto Fos-activated neurons. 
A, (Left) Schematic of intersectional strategy involving Dlx5/6Flp;CCKCre mice transduced with a 
dual Cre/Flp recombinase-dependent ChR2EYFP fusion protein necessary to target specifically 
CCK-INs. (Middle) Representative immunostaining for PV in magenta; ChR2EYFP in green. (Right) 
Percentage of ChR2+ cells in the CA1 field showing overlap with PV expression is low, indicating 
that the Dlx5/6Flp;CCKCre line is suited for genetic targeting of CCK-INs. N = 4 mice. Scale: 40 
µm. B, Representative image of CA1 region of CCKCre mice transduced with AAV encoding Cre-
dependent EYFP depicting widespread EYFP expression in the CA1 and underscoring the ne-
cessity of the intersectional strategy in A for targeting CCK-INs specifically. N = 2 mice. Scale: 
100 µm. C, Schematic of intersectional genetic strategy to introduce ChR2 into CCK-INs and 
recording configuration to measure evoked IPSCs by CCK-INs. D, Scatter plots of recorded pairs 
of (Left) mKate2-negative CA1 pyramidal neurons in standard housing or (Right) mKate2-positive 
and mKate2-negative neurons from mice exposed to 2-3 d of novel environments. Representa-
tive traces from individual pairs of neurons shown, with blue mark depicting time of light delivery 
to activate ChR2. Scale: 100 pA; 40 ms. Strd, n = 60 pairs over 7 animals; NE, n = 48 pairs over 
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8 animals. Scale: 100 pA, 40 ms. E, Bar plot of mean CCK-IPSC amplitudes for mKate2-negative 
neurons in standard housing and mKate2-negative and -positive neurons in novel environment. 
Strd, n = 120 neurons over 7 animals; NE, n = 48 mKate2— and 48 mKate2+ neurons over 8 
animals. Ordinary one-way ANOVA, multiple comparisons corrected: **p = 5.5 x 10−3. F, Quan-
tification of differences in CCK-IPSC amplitudes between pairs of neurons depicted in D normal-
ized to total amplitudes of both neurons. Strd, n = 60 pairs over 7 animals; NE, n = 48 pairs over 
8 animals. Two-sided t-test: *p = 0.014. Data are mean ± SEM. 

 

To assess CCK-mediated inhibition, we used an intersectional Flp- and Cre-dependent 

AAV (Fenno et al., 2014) in Dlx5/6Flp;CCKCre mice to drive the expression of ChR2 specifically in 

CCK+ GABAergic INs, as the CCKCre driver alone labels both glutamatergic and GABAergic neu-

rons, whereas Dlx5/6Flp causes expression of Flp recombinase only in GABAergic INs (Miyoshi et 

al., 2010; Taniguchi et al., 2011) (Figures 2.5A,B). Using a similar experimental paradigm to that 

described above, we found that in contrast to the selective increase in PV-mediated inhibition 

onto Fos+ CA1 PCs, CCK-mediated IPSC amplitudes are significantly smaller onto Fos+ CA1 PCs 

by 1.8-fold compared to Fos— CA1 PCs (mean ± S.E.M. of 166 ± 18 pA and 293 ± 27 pA, re-

spectively) in mice exposed to 2-3 d novel environments, with 90% of all recorded pairs showing 

smaller CCK-IPSC amplitudes onto Fos+ cells relative to the average amplitude onto Fos— cells 

(Figures 2.5C-F). In standard housing, we observed an average CCK-IPSC amplitude of mKate2— 

neurons (mean± S.E.M. of 302 ± 20 pA) that is similar to that of mKate2— neurons in novel envi-

ronments (Figures 2.5C,D). 
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Figure 2.6. IN-to-CA1 PC paired recordings and cell health parameters in 24 h post-KA condi-
tion. 
A, (Left) Schematic of the genetic strategy to label PV-INs and paired recording configuration for 
synaptically connected PV-IN and postsynaptic CA1 pyramidal neuron; (Right) Representative 
image of tdTomato fluorescence in the CA1 field of the hippocampus. B, (Left) Representative 
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traces from synaptically connected PV-to-CA1 pyramidal neuron pairs in vehicle-injected or 24 h 
post-KA conditions; (Right) Unitary IPSC amplitudes quantified for PV-to-CA1 pyramidal neuron 
pairs in vehicle-injected or 24h post-KA conditions. PV-PC: Veh., n = 13 pairs over 6 animals; KA, 
n = 19 pairs over 7 animals. Scale bar: 30 mV; 20 pA; 20 ms. Mann-Whitney test (two-sided): **p 
= 0.003. C, (Left) Schematic of the genetic strategy to label CCK-INs and paired recording con-
figuration for synaptically connected CCK-IN and postsynaptic CA1 pyramidal neuron; (Right) 
Representative image of tdTomato fluorescence in the CA1 field of the hippocampus. D, (Left) 
Representative traces from synaptically connected CCK-to-CA1 pyramidal neuron pairs in vehi-
cle-injected or 24 h post-KA conditions; (Right) Unitary IPSC amplitudes quantified for CCK-to-
CA1 pyramidal neuron pairs in vehicle-injected or 24h post-KA conditions. CCK-PC: Veh., n = 16 
pairs over 9 animals; KA, n = 16 pairs over 4 animals. Scale bar: 30 mV; 20 pA; 20 ms. Mann-
Whitney test (two-sided): **p = 0.010. E, (Left) Quantification of the fraction of PV-to-CA1 py-
ramidal neuron synaptically connected pairs from the overall number of pairs recorded in both 
vehicle and 24h post-KA treated mice. Veh., n = 13 connected from 22 pairs; KA, n = 19 con-
nected from 30 pairs; (Middle) Quantification of maximum firing rate of PV-INs from connected 
pairs in both vehicle and 24 h post-KA treated mice; (Right) Quantification of spike adaptation 
ratio of PV-INs from connected pairs in both vehicle and 24 h post-KA treated mice. F, Quantifi-
cation of paired pulse ratios (PPRs) of uIPSCs at the indicated interstimulus intervals (ISI) for PV-
to-CA1 pyramidal neuron connected pairs. Two-sided t-tests (not corrected for multiple compar-
isons) for PPRs at each ISI or all ISIs comparing vehicle- versus 24 h KA-injected mice are not 
significant. G, (Left) Quantification of the fraction of CCK-to-CA1 pyramidal neuron synaptically 
connected pairs from the overall number of pairs recorded in both vehicle and 24 h post-KA 
treated mice. Veh., n = 16 connected from 40 pairs; KA, n = 16 connected from 31 pairs; (Middle) 
Quantification of maximum firing rate of CCK-INs from connected pairs in both vehicle and 24 h 
post-KA treated mice; (Right) Quantification of spike adaptation ratio of CCK-INs from connected 
pairs in both vehicle and 24 h post-KA treated mice. H, Quantification of paired pulse ratios 
(PPRs) of uIPSCs at the indicated interstimulus intervals (ISI) for CCK-to-CA1 pyramidal neuron 
connected pairs. Two-sided t-tests (not corrected for multiple comparisons) for PPRs at 100ms 
(p = 0.039); all other ISIs are not significant but trending towards significant increase; p < 0.0001 
when comparing all ISIs for vehicle- versus 24 h KA-injected mice. I, (Left) Representative hippo-
campal images from vehicle-injected mice or (Right) 24 h post-KA treated mice. Sections were 
immunostained for NeuN (green) and cleaved-caspase 3 (red), and counterstained with Hoechst 
(blue). J, Quantification of (Left) Hoechst+ nuclei, (Middle) NeuN+ nuclei, and (Right) Cleaved-
caspase+ cells per 40 mm section in all layers of CA1. Results indicate that kainic acid injection 
does not induce cell death within 24 h. Veh., N = 3 animals; KA, N = 3 animals. Veh., vehicle; 
KA, kainic acid; PPR, paired-pulse ratio; Ori, stratum oriens; Pyr, Stratum pyramidale; Rad, stra-
tum radiatum; Lac, stratum lacunosum; n.s., not significant. Data are mean ± SEM. 
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In line with these findings, when we performed paired recordings of interneuron (PV or 

CCK)-and-CA1 PC to measure unitary IPSC (uIPSC) amplitudes, we found that PV-mediated 

uIPSC amplitudes onto CA1 PCs are 3.2-fold larger, whereas CCK-mediated uIPSC amplitudes 

are significantly smaller by 2.2-fold (Figures 2.6A-D). These recordings were performed using 

hippocampal slices prepared from PVCre or Dlx5/6Flp; CCKCre tdTomato reporter mice 24 h after 

exposure to kainic acid (KA) to synchronously and reliably activate nearly all CA1 PCs (Figure 

2.2). Furthermore, the connection probabilities, maximal firing rates, spike frequency adaptation, 

paired-pulse ratios (PPRs), and cell health are largely similar across conditions (Glickfeld and 

Scanziani, 2006) (Figures 2.6E-J). We note that the PPR for CCK-mediated inhibition at 100 ms 

interstimulus interval shows a significant increase, while the PPRs at each of the other interstim-

ulus intervals trend towards an increase, in the activated compared to saline conditions (Figure 

2.6H). 

Together, these data indicate that novel environment exposure leads to selective, persis-

tent bidirectional changes in perisomatic inhibition onto Fos-expressing neuronal ensembles, 

with PV-mediated inhibition strengthening, and CCK-mediated inhibition weakening. Hereafter, 

we refer to these modifications as ‘bidirectional perisomatic inhibitory plasticity’. 

To begin to determine if the bidirectional changes in perisomatic inhibition are a conse-

quence of experience-driven neuronal activity, rather than a reflection of pre-existing differences 

between Fos+/ mKate2+ and Fos—/mKate2— CA1 PCs, we performed a series of activation or 

inactivation experiments in a sparse subset of CA1 PCs. Towards this end, we used either an 

AAV-driven chemogenetic approach in which the Gq-coupled hM3D receptor was employed to 
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increase firing rates upon CNO ligand activation (Roth, 2016), or an inwardly-rectifying potassium 

channel Kir2.1 to reduce neuronal excitability (Xue et al., 2014), respectively. 

 

Figure 2.7. Chemogenetic activation of CA1 PCs recapitulated bidirectional changes in periso-
matic inhibition while silencing of CA1 PCs led to inverse effects.  
A, (Top) Schematic of recording configuration. Scatter plots of PV-IPSCs recorded from WT and 
hM3DGq-positive neighboring CA1 pyramidal neurons from (Bottom left) vehicle-treated animals 
or (Bottom right) 24 h post-CNO administration. Vehicle, n = 16 pairs over 5 animals; 24h post-
CNO, n = 16 pairs over 7 animals. CNO, clozapine-N-oxide. B, PV-IPSC amplitudes quantified 
for pairs of WT (non-transduced) and Gq-coupled hM3D (mCherry+) neurons under vehicle (Veh., 
saline) and 24 h post-CNO conditions. PV-IPSC: Veh., n = 16 pairs over 5 animals; CNO, n = 16 
pairs over 7 animals. Two-sided t-test: **p = 0.006. C, (Top) Schematic of recording 
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configuration. Scatter plots of CCK-IPSCs recorded from WT and hM3DGq-positive neighboring 
CA1 pyramidal neurons from (Bottom left) vehicle-treated animals or (Bottom right) 24h post-
CNO administration. Vehicle, n = 22 pairs over 5 animals; 24h post-CNO, n = 21 pairs over 7 
animals. D, CCK-IPSC amplitudes quantified for pairs of WT (non-transduced) and Gq-coupled 
hM3D (mCherry+) neurons under vehicle (Veh., saline) and 24 h post-CNO conditions. CCK-IPSC: 
Veh., n = 22 pairs over 5 animals; CNO, n = 21 pairs over 7 animals. Two-sided t-test: *p = 0.014. 
E, (Top left) Schematic of recording configuration. (Bottom left) Scatter plot of PV-IPSCs recorded 
from WT and mCherry-positive neighboring CA1 pyramidal neurons 24 h post-CNO administra-
tion. 24 h post-CNO, n = 16 pairs over 4 animals. (Top right) Schematic of recording configura-
tion. (Bottom right) Scatter plot of PV-IPSCs recorded from pairs of WT non-transduced neigh-
boring CA1 pyramidal neurons 24 h post-CNO administration. 24 h post-CNO, n = 8 pairs over 
3 animals. F, Representative trace of spikes detected from a CA1 pyramidal neuron in cell-at-
tached mode in slice after bath application of CNO. As expected, addition of CNO leads to a 
substantial increase in the firing rates of hM3DGq-expressing neurons, which provides further con-
fidence that CNO injection (i.p.) in mice in vivo, for recordings shown in A-D, activates hM3DGq-
expressing neurons in the CA1. N = 3 neurons over 3 animals. G, (Top) Schematic of recording 
configuration. Scatter plots of PV-IPSCs recorded from pairs of (Bottom left) WT and Kir2.1(Mut)-
positive or (Bottom right) WT and Kir2.1-positive neighboring CA1 pyramidal neurons from mice 
exposed to novel environments for 7-10 d. Kir2.1(Mut), n = 18 pairs over 3 animals; Kir2.1, n = 
19 pairs over 5 animals. H, PV-IPSC amplitudes quantified for pairs of WT (non-transduced) and 
Kir2.1-expressing (mCherry+) neurons. A non-conducting Kir2.1 mutant serves as control. Mice 
were exposed to 7-10 d of novel environments, a time window during which a large percentage 
of CA1 pyramidal neurons would have turned on Fos at some point (for quantification of numbers 
of mKate2-positive neurons across different timepoints, see Figure 2.2). PV-IPSC: KirMut, n = 18 
pairs over 3 animals; Kir2.1, n = 19 pairs over 5 animals. Two-sided t-test: **p = 0.007. I, (Top) 
Schematic of recording configuration. Scatter plots of CCK-IPSCs recorded from pairs of (Bottom 
left) WT and Kir2.1(Mut)-positive or (Bottom right) WT and Kir2.1-positive neighboring CA1 py-
ramidal neurons from mice exposed to novel environments for 7-10 d. Kir2.1(Mut), n = 25 pairs 
over 3 animals; Kir2.1, n = 17 pairs over 4 animals. J, CCK-IPSC amplitudes quantified for pairs 
of WT (non-transduced) and Kir2.1-expressing (mCherry+) neurons. CCK-IPSC: KirMut, n = 25 
pairs over 3 animals; Kir2.1, n = 17 pairs over 4 animals. Two-sided t-test: *p = 0.023. Data are 
mean ± SEM. 

 

Consistent with a causal role for neuronal activity in orchestrating bidirectional periso-

matic inhibitory plasticity, we found that PV-mediated IPSC amplitudes onto hM3Dq-activated 

neurons are significantly larger compared to simultaneously recorded hM3Dq-negative neurons 

24h after CNO injection, while the inverse is observed for CCK-mediated IPSCs (Figures 2.7A-
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D). These effects are not observed in saline-injected mice (Figures 2.7A-D), and not the result of 

a viral response in neurons or CNO injection alone (Figures 2.7E,F). 

Conversely, in the inactivation experiments, we found that PV-mediated IPSC amplitudes 

are selectively smaller onto Kir2.1-expressing (Kir2.1+) compared to neighboring control (Kir2.1—

) neurons, while the inverse is observed for CCK-mediated IPSCs (Figures 2.7G-J) upon 7-10 d 

of exposure to novel environments, a time window during which a large percentage of cells 

would have expressed Fos at some point (Figure 2.2). Importantly, expression of a non-conduct-

ing Kir2.1 mutant (KirMut) had no effect (Figures 2.7G-J). 

2.3. CAUSAL ROLE FOR FOS FAMILY OF TRANSCRIPTION FACTORS 

The bidirectional modulation of PV- and CCK-mediated inhibition has the potential to profoundly 

sculpt local network dynamics, yet the molecular mechanisms by which they are experientially 

regulated are largely unexplored. Given that the induction of perisomatic inhibitory plasticity 

occurs selectively on Fos-expressing CA1 pyramidal cells, we considered the possibility that AP-

1 factors might mediate these changes. To overcome the potentially complicating factor of func-

tional redundancy amongst members of the AP-1 family, we first determined which of the seven 

members are induced in the hippocampus by neuronal activity (Figure 2.8A). We found that Fos, 

Fosb, and Junb are induced by 100-fold or more in membrane-depolarized hippocampal cul-

tured neurons, while the four other AP-1 family members, Fosl1, Fosl2, Jun, and Jund are signif-

icantly less responsive (Figure 2.8B). To assess the requirement of these strongly inducible AP-1 

factors for perisomatic inhibitory plasticity, we developed a triple conditional knockout mouse 
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line to enable the deletion of Fos, Fosb, and Junb in a spatiotemporally-controlled manner 

(Fosfl/fl; Fosbfl/fl; Junbfl/fl, hereon referred to as FFJ mice) (Vierbuchen et al., 2017) (Figure 2.8C) 

and verified the effective excision of these genes upon Cre recombinase expression in vivo by 

single-molecule RNA fluorescence in situ hybridization (smRNA-FISH) (Figures 2.8D-F) and im-

munostaining for each of these three proteins (Figure 2.8G). 

 

Figure 2.8. Generation and validation of a Fosfl/fl;Fosbfl/fl;Junbfl/fl (FFJ) mouse line to disrupt AP-
1 function. 
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A, Schematic depicting possible AP-1 homo- and heterodimers. B, Mean fold-induction of each 
AP-1 member upon KCl-mediated depolarization in hippocampal neurons (bulk RNA-sequenc-
ing; see Methods in Appendix 1) showing significantly more induction of Fos (****p = 9.1 x 10-

5), Fosb (*** p = 0.008), and Junb (****p = 2.2 x 10-7) compared to other four factors (two-sided 
t-test.). n=2 biological replicates. C, Schematic of Fosfl/fl;Fosbfl/fl;Junbfl/fl (FFJ) mouse transduced 
with AAV to sparsely express Cre (red). Representative CA1 image shown. Scale: 100 µm. D, 
Representative images of smRNA-FISH validating loss of Fos and (Left) Fosb or (Right) Junb upon 
Cre expression in the CA1 field of 1-1.5 h post-KA-injected FFJ mice. Scale: 20 µm. N = 4 mice. 
E, Normalized pixel intensity for Cre-negative and Cre-positive cells. Each point represents av-
erage for individual sections across N = 4 mice. Two-sided t-tests: Fos, ***p = 7.7 x 10-4; Fosb, 
*p = 0.031; Junb, *p = 0.047. Data are mean ± SEM. F, Scatter plots of normalized pixel intensi-
ties of Cre signal against Fos, Fosb or Junb signals for each cell. Pearson correlation coefficients 
(r) shown. Fos, n = 315; Fosb, n = 86; Junb, n = 229 cells from N = 4 mice. Individual circles 
represent normalized pixel intensities for individual cells. G, Representative images of Cre-in-
jected FFJ sections immunostained for Fos, Fosb, Junb, and Npas4 proteins in the CA1 field of 
3 h post-KA. Scale: 100 µm. N = 3 mice. Note that Fos, Fosb, and Junb protein expression is 
depleted in Cre-transduced but not in non-transduced regions, thus validating effective knock-
out of these three genes. 

 

Within the CA1 microcircuit, excitatory neurons are regulated primarily via synaptic inputs 

from CA3 excitatory neurons or from local GABAergic INs. Thus, in principle, AP-1 factors could 

regulate Fos-expressing CA1 pyramidal neurons by modulating either or both of these classes 

of synaptic inputs. Following sparse deletion of Fos, Fosb and Junb mediated by AAV expressing 

Cre (Figure 2.9A), we performed dual whole-cell recording from FFJ-wild-type (FFJ-WT) and 

neighboring FFJ-knockout (FFJ-KO) CA1 PCs while electrically stimulating perisomatic inhibitory 

axons. We found a 1.7-fold decrease in pharmacologically isolated evoked IPSCs (eIPSCs) am-

plitudes in FFJ-KO compared with FFJ-WT activated neurons (Figures 2.9B-D). 

By contrast, we found no difference in CA3 Schaffer collateral-evoked excitatory postsyn-

aptic current (eEPSC) amplitudes or PPR between FFJ-WT and KO neurons in both vehicle and 

24 h post-KA conditions (Figures 2.9E-H). Similarly, we found minimal effects of AP-1 loss on 
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proximal dendritic inhibition, as assessed by stimulating axons innervating the proximal dendrites 

of CA1 (Figures 2.9I-L). Therefore, although AP-1 could, in principle, regulate Fos-activated CA1 

PCs by modulating their CA3 excitatory inputs or inhibition from distinct compartments, AP-1 

factors are specifically required for the regulation of perisomatic inhibition. 

 

Figure 2.9. Electrophysiological parameters of FFJ-WT and FFJ-KO neurons.  
A, Schematic of genetic strategy to introduce Cre into Fosfl/fl;Fosbfl/fl;Junbfl/fl mice and recording 
configuration to measure electrically evoked inhibitory currents from CA1 stratum pyramidale 
(s.p.), where perisomatic inhibitory axons reside. B, Scatter plots of perisomatic eIPSCs recorded 
from FFJ-WT and FFJ-KO neighboring CA1 pyramidal neurons in (Left) vehicle or (Right) 24 h 
post-KA treated mice. Veh., n = 26 pairs over 6 animals; KA, n = 33 pairs over 7 animals. C, 
Quantification of normalized differences in perisomatic eIPSC amplitudes between neighboring 
pairs of FFJ-WT and KO neurons normalized to total amplitudes of both neurons from vehicle-
injected or 24 h post-KA mice. Excitatory transmission was blocked with pharmacology as indi-
cated in A. Veh., n = 26 pairs over 6 animals; KA, n = 33 pairs over 7 animals. Two-sided t-test: 
**p = 0.005. D, Quantification of paired pulse ratios (PPRs) of perisomatic eIPSCs at the indicated 
interstimulus intervals for FFJ-WT and FFJ-KO CA1 pyramidal cells in vehicle or 24 h post-KA 
treated mice. E, Schematic of genetic strategy to introduce Cre into Fosfl/fl;Fosbfl/fl;Junbfl/fl mice 
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and recording configuration to measure electrically evoked excitatory currents from CA1 stratum 
radiatum (s.r.), where CA3 Schaffer collaterals reside. F, Scatter plots of Schaffer collateral eEP-
SCs recorded from FFJ-WT and FFJ-KO neighboring CA1 pyramidal neurons in (Left) vehicle or 
(Right) 24 h post-KA treated mice. Veh., n = 18 pairs over 5 animals; KA, n = 17 pairs over 4 
animals. G, Quantification of normalized differences in Schaffer collateral eEPSC amplitudes be-
tween neighboring pairs of FFJ-WT and KO neurons normalized to total amplitudes of both 
neurons from vehicle-injected or 24 h post-KA mice. Inhibitory transmission was blocked with 
pharmacology as indicated in E. Veh., n = 18 pairs over 5 animals; KA, n = 17 pairs over 4 animals. 
H, Quantification of paired pulse ratios (PPRs) of Schaffer collateral eEPSCs at the indicated in-
terstimulus intervals for FFJ-WT and FFJ-KO CA1 pyramidal cells in vehicle or 24 h post-KA 
treated mice. I, Schematic of genetic strategy to introduce Cre into Fosfl/fl;Fosbfl/fl;Junbfl/fl mice 
and recording configuration to measure electrically evoked inhibitory currents from CA1 stratum 
radiatum, where apical dendritic inhibitory axons reside. J, Scatter plots of proximal dendritic 
eIPSCs recorded from FFJ-WT and FFJ-KO neighboring CA1 pyramidal neurons in (Left) vehicle 
or (Right) 24 h post-KA treated mice. Veh., n = 30 pairs over 4 animals; KA, n = 30 pairs over 6 
animals. K, Quantification of normalized differences in proximal dendritic eIPSC amplitudes be-
tween neighboring pairs of FFJ-WT and KO neurons normalized to total amplitudes of both 
neurons from vehicle-injected or 24 h post-KA mice. Excitatory transmission was blocked with 
pharmacology as indicated in I. Veh., n = 30 pairs over 4 animals; KA, n = 30 pairs over 6 animals. 
L, Quantification of paired pulse ratios (PPRs) of proximal dendritic eIPSCs at the indicated inter-
stimulus intervals for FFJ-WT and FFJ-KO CA1 pyramidal cells in vehicle or 24 h post-KA treated 
mice. Data are mean ± SEM. 

 

To directly examine a potential causal role for AP-1 factors in the strengthening of PV-

mediated inhibition onto Fos-activated cells, we generated PVFlp/Flp;FFJ mice, which allowed for 

the expression of ChR2 specifically in PV-INs (Figure 2.10A). Simultaneous recordings of ChR2-

evoked PV-mediated IPSCs in FFJ-WT and neighboring FFJ-KO neurons revealed no differences 

in slices prepared from mice housed under standard conditions (Figure 2.10B). By contrast, a 

significant decrease in PV-mediated IPSC amplitudes onto FFJ-KO cells was observed when mice 

were exposed to 7-10 d of novel environments, with 90% of FFJ-KO cells showing smaller IPSCs 

compared to the average WT IPSC amplitude (Figures 2.10B,C). Taken together, these data in-

dicate that AP-1 factors are required for the experience-dependent recruitment of PV-mediated 
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inhibition, addressing a longstanding unmet challenge in identifying a function for the Fos family 

of TFs in synaptic plasticity. 

We note that the requirement of AP-1 for CCK-mediated inhibition is more difficult to 

assess directly because when the Dlx5/6Flp;CCKCre mice (used to genetically isolate CCK-medi-

ated inhibition) are crossed to the conditional FFJ background, the AP-1 genes are developmen-

tally excised in all CCK-expressing glutamatergic and GABAergic neurons. We therefore re-

served our assessment of CCK-mediated inhibition to an analysis of the importance of gene 

targets of AP-1 for this process (see below). 

 

Figure 2.10. Causal role for Fos family of transcription factors.  
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A, Schematic of genetic strategy to introduce ChR2 into PV-INs and sparse Cre into the CA1 
field of PVFlp;Fosfl/fl;Fosbfl/fl;Junbfl/fl mice. B, (Left) Scatter plot of recorded FFJ-WT and neighbor-
ing FFJ-KO CA1 pyramidal neurons from animals maintained in standard housing. Representa-
tive trace from an individual pair of neurons shown, with blue mark depicting time of light de-
livery to activate ChR2. n = 16 pairs over 3 animals. Scale: 50 pA; 40 ms. (Right) Scatter plot of 
recorded FFJ-WT and neighboring FFJ-KO CA1 pyramidal neurons from animals exposed to 7-
10 d of novel environments, a time window during which many CA1 pyramidal neurons would 
have turned on Fos at some point. Representative trace from an individual pair of neurons 
shown, with blue mark depicting time of light delivery to activate ChR2. n = 20 pairs over 3 ani-
mals. Scale: 100 pA; 40 ms. Data are mean ± SEM. C, Quantification of normalized differences 
in PV-IPSC amplitudes between pairs of neurons depicted in B normalized to total amplitudes 
of both neurons. Strd, n = 16 pairs over 3 animals; NE, n = 20 pairs over 3 animals; KA,19 pairs 
over 3 animals. Ordinary one-way ANOVA, corrected for multiple comparisons: *p = 0.014 
(NE), **P = 0.002 (KA). Data are mean ± SEM. D, Fraction of time spent swimming in target 
quadrant in Morris water maze for both FFJ-WT (N = 11) and FFJ-KO (N = 12) mice. Data are 
mean ± SEM. Two-sample t-tests performed, which showed significant differences between the 
two groups on training day 4 and probe day: *p = 0.014 (day 4); 0.016 (day 5), where day 1 is 
defined as the start of training. E, (Top) Example probe trial swim traces. (Bottom) Mean probe 
trial occupancy maps across FFJ-WT and FFJ-KO groups, 5 cm bins. F, Box plots of mean trial 
(Left) speed and (Right) path length for FFJ-WT and FFJ-KO mice. Two-sample t-tests per-
formed, which indicated no significant differences between the two groups (p = 0.482 and 
0.373, respectively). Center line, median; box limits, upper and lower quartiles; whiskers, 
min/max) “+” indicates outlier. 

 

Given that Fos-expressing neurons undergo bidirectional modulation of perisomatic in-

hibition and loss of AP-1 leads to significant defects in inhibition, we next asked if spatial learning 

and memory are affected when AP-1 function is disrupted. We injected the Fosfl/fl; Fosbfl/fl; Junbfl/fl 

mice with AAV expressing Cre-GFP (FFJ-KO) or a catalytically inactive DCre-GFP (FFJ-WT) bilat-

erally into the hippocampal CA1 region and assessed these mice in the Morris water maze par-

adigm. We found that in contrast to FFJ-WT mice, the FFJ-KO mice performed significantly 

worse on this spatial task and were unable to learn the location of the platform in the maze 

(Figures 2.10D,E). We did not observe statistically significant differences in mean swim speeds 

or path lengths between the two groups, suggesting that the alterations in spatial learning and 
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memory formation in the FFJ-KO mice are not due to motor deficits (Figure 2.10F). Taken to-

gether, these results suggest that the bidirectional changes in perisomatic inhibitory plasticity of 

Fos-activated neuronal networks may contribute to hippocampal-dependent spatial learning.  

2.4. GENOME-WIDE IDENTIFICATION OF CA1  PYRAMIDAL NEURON-SPECIFIC FOS TAR-

GETS  

Although hundreds of activity-dependent genes have now been defined, difficulties in effectively 

disrupting AP-1 function in vivo have precluded the identification of genes that are specifically 

regulated by AP-1 TFs and thus might mediate the bidirectional modulation of perisomatic inhi-

bition. The identification of AP-1 target genes has been further hampered by the fact that activ-

ity-dependent gene programs differ substantially between cell types (Hrvatin et al., 2018; Wu et 

al., 2017), and it is unclear if AP-1 TFs, which are induced in nearly all cell types in the brain, play 

a causal role in giving rise to this diversity. To address these challenges, we used a suite of 

genome-wide approaches (described below) to identify high-confidence AP-1 targets, with a 

focus on CA1 pyramidal neurons given that they undergo bidirectional perisomatic inhibitory 

plasticity upon Fos activation. 

Towards this end, we took a three-pronged approach to identify: 1) activity-regulated 

genes in CA1 pyramidal neurons, 2) genes that show reduced expression when AP-1 function is 

disrupted, and 3) genes that display activity-dependent Fos binding at nearby regulatory DNA 

elements. For these analyses, we subjected mice to kainic acid treatment to strongly activate 

nearly all cells in the hippocampus and thus maximize signal-to-noise ratio for identification of 
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genes. AP-1 target(s) of interest identified by this method were subsequently validated under 

more physiological conditions of novel environment exposure. 

 

Figure 2.11. Genome-wide identification of CA1 pyramidal neuron-specific Fos targets. 
A, Workflow schematic for isolation and RNA-sequencing of CaMK2a cell type-specific ribo-
some-bound mRNAs using the Ribotag approach. B, Scatter plot showing CaMK2a-specific ac-
tivity-regulated genes identified by comparing 6 h post-KA to vehicle-injected conditions, where 
genes significantly different between the two conditions (false discovery rate, FDR £ 0.005) are 
marked in green. Genes marked in red are enriched in the CaMK2a-immunoprecipitated fraction 
relative to input. Select genes of interest are labeled. Error bars represent mean ± 1 SEM. n = 4 
mice per biological replicate; 3 biological replicates per condition. C, Schematic of experimental 
procedure for single-nucleus RNA-sequencing (snRNA-seq) from CA1 fields of Fosfl/fl;Fosbfl/fl;Jun-
bfl/fl mice transduced with Cre or a catalytically inactive Cre (DCre). D, UMAP visualization of 
snRNA-seq data from Cre-GFP-transduced and respective non-transduced contralateral control 
hemispheres with (Left) cell type information or (Right) genotype assignments overlaid. “Control” 
represents viral transcript-negative cells in non-transduced control hemispheres, “Cre-GFP” rep-
resents viral-transcript-detected cells in Cre-GFP transduced hemispheres, and “Other” repre-
sents viral-transcript-negative or -positive cells in Cre-GFP transduced or non-transduced hemi-
spheres, respectively. n = 58,536 cells/6 mice. E, Volcano plot for differential gene expression in 
the CA1 excitatory cluster. Each point represents a single gene. The average natural log fold-
change for each gene comparing Cre-transduced and the respective non-transduced controls is 
plotted on the x-axis, and the -log10 Bonferroni-corrected p-values are plotted on the y-axis. 
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The genes included in this plot are those detected in at least 5% of non-transduced cells 
(n=6,985 genes). Circles in light grey represent adjusted p ³ 0.05 (n = 3,429), circles in darker 
grey represent fold-change of ≤ 20% in either direction (n = 42 genes), circles in green represent 
adjusted p < 0.05 and fold-change of greater than 20% (n = 3,514). All statistical comparisons 
were made using the Wilcoxon rank-sum test with Bonferroni correction. Schematic images in C 
adapted with permission from Franklin & Paxinos (Elsevier) (Franklin and Paxinos, 2007), 10X 
Genomics and Illumina Inc. 

 

We first defined the landscape of activity-regulated genes specific to CA1 pyramidal neu-

rons by ribosome-associated mRNA profiling (Figure 2.11A). Using hippocampal CA1 tissue from 

CaMK2aCre;Rpl22-HA (Ribotag) mice (Sanz et al., 2009) subjected to saline or 6 h KA treatment, 

we immunoprecipitated and sequenced CaMK2a-specific ribosome-associated mRNAs. Our 

RNA-sequencing analysis identified 795 activity-regulated genes induced by at least 2-fold (FDR 

£ 0.005) (Figure 2.11B), of which 111 are significantly enriched in CaMK2a-positive neurons rel-

ative to other cell types, including PV-INs (Figure 2.12A). 

To determine which of the activity-regulated CA1 pyramidal neuron genes show reduced 

expression when AP-1 function is disrupted, we performed high-throughput single-nucleus RNA-

sequencing (snRNA-seq) using the FFJ mice (Figure 2.11C). FFJ mice received either AAV Cre-

GFP (Cre+) or DCre-GFP (DCre+) injected into one hippocampal CA1 hemisphere, leaving cells in 

the contralateral hemisphere non-transduced as a control. Mice were subjected to 4 h of KA, and 

CA1 nuclei were isolated and subsequently sorted using the microfluidic-based 10X Genomics 

platform (Figure 2.11C). We sequenced a total of 83,750 single-cell transcriptomes isolated from 

20 CA1 hippocampal hemispheres across 6 Cre+ and 4 DCre+ mice (Figures 2.11D, 2.12B-E). 

These nuclei were clustered into 15 cell types using the Seurat single-cell analysis pipeline (Fig-

ure 2.11D). To identify Cre+ or DCre+ transduced FFJ neurons, we mapped the viral-derived 3’ 
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end of transcripts and identified 17,027 Cre+ and 14,557 DCre+ nuclei. For each cell type, Cre+ 

or DCre+ transduced nuclei were compared to their respective non-transduced control hemi-

spheres. 

 

Figure 2.12. Ribosome-associated mRNA profiling and FFJ single-nuclear RNA-sequencing. 
A. Scatter plot showing PV-specific activity-regulated genes identified by comparing 6 h post-
KA to vehicle-injected conditions, where genes significantly different between the two conditions 
(FDR £ 0.005) are marked in green. Genes marked in red are enriched in the PV-immunoprecip-
itated fraction relative to input. Points represent mean ± SEM. n = 9-10 mice per biological 
replicate; 4 biological replicates per condition. B, UMAP visualization of inhibitory interneuron 
subtypes using only Gad2-expressing (“Inhibitory”) cells from Figure 2.11D. C, UMAP 
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visualization of snRNA-seq data from DCre-GFP (catalytically inactive) transduced and respective 
non-transduced contralateral control hemispheres with (Left) cell type information overlaid or 
(Right) genotype assignments overlaid. “Control” represents viral transcript-negative cells in 
non-transduced control hemispheres, “DCre-GFP” represents viral-transcript-detected cells in 
DCre-GFP transduced hemispheres, and “Other” represents viral-transcript-negative or positive 
cells in DCre-GFP transduced or non-transduced hemispheres, respectively. n = 25,214 cells/4 
mice. D, Quality control metrics for snRNA-seq for both AAV-Cre-GFP and AAV-DCre-GFP 
(“Del”) transduced mice displayed as violin plots with mean ± 1 standard deviation for each 
transcriptionally distinct cell type. (Top) Number of unique genes per cell; (Middle) Number of 
RNA molecules per cell; (Bottom) Percentage of reads that map to mitochondrial genome. Data 
are mean ± 2 S.D. E, Violin plots depicting CA1 PC-specific expression of Fos (**** p = 9.7 x 
10−127), Fosb, Junb (****p = 7.2 x 10−26; **p = 0.003), and viral-derived WPRE (****p = 0). Two-
sided Wilcoxon rank-sum test. Note that the design of the FFJ line renders snRNA-seq validation 
of excision of Fosb and Junb suboptimal (but see protein validation in Figure 2.8 and Appendix 
1 Methods). TPT, tags per ten thousand. Data are mean ± 2 S.D. F, Strip plot displaying differ-
ential gene expression between Cre-transduced and contralateral non-transduced samples for 
each transcriptionally distinct cell type. Each colored point represents a significant gene (Bonfer-
roni-corrected p-val < 0.05, average natural log fold-change ± 20% or higher, two-sided Wil-
coxon rank-sum test), whereas grey points represent non-significant genes. G, Heatmap depict-
ing normalized gene expression values from 100 randomly selected cells from each indicated 
cell type identity. Genes are cell-type-enriched AP-1 targets downregulated by at least 20% with 
loss of AP-1, and whose expression is detected in at least 25% of non-transduced cells (two-
sided Wilcoxon rank-sum test). H, Volcano plot of shuffled data where Cre-positive and Cre-
negative CA1 excitatory nuclei are randomly assigned between two groups, showing no signifi-
cant gene expression differences (light grey; Bonferroni-corrected p > 0.05, two-sided Wilcoxon 
rank-sum test), thus further indicating that the expression differences observed between Cre-
positive and control were due to presence of Cre. Pyr, pyramidal neuron; DG, dentate gyrus; IN, 
interneuron; OPCs, oligodendrocyte precursor cells; Oligo, oligodendrocytes; Micro, microglia; 
Astro, astrocytes; Endo, endothelial; DCre, catalytically inactive Cre; TPT, tags per ten thousand. 

 

Using differential gene expression analyses, we identified a wide array of AP-1-regulated 

genes, many of which are cell-type-specific (Figures 2.12F,G; Wilcoxon rank-sum test). These 

data support a longstanding, but previously untested, hypothesis that AP-1 factors mediate cell-

type-specific activity-regulated gene expression. Specifically, within the CA1 pyramidal neuron 

cluster, we identified 696 genes that are significantly downregulated by at least 20% with loss of 
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AP-1 and whose expression is detected in at least 5% of analyzed nuclei (Figures 2.11E, 2.12E-

H). These expression differences are dependent on the presence of Cre, as they are not found 

when comparing DCre+ to control nuclei (Figure 2.12E), or when the Cre+ nuclei are randomly 

assigned between groups (Figure 2.12H). 

 

Figure 2.13. CaMK2a-Sun1 Fos CUT&RUN revealed Fos binding sites across genome.  
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A, Experimental schematic of CUT&RUN approach used to determine Fos binding sites across 
genome. Cre-dependent expression of GFP-tagged inner nuclear membrane protein Sun1 in 
CaMK2a-positive neurons was achieved using CaMK2aCre;LSL-Sun1-GFP mice. CaMK2a-specific 
CA1 pyramidal neurons were enriched by fluorescence-activated cell sorting of GFP-tagged nu-
clei. B, Aggregate plot showing normalized Fos coverage in 2-3 h post-KA condition and saline-
injected control animals. IgG, which does not have affinity for Fos proteins, is used as a control. 
Y-axis shows spike-in normalized coverage per bin, averaged across all Fos peaks (see Appendix 
1 Methods). N = 3 animals/bioreplicates per condition. C, Pairwise Pearson correlation between 
CaMK2a-Sun1 Fos CUT&RUN biological replicates for each antibody and stimulus condition. D, 
Histogram plotting distribution of distances between CaMK2a-Sun1 Fos CUT&RUN peaks and 
the nearest Refseq transcription start site (TSS). Peaks with a distance of 0 overlap the TSS. As 
expected (Malik et al., 2014), ~90% of FOS-bound sites are distal to the TSS. E-G, Histograms 
plotting distributions of distances between the TSS of (E) all Refseq genes, (F) CaMK2a-Ribotag 
ARGs, or (G) CA1 excitatory genes downregulated with AP-1 loss (FFJ snRNA-seq), and the near-
est FOS binding site. A distance of 0 indicates overlap of a Fos peak with the TSS. Notably, both 
CaMK2a-specific ARGs (F) and putative AP-1 targets downregulated with AP-1 loss in FFJ 
snRNA-seq (G) are significantly enriched for Fos-bound sites, which are significantly closer to the 
TSS when compared to all genes (E) (p < 2.2 x 10−16, two-sided Wilcoxon rank-sum test). H, Top 
three enriched motifs identified by MEME-ChIP from CaMK2a-Sun1 Fos CUT&RUN peaks. E-
values and matching transcription factor motifs are displayed to the right of each enriched motif.  

 

To identify CA1 pyramidal neuron-specific genes that are likely direct targets of Fos, we 

employed a chromatin profiling strategy, CUT&RUN, in which in situ antibody-targeted con-

trolled cleavage by micrococcal nuclease releases specific Fos protein-DNA complexes for se-

quencing (Skene and Henikoff, 2017) (Figure 2.13A). To sort for CaMK2a-specific CA1 nuclei, we 

used CaMK2aCre;LSL-Sun1-sfGFP-Myc mice (Mo et al., 2015) mice to achieve Cre-dependent ex-

pression of a GFP-tagged inner nuclear membrane protein, Sun1. We identified 3,295 Fos-bound 

activity-responsive loci from mice exposed to 2-3 h KA compared to saline treatment (three bio-

logical replicates per condition, Figures 2.13B,C). Consistent with previous studies (Malik et al., 

2014), ~90% of Fos-bound sites are distal to the transcriptional start site (TSS) of genes (Figure 

2.13D). Motif analysis of Fos peaks identified by CUT&RUN reveal significant enrichment of the 
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AP-1 motif (Figure 2.13H, E-value 5.5 x 10-124), providing further confidence that CUT&RUN ac-

curately maps sites of Fos occupancy. We defined 1,109 genes that contain at least one Fos-

bound regulatory element within 10 kb of the TSS. Notably, we found that both CaMK2a-specific 

activity-regulated genes and putative AP-1 target genes whose expression is decreased in FFJ 

KO CA1 pyramidal neurons are significantly enriched for Fos binding sites (Figures 2.13E-G), 

which are significantly closer to the TSS (p < 2.2 x 10-16, two-sided Wilcoxon rank-sum test), when 

compared to all genes, thus providing further support that these genes are direct targets of Fos. 

 

Figure 2.14. Tracks displaying Fos binding by CUT&RUN for individual gene loci. 
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A-F, Tracks displaying Fos or IgG binding under 2-3 h post-vehicle or KA conditions for genomic 
regions surrounding the (A) Scg2, (B) Bdnf, (C) Rgs2, (D) Inhba, (E) Nptx2, or (F) Pcsk1 genes. Y-
axis shows spike-in normalized CUT&RUN coverage. Tracks are scaled to the maximum value 
observed for all samples for the displayed genomic locus, shown in brackets. 

 

As discussed above, we intersected genes that are inducible by activity (CaMK2a-Ri-

botag), reduced in expression with loss of AP-1 (FFJ snRNA-seq), and bind Fos at nearby regu-

latory elements (CaMK2a-Sun1 Fos CUT&RUN), and found 17 overlapping genes across all three 

datasets, with an additional 190 genes that overlap in two of the three datasets (Figure 2.15). 

These genes are thus considered high-confidence AP-1-regulated candidates in CA1 pyramidal 

neurons. 

 

Figure 2.15. High-confidence AP-1-regulated candidates in CA1 pyramidal neurons. 
Venn diagram showing overlap of CA1 pyramidal neuron-specific genes identified from CaMK2a-
Ribotag (Figure 2.11B), FFJ snRNA-seq (Figure 2.11E), and CaMK2a-Sun1 Fos CUT&RUN (Figure 
2.13B). For CaMK2a-Ribotag, significant genes are upregulated by at least 2-fold in KA- com-
pared to vehicle-injected conditions. For FFJ snRNA-seq, significant CA1 excitatory genes are 
downregulated by at least 20% in Cre-transduced compared to control samples. For CaMK2a-
Sun1 Fos CUT&RUN, each significant gene contains a Fos-bound site within 10 kb of its tran-
scriptional start site. Select genes of interest are labeled.  
  



 

 76 

2.5. SCG2  IDENTIFIED AS A FOS-DEPENDENT MOLECULAR EFFECTOR OF INHIBITION  

To identify molecular effector(s) of bidirectional perisomatic inhibitory plasticity downstream of 

Fos activation, we focused attention on three high-confidence AP-1-regulated candidate genes 

that display high fold-induction and whose expression is enriched in pyramidal neurons: Inhibin 

subunit beta A (Inhba), a member of the TGF-beta family; Brain-derived neurotrophic factor 

(Bdnf), a neurotrophic growth factor; and Secretogranin II (Scg2), a neuropeptide precursor. We 

also selected three other genes previously shown to contribute to inhibitory plasticity 

(Bloodgood et al., 2013) and that overlap in two of the three genomic datasets (Figure 2.15): 

Regulator of G-protein signaling 2 (Rgs2), a GTPase activating protein; Neuronal pentraxin 2 

(Nptx2), a secreted factor important for clustering AMPA receptors; and Proprotein convertase 

subtilisin/kexin type 1 (Pcsk1), a processing protease for secretory proteins (Figure 2.16A). Based 

on their known functions, one or more of these genes might be predicted to be a mediator of 

AP-1-dependent bidirectional perisomatic inhibitory plasticity. 

 

Figure 2.16. Validation of shRNA-mediated knockdown strategy.  
A, Table of high-confidence AP-1-regulated candidate genes analyzed for regulation of PV-me-
diated inhibition and their known functions. B, qRT-PCR validation of shRNA efficacy using cul-
tured hippocampal neurons transduced with lentivirus encoding the indicated shRNA. n = 3 bi-
ological replicates for each shRNA. Data are mean ± SEM. C, Western blot confirmation of the 
efficacy of the Flp-OFF shRNA strategy, where Bdnf shRNA-containing plasmid was transfected 
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in 293T cells along with Bdnf-myc, and excision of the shRNA expression cassette via introduc-
tion of Flp recombinase was confirmed. Loading controls (Gapdh) were run on a separate plot. 
100- or 500 ng transfections of indicated u6-plasmid were loaded side-by-side on blot. N = 2 
biological replicates.  

 

As an initial step towards determining if any of these genes might mediate the activity-

dependent strengthening of PV-mediated inhibition, we performed short hairpin RNA (shRNA)-

mediated knockdown of these genes. We verified the efficiency of knockdown in neurons (Figure 

2.16B) and the absence of adverse effects on overall neuronal viability. Individual shRNAs were 

cloned into a Flp-OFF AAV, allowing for payload inactivation by Flp recombinase and the exclu-

sion of shRNA expression in GABAergic INs when transduced into Dlx5/6Flp mice (Figures 2.16C, 

2.17A). 

Upon sparse transduction of neurons, we simultaneously measured PV-mediated IPSCs 

in shRNA-expressing (mCherry+) and neighboring shRNA-negative (mCherry—) pyramidal cells 

(Figure 2.17B) by photostimulating PV-specific ChR2-expressing boutons in Dlx5/6Flp;PVCre mice 

that had been exposed to 24 h KA. We found no effects on PV-mediated inhibition with expres-

sion of a control scrambled shRNA or shRNAs against Inhba, Rgs2, Nptx2, or Pcsk1 (Figures 

2.17C,D). We found a slight decrease in PV-mediated IPSC amplitudes with knockdown of Bdnf 

(Figures 2.16C,D) (Hensch, 2014; Huang et al., 1999; Jiao et al., 2011). Strikingly, PV-mediated 

inhibition is significantly decreased by 2.1-fold with knockdown of Scg2 (Figures 2.17C,E). This 

result was validated with a second shRNA targeting a different region of Scg2 (Figures 2.17C,F) 

as well as under more physiological conditions of exposure to 7-10 d of novel environments 
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Figure 2.17G). Together, these data suggest a prominent role for pyramidal neuron-derived Scg2 

in the long-term regulation of PV-mediated inhibition. 

 

Figure 2.17. Scg2 is a Fos-dependent molecular effector of inhibition.  
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A, Schematic of FlpOFF u6-shRNA AAV construct used, which allows for payload inactivation by 
Flp recombinase and co-expression of a fluorescent mCherry reporter protein. Dlx5/6Flp mice 
transduced with individual shRNA-expressing AAVs would have shRNA expression excluded 
from GABAergic neurons. B, Schematic of genetic strategy to introduce ChR2 into PV-INs and 
sparsely introduce shRNAs specifically into CA1 pyramidal neurons of Dlx5/6Flp;PVCre mice. C, 
Quantification of differences in PV-IPSC amplitudes between pairs of neurons depicted in D-F 
normalized to total amplitudes of both neurons recorded after 24 h kainic acid treatment. shCon-
trol, n = 17 pairs over 9 animals; shInhba, n = 15 pairs over 4 animals; shRgs2, n = 20 pairs over 
3 animals; shBdnf, n = 26 pairs over 10 animals; shNptx2, n = 16 pairs over 3 animals; shPcsk1, 
n = 17 pairs over 6 animals; shScg2 #1, n = 17 pairs over 7 animals; shScg2 #2, n = 17 pairs over 
6 animals. Ordinary one-way ANOVA, with multiple comparisons correction: Scg2#1 
(**p = 0.002); Scg2#2 (*p = 0.016). D, Scatter plots of recorded PV-IPSCs made onto shRNA-
negative and shRNA-positive neighboring CA1 pyramidal neurons from animals 24 h post-KA 
injection. The shRNA target is shown on the y-axis. Control scrambled shRNA, n = 17 pairs over 
9 animals; Inhba shRNA, n = 15 pairs over 4 animals; Rgs2 shRNA, n = 20 pairs over 3 animals; 
Bdnf shRNA, n = 26 pairs over 10 animals; Nptx2 shRNA, n = 16 pairs over 3 animals; Pcsk1 
shRNA, n = 17 pairs over 6 animals. E, (Left) Scatter plot of recorded PV-IPSCs made onto Scg2 
shRNA-negative and shRNA-positive neighboring CA1 pyramidal neurons from animals 24 h 
post-KA injection. (Right) Representative trace from an individual pair of neurons, with blue mark 
depicting time of light delivery to activate ChR2. n = 17 pairs over 7 animals. Scale: 100 pA; 
40 ms. F, (Left) Scatter plot of recorded non-transduced and Scg2 shRNA#2 (second shRNA)-
expressing neighboring CA1 pyramidal neurons from mice 24 h post-KA treatment. (Right) Rep-
resentative trace from an individual pair of neurons, with blue mark depicting time of light deliv-
ery to activate ChR2. Scale: 100 pA; 40 ms. n = 17 pairs over 6 mice. G, Scatter plot of recorded 
non-transduced and Scg2 shRNA#1-expressing neighboring CA1 pyramidal neurons from mice 
(left) maintained in standard housing or (right) exposed to 7-10 d of novel environments. Strd, n 
= 14 pairs over 5 mice; NE, n = 16 pairs over 4 mice. Two-sided t-test: *p = 0.048. 

 

Scg2 was first identified in endocrine cells (Cozzi and Zanini, 1986). It has previously been 

shown to be activity-regulated (Nedivi et al., 1993) and to encode a neuropeptide precursor that 

undergoes endoproteolytic processing by Pcsk1/2 proteases (Laslop et al., 2002) to produce four 

distinct, non-overlapping neuropeptides: Secretoneurin, EM66, Manserin, and SgII (Figure 

2.18A); however, the functions of these peptides in the brain are largely unknown. We found that 

Scg2 is highly enriched in hippocampal CA1 pyramidal neurons (Figure 2.18B), significantly 
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downregulated in expression with loss of AP-1 (Figure 2.18C) and is associated with several Fos-

bound regulatory elements present within ~10 kb of its TSS (Figure 2.14A).  

 

Figure 2.18. Scg2 is an experience-dependent gene encoding a neuropeptide precursor.  



 

 81 

A, Schematic of Scg2 protein, showing the four Scg2-derived neuropeptides as well as the nine 
dibasic (Lysine-Arginine, KR) cleavage residues that undergo proteolytic cleavage. B, Scg2 ex-
pression with ribosome-bound mRNA profiling from CA1 excitatory neurons (CaMK2a-Ribotag 
data) showing significant induction 6 h post-KA and significant enrichment in the immunoprecip-
itated fraction relative to input in 6hr post-KA condition. Data points depict the mean ± SEM. 
Vehicle-injected (0 h), n = 3 biological replicates; 6 h post-KA, n = 3 biological replicates. Each 
biological replicate consists of CA1 tissue pooled across 4 animals. C, Violin plots depicting Scg2 
expression in CA1 pyramidal cells in non-transduced control cells and (Top) Cre- or (Bottom) 
DCre-transduced contralateral hemispheres of Fosfl/fl;Fosbfl/fl;Junbfl/fl mice. Expression levels are 
indicated as natural log of tags per ten thousand (TPT)+1. Two-sided Wilcoxon rank-sum tests 
****p = 9.4 x 10−302 and > 20% decrease. Data are mean ± 2 x SD. D, (Left) Representative 
smRNA-FISH images of the CA1 region of mice housed under (Left) standard conditions or (Right) 
exposed to novel environment for 6 h. Fos mRNA (magenta), Scg2 mRNA (red, Scg2 coding 
exon), and nascent Scg2 RNA (green, Scg2 intron) transcripts are probed. Strd, N = 4; NE, N = 
6 mice. Scale: 100 µm. (Right) Magnification of insets on the left. Scale: 20 μm. E, smRNA-FISH 
violin plots showing the numbers of puncta per cell for (Left) Fos mRNA, (Middle) nascent Scg2 
(intron), and (Right) Scg2 mRNA in standard housing and 6 h novel environment. Medians and 
quartiles are shown in each plot as dashed lines. Each point represents a single cell. Strd, n = 
909 cells over 4 animals; NE, n = 1,548 cells over 6 animals. Two-sided t-test: ****p = 1 x 10−15. 
F, smRNA-FISH scatter plots depicting the correlation between Fos and (Left) Scg2 intron or 
(Right) Scg2 mRNA expression. Each point represents the mean number of Scg2 puncta/cell 
within a bin, with a bin width of 1 Fos punctum/cell. Pearson correlation coefficients r are shown. 
G, (Top) Schematic of novel environment snRNA-seq experimental configuration. Mice were ex-
posed to a brief 5-min novel environment stimulus and subsequently returned to their home 
cages for 1 h or 6 h prior to hippocampal tissue collection for snRNA-seq. (Bottom) Violin plots 
depicting Fos, Scg2 and Actb normalized expression levels for the CA1 excitatory neuron cluster 
before and after brief exposure to NE. Strd, N = 2 animals; NE (1 h), N = 4 animals; NE (6 h), N 
= 4 animals; where the down-sampled number of CA1 excitatory neurons per condition, n = 
1,659 cells. Two-sided Wilcoxon rank-sum tests were performed. Fos: ****p = 4.2 x 10−9, *p = 
0.025; Scg2: ****p = 2.2 x 10−16, *p = 0.032; Actb: *p = 0.014. 

 

Given that Scg2 was identified using KA stimulation, we next tested whether Scg2 is also 

induced under more physiological conditions of novel environment exposure with two ap-

proaches. We first performed smRNA-FISH using mice exposed to 6 h of novel environment 

compared to standard housing, and probed for Fos and Scg2 mRNA, as well as nascent Scg2 

(using an intron-targeting probe) transcripts (Figure 2.18D). We found that both Fos and Scg2 
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are significantly induced upon exposure to novel environment, with higher numbers of RNA 

puncta per cell relative to control conditions (Figure 2.18E) and positive correlations between 

the two genes (Figure 2.18F, Pearson r). In addition, we exposed mice to a brief 5-min novel 

environment stimulus and subsequently returned them to their home cages for 1 h or 6 h prior 

to collecting hippocampal tissue and performing snRNA-seq. We found that even a brief novel 

environment stimulus is sufficient to induce Fos and Scg2 expression in CA1 excitatory neurons 

(Figure 2.18G). These data indicate that Scg2 is expressed in the CA1 in an experience-depend-

ent manner. 

2.6. SCG2  MEDIATES BIDIRECTIONAL PERISOMATIC INHIBITORY PLASTICITY  

To more rigorously investigate the requirement of Scg2 for bidirectional perisomatic inhibitory 

plasticity, we generated an Scg2 conditional knockout mouse line (Scg2fl/fl), in which the entire 

coding region of Scg2 is excised when Cre is introduced (Figure 2.19A). Having verified the 

efficient elimination of Scg2 mRNA with Cre expression (Figures 2.19B, 2.20A), we proceeded 

to cross these animals with PVFlp mice. The resulting PVFlp/Flp;Scg2fl/fl mice were sparsely trans-

duced with AAV expressing Cre recombinase. We also co-injected the mice with the previously 

utilized AAV-based activity-responsive reporter as well as a separate AAV expressing ChR2 in a 

Flp-dependent manner to localize ChR2 expression to PV-INs (Figure 2.19C). We then exposed 

these mice to 2-3 d of novel environments and subsequently simultaneously recorded light-

evoked PV-mediated IPSC amplitudes in neighboring Fos-activated neurons that were Cre-pos-

itive (Scg2-KO Cre+/Fos+) or Cre-negative (Scg2-WT Cre—/Fos+) (Figure 2.19C). In line with the 
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data obtained by shRNA-mediated knockdown of Scg2, we found that PV-mediated IPSC ampli-

tudes onto activated Scg2-KO neurons are significantly smaller by 3-fold, with all recorded pairs 

showing smaller IPSCs onto Scg2-KO neurons compared to the average Scg2-WT IPSC ampli-

tude (Figures 2.19D,E). In contrast, non-activated (mKate2—) neurons in both standard and novel 

environments show no significant differences in PV-IPSC amplitudes between Scg2-WT and KO 

neurons (Figures 2.19D,E). Thus, CA1 pyramidal neurons activated upon exposure of mice to 

novel environments require Scg2 to induce plasticity of PV+ inhibitory synapses. 

 

Figure 2.19. Scg2 mediates bidirectional perisomatic inhibitory plasticity. 
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A, Schematic depicting strategy for generation of conditional Scg2 knockout mouse line (Scg2fl/fl) 
using CRISPR/Cas9. Scissors depict locations where sgRNAs introduced double-stranded breads 
to aid in the insertion of LoxP sites at those locations. CDS, coding sequence; UTR, untranslated 
region. B, Validation of conditional Scg2 knockout mouse line with smRNA-FISH using a probe 
targeting the coding exon of Scg2. Scg2fl/fl mice were crossed to the pan-excitatory Emx1Cre 
driver, where Cre leads to the excision of the Scg2 gene in all excitatory cells. N = 2 mice per 
line. Scale bar: 20 μm. C, Schematic of genetic strategy used to introduce ChR2 specifically into 
PV-INs in PVFlp;Scg2fl/fl mice, while marking recently transcriptionally active cells with the viral ac-
tivity reporter RAM-mKate2 and sparsely introducing Cre into CA1 pyramidal neurons. D, Scatter 
plots of recorded (Left) mKate2-negative or (Right) mKate2-positive pairs of Cre-negative and 
Cre-positive CA1 pyramidal neurons in mice exposed to 2-3 d of novel environments. Repre-
sentative traces from individual pairs of neurons shown, with blue mark depicting time of light 
delivery to activate ChR2. Scale: 50 pA; 40 ms. mKate2— pairs, n = 21 pairs over 4 animals; 
mKate2+ pairs, n = 22 pairs over 9 animals. E, Quantification of differences in PV-IPSC amplitudes 
between pairs of neurons depicted in D normalized to total amplitudes of both neurons. Strd 
(mKate2—), n = 22 pairs over 5 animals; NE (mKate2—), n = 21 pairs over 4 animals; NE (mKate2+), 
n = 22 pairs over 9 animals. Ordinary one-way ANOVA, with multiple comparisons correction: 
**p = 0.004, ***p = 1.4 x 10−4. F, Schematic of pharmacological strategy used to isolate CCK-
INs in Scg2fl/fl mice. The viral activity reporter RAM-mKate2 was used to mark recently transcrip-
tionally active cells. Cre was sparsely introduced into CA1 pyramidal neurons via an AAV. Excit-
atory currents were blocked with NBQX and (R)-CPP (N-methyl-D-aspartate antagonist). PV-IP-
SCs were blocked with ω-agatoxin IVA. G, Scatter plots of recorded (Left) mKate2-negative or 
(Right) mKate2-positive pairs of Cre-negative and Cre-positive CA1 pyramidal neurons in mice 
exposed to 2-3 d of novel environments. Representative traces from individual pairs of neurons 
shown, with blue mark depicting time of light delivery to activate ChR2. Scale: 100 pA; 40 ms. 
mKate2— pairs, n = 22 pairs over 6 animals; mKate2+ pairs, n = 26 pairs over 6 animals. H, Quan-
tification of differences in CCK-IPSC amplitudes between pairs of neurons depicted in G normal-
ized to total amplitudes of both neurons. NE (mKate2—), n = 22 pairs over 6 animals; NE 
(mKate2+), n = 26 pairs over 6 animals. Two-sided t-test: **p = 0.001. I, Quantification of differ-
ences in IPSC amplitudes between neighboring mKate2-positive CA1 pyramidal neuron pairs in 
which one is Cre-negative and the other is Cre-positive and expresses a Cre-dependent full-
length Scg2-WT rescue (Res) or cleavage-deficient Scg2 mutant (9AA) construct. Both (Left) PV-
IPSCs and (Right) CCK-IPSCs were measured. PV-IPSCs: Res, n = 22 pairs over 5 animals; 9AA, n 
= 23 pairs over 4 animals. CCK-IPSCs: Res, n = 27 pairs over 3 animals; 9AA, n = 23 pairs over 4 
animals. i, PV: WT, n = 22/5; 9AA, n = 23/4, Two-sided t-tests: ****p = 1.2 x 10−5; **p = 0.005. 
J, Quantification of differences in IPSC amplitudes between neighboring CA1 pyramidal pairs in 
which one is a non-transduced WT control and the other expresses a full-length Scg2 overex-
pression construct. Both (Left) PV-IPSCs and (Right) CCK-IPSCs were measured. PV-IPSCs, n = 20 
pairs over 5 animals; CCK-IPSCs, n = 25 pairs over 3 animals. Two-sided one-sample t-test with 
hypothetical mean of 0: PV: **p = 0.001; CCK: **p = 0.004. K, Quantification of differences in 
IPSC amplitudes between neighboring CA1 pyramidal pairs in which one is a non-transduced 
WT control and the other overexpresses a non-cleavable Scg2 mutant (9AA-Mutant). Both (Left) 
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PV-IPSCs and (Right) CCK-IPSCs were measured. PV-IPSCs, n = 19 pairs over 4 animals; CCK-
IPSCs, n = 16 pairs over 3 animals. Two-sided one-sample t-test with hypothetical mean of 0: n.s. 
not significant. (D,G) Each open circle represents a single pair of simultaneously recorded neu-
rons, with closed circle representing mean ± SEM. (E,H-K) Data are mean ± SEM. 

 

Having focused on PV-mediated inhibition thus far, we next investigated the molecular 

mechanisms that mediate the experience-driven decrease in CCK-mediated inhibition onto Fos-

activated CA1 pyramidal neurons. As Scg2 strongly regulates PV-mediated inhibition, we asked 

if Scg2 also regulates CCK-mediated inhibition. Given that a CCK+ GABAergic IN-only Flp-driver 

line is not available, we were not able employ a genetic approach similar to that used to assess 

PV-mediated inhibition described above. We therefore used two approaches to measure CCK-

IPSCs. First, we employed a pharmacological strategy in which CCK-IPSCs were specifically iso-

lated using ω-agatoxin IVA, a selective blocker of P/Q-type calcium channels that have been 

shown to be predominantly expressed in and required for GABA release at PV-IN axon terminals 

(Freund and Katona, 2007; Hefft and Jonas, 2005). Using this strategy, we simultaneously rec-

orded from pairs of Fos-activated neurons that were Cre-positive (Scg2-KO Cre+/Fos+) or Cre-

negative (Scg2-WT Cre—/Fos+) in mice that have been exposed to 2-3d of novel environments 

(Figures 2.19F). We found that CCK-mediated IPSC amplitudes onto Fos-activated Scg2-KO neu-

rons are significantly larger by 2-fold, with 70% of Scg2-KO neurons showing larger IPSCs com-

pared to the average Scg2-WT IPSC amplitude (Figures 2.19G,H). In contrast, non-activated 

(Fos— /mKate2—) neurons showed no significant differences in CCK-IPSC amplitudes between 

Scg2-WT and KO neurons (Figures 2.19G,H). 
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Figure 2.20. Supplemental loss-of-function and rescue experiments with shRNA-mediated 
knockdown.  
A, RT-qPCR validation of conditional Scg2fl/fl knockout mouse line, where normalized (Left) Scg2 
and (Right) Fos RNA levels in cultured hippocampal neurons derived from Scg2fl/fl mice are 
shown. Cultures were transduced with lentiviral Cre or DCre and membrane depolarized with KCl 
for 0 h or 6 h. n = 3 biological replicates. Data are mean ± SEM. Two-sided t-test, **p = 0.002. 
B, Schematic of intersectional genetic strategy to introduce ChR2 into CCK-INs and sparsely 
introduce shRNAs specifically into CA1 pyramidal neurons of Dlx5/6Flp;CCKCre mice. C, Quantifi-
cation of differences in CCK-IPSC amplitudes between pairs of Scg2 shRNA-negative and 
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shRNA-positive neurons depicted in D-F normalized to total amplitudes of both neurons under 
different conditions. Strd, n = 30 pairs over 4 animals; NE, 24 pairs over 3 animals; KA, n = 19 
pairs over 4 animals. Ordinary one-way ANOVA, with multiple comparisons correction: NE, **p 
= 0.005; KA, **p = 0.002. D-F, Scatter plots of CCK-IPSCs recorded from non-transduced and 
Scg2 shRNA#1-expressing neighboring CA1 pyramidal neurons from mice maintained in stand-
ard housing (D), 7-10 d of novel environments (E), or 24 h post-KA (F). Representative traces from 
individual pairs of neurons shown, with blue mark depicting time of light delivery to activate 
ChR2. Scale: 100 pA, 40 ms. G, (Top) Schematic of recording configuration. Scatter plots of 
(bottom left) PV-IPSCs or (bottom right) CCK-IPSCs recorded from pairs of neurons of which one 
is non-transduced (WT) and the other expresses a Scg2 shRNA with an shRNA-resistant full-
length Scg2 rescue construct. Mice were subjected to 24 h KA treatment. Quantification of dif-
ferences in IPSC amplitudes between pairs of neurons normalized to total amplitudes of both 
neurons shown to the right of each scatter plot. PV-IPSCs, n = 19 pairs over 6 animals; CCK-
IPSCs, n = 19 pairs over 4 animals. Two-sided one-sample t-test with hypothetical mean of 0, *p 
= 0.011. (C-G) Each open circle represents a single pair of simultaneously recorded neurons, with 
closed circle representing mean ± SEM. 

 

As an independent approach, we also isolated CCK-IPSCs using our intersectional ge-

netic strategy involving the Dlx5/6Flp; CCKCre mice, which albeit incompatible with the Scg2fl/fl 

mice for our purposes, could be used in conjunction with Scg2 shRNA-mediated knockdown. To 

that end, we simultaneously measured light-evoked CCK-mediated IPSC amplitudes in shRNA-

expressing (Scg2-KD) and neighboring shRNA-negative (Scg2-WT) neurons (Figure 2.20B). Con-

sistent with the pharmacology-based observations using conditional Scg2 knockout mice, we 

found a significant 2-fold increase in ChR2-evoked CCK-mediated IPSC amplitudes onto Scg2-

KD compared to WT neurons in mice exposed to 7-10 d of novel environments but not control 

conditions (Figures 2.20C-F). Thus, we find using two orthogonal approaches that Scg2 regulates 

the experience-dependent weakening of CCK-mediated inhibition onto CA1 pyramidal neurons. 

Together, our results demonstrate that a single experience-regulated AP-1 target gene, Scg2, 
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couples the bidirectional regulation of PV- and CCK-mediated inhibition onto Fos-activated neu-

rons.  

To corroborate these findings, we performed a series of rescue and overexpression ex-

periments. Our initial observations suggested that the effects of Scg2 knockdown on either PV- 

or CCK-mediated inhibition can be rescued by expression of an shRNA-resistant full-length Scg2 

protein (Figure 2.20G). We therefore also attempted to rescue the loss of Scg2 in the conditional 

Scg2fl/fl knockout mice with a Cre-dependent full-length Scg2 protein. We found that the defects 

in both PV- and CCK-mediated inhibition are restored to control levels when Scg2 is re-ex-

pressed in Scg2-KO neurons (Figures 2.19I, 2.21A-E).  

We then asked if overexpression of Scg2 is sufficient to induce bidirectional perisomatic 

inhibitory plasticity in the absence of neural activity. We compared light-evoked PV- or CCK-

mediated IPSC amplitudes onto Scg2-overexpressing (Scg2-OE) and neighboring control (Scg2-

WT) neurons, and found that gain-of-function of Scg2 is sufficient to strengthen PV- and weaken 

CCK-mediated inhibition, respectively (Figures 2.19J, 2.21F,G). 

We hypothesize that there are several possible mechanisms of Scg2 action. As a precursor 

protein, full-length Scg2 could contribute to dense core vesicle biogenesis or the packaging of 

neuropeptides into dense core vesicles (Miyazaki et al., 2011). Alternatively, cleavage of the Scg2 

precursor is known to give rise to multiple neuropeptides that might have distinct functions. 

Given that Scg2 cleavage is directed by a series of internal dibasic residues, we evaluated 

whether this processing is necessary for bidirectional perisomatic inhibitory plasticity by 
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generating a cleavage-resistant form of Scg2 in which the nine dibasic sequences were mutated 

to alanine (Scg2-9AA-Mut).  

 

Figure 2.21. A series of rescue and overexpression analyses suggest a critical role for the pro-
cessing of Scg2 precursor protein to its secreted peptides.  
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A,B, Scatter plots of PV-IPSCs (A) and CCK-IPSCs (B) recorded from mKate2-positive pairs that 
are either Cre-negative (WT) or Cre-positive (KO). Scg2-KO neurons also expressed a Cre-de-
pendent full-length Scg2 construct (Rescue-WT) to rescue the loss of Scg2. Mice were exposed 
to 2-3 d of novel environments. PV-IPSCs, n = 22 pairs over 5 mice; CCK-IPSCs, n = 27 pairs over 
3 mice. C,D, Scatter plots of PV-IPSCs (A) and CCK-IPSCs (B) recorded from mKate2-positive 
pairs that are either Cre-negative (WT) or Cre-positive (KO). Scg2-KO neurons also expressed a 
Cre-dependent non-cleavable Scg2 mutant construct (Rescue 9AA), which failed to rescue the 
loss of Scg2. Mice were exposed to 2-3 d of novel environments. PV-IPSCs, n = 23 pairs over 4 
mice; CCK-IPSCs, n = 23 pairs over 4 mice. E, Western blot confirmation of stable expression of 
Scg2 and the non-cleavable Scg2 mutant (Mut) constructs containing an HA-tag in 293T cells. 
Expression levels were measured by immunoblot analysis with HA antibody. Loading controls 
(GAPDH) were run on a separate blot. n = 2 biological replicates. F,G, Scatter plots of PV-IPSCs 
(F) and CCK-IPSCs (G) recorded from non-transduced and neighboring full-length Scg2-overex-
pressing CA1 pyramidal neurons from mice maintained in standard housing, showing that gain-
of-function of Scg2 is sufficient to induce bidirectional perisomatic inhibitory plasticity in the ab-
sence of neural activity. PV-IPSCs, n = 20 pairs over 5 mice; CCK-IPSCs, n = 25 pairs over 3 mice. 
H,I, Scatter plots of PV-IPSCs (H) and CCK-IPSCs (I) recorded from non-transduced and neigh-
boring non-cleavable Scg2 mutant (9AA-Mutant)-overexpressing CA1 pyramidal neurons from 
mice maintained in standard housing, which failed to induce changes in inhibition. PV-IPSCs, n 
= 19 pairs over 4 mice; CCK-IPSCs, n = 16 pairs over 3 mice. (A-D, F-I) Each open circle repre-
sents a single pair of simultaneously recorded neurons, with closed circle representing mean ± 
SEM. 

 

Having first verified that these sequence changes do not affect Scg2 expression levels 

(Figure 2.21E), we found that expression of this cleavage-deficient Scg2 fails to recapitulate the 

effects of wildtype Scg2-OE (Figures 2.19K, 2.21H,I). In addition, consistent with these findings, 

we observed that while expression of wildtype Scg2 rescues the effects of Scg2 knockout on PV- 

and CCK-mediated inhibition, expression of the cleavage-deficient mutant version of Scg2 does 

not (Figures 2.19I, 2.21C,D). Thus, while we cannot formally exclude other modes of Scg2 action, 

these results suggest that the processing of Scg2 precursor protein to mature peptides is likely 

required for experience-dependent bidirectional perisomatic inhibitory plasticity, and raise the 



 

 91 

intriguing possibility that distinct Scg2-derived peptides might coordinate the increase in PV-

mediated inhibition and decrease in CCK-mediated inhibition. 

2.7. SCG2  IS CRITICAL FOR NETWORK RHYTHMS IN VIVO  

Our results thus far demonstrate that Fos and Scg2 promote bidirectional perisomatic 

inhibitory plasticity in the context of ex vivo electrophysiological recordings. To determine if the 

effects of Scg2 on inhibitory synapses lead to changes in the function of hippocampal networks 

in vivo, we assessed the effects of disrupting Scg2 function on hippocampal network oscillations. 

PV-mediated inhibition has been demonstrated to be critical for the generation and/or entrain-

ment of neurons to network oscillations in the gamma frequency range (~30-90 Hz) (Cardin et 

al., 2009; Sohal et al., 2009). Additionally, PV- and CCK-INs have been observed to fire during 

the descending and ascending phases of theta oscillations recorded in the CA1 stratum pyram-

idale (thetapyr), respectively, further underscoring their distinct roles in regulating the temporal 

dynamics of principal cell input-output and network activity patterns (Klausberger and Somogyi, 

2008). 
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Figure 2.22. Scg2 is required for network rhythms in vivo.  
A, (Left) Schematic of silicon probe placement in CA1 pyramidal layer. (Right) Schematic of head-
fixed awake-behaving mouse on an air-supported Styrofoam ball. After AAV injections, mice 
were allowed to recover for 1-2 weeks, during which they were exposed to novel environments 
daily and habituated to head-fixation on the air-supported ball before recordings. B, Normalized 
power spectra of network oscillations in running mice. Average across Scg2-WT (N = 4) or Scg2-
KO (N = 5) mice, one session per mouse. AU, arbitrary units. C, Mean power of the normalized 
power spectra within theta, slow gamma, and fast gamma bands during running condition. Grey: 
Scg2-WT (N = 4), green: Scg2-KO (N = 5), one session per mouse. Two-sided t-test across mice; 
fast gamma: ** represents p = 0.009. D, Theta phase modulation of putative CA1 PCs. Two 
cycles of the theta phase are shown for clarity. (Top) Mean spike-triggered theta phase distribu-
tions for Scg2-WT (grey, n = 67) and Scg2-KO (green, n =103) units. *** represents p < 0.001, 
bootstrap significance test of the difference between circular means of the two distributions (WT: 
120.6 degrees, KO: 187.3 degrees), 1000 shuffles. (Middle) Mean theta phase and mean result-
ant length for each unit. Scg2-WT (grey, n = 67 units), Scg2-KO (green, n = 103 units). (Bottom) 
Fraction of spikes in each theta phase bin (10° bins). Data are mean ± SEM is displayed. Sche-
matic image in A (left) adapted with permission from Franklin & Paxinos (Elsevier) (Franklin and 
Paxinos, 2007). 

 

We performed silicon probe recordings in awake head-fixed mice running on an air-sup-

ported ball (Figure 2.22A). Scg2fl/fl mice were injected with AAV expressing DCre-GFP (Scg2-WT) 

or Cre-GFP (Scg2-KO) bilaterally into the hippocampal CA1 region (Figures 2.22B, 2.23A). We 
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found that the frequency spectra in the gamma range are altered, with Scg2-KO mice displaying 

significantly lower fast gamma (60-90 Hz) power during running periods compared to Scg2-WT 

mice (Figures 2.22B,C). We also found significantly lower slow gamma (35-55 Hz) power during 

stationary periods (Figures 2.23B,C). By contrast, the power of theta rhythms (4-12 Hz) and mean 

spike rates are not significantly different between Scg2-WT and KO animals (Figures 2.22B,C, 

2.23B-C, 2.24A-C). These results are consistent with a prominent role for PV-mediated inhibition 

in the regulation of gamma rhythms and our ex vivo electrophysiological recordings showing 

significant mis-regulation of PV-mediated inhibition with loss of Scg2. 

 

 

Figure 2.23. Silicon probe recordings in Scg2-WT and Scg2-KO mice to assess effects on net-
work oscillations.  
A, (Left) Schematic of stereotaxic injection and recording site in CA1 pyramidal layer. (Right) 
Representative image of silicon probe placement in CA1 pyramidal layer with Cre-GFP (green) 
and Dil (red). N = 4 mice. Scale: 200 μm. B, Normalized power spectra of network oscillations in 
Scg2-WT or Scg2-KO mice during stationary periods. Average across Scg2-WT (grey, N = 4) or 
Scg2-KO (green, N = 5) mice, one session per mouse. AU, arbitrary units. Data are mean ± SEM. 
C, Mean of the normalized power spectra within theta, slow-gamma, and fast-gamma bands 
during stationary periods as shown in B. Two-sided t-test, *p = 0.037. Data are mean ± SEM. D, 
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Cumulative histogram of mean firing rate for all Scg2-WT and Scg2-KO units. Mean firing rate is 
not significantly different (two-sided t-test, p = 0.2138). Scg2-WT (grey, n = 67 units) and Scg2-
KO (green, n = 103 units). Schematic image in A (left) adapted with permission from Franklin & 
Paxinos (Elsevier) (Franklin and Paxinos, 2007). 

 

Additionally, we found that excitatory cells in Scg2-KO mice fired at a significantly differ-

ent preferred thetapyr phase compared to excitatory cells in Scg2-WT mice (Figure 2.22D). Scg2-

KO cells tend to fire later in the thetapyr cycle, corresponding to the ascending phase of thetapyr, 

while Scg2-WT cells on average fire at the descending phase of the thetapyr (WT: 120.6° and KO: 

187.3° relative to peak of thetapyr defined at 0°). This finding, in conjunction with the observation 

that Scg2 promotes an increase in PV- and decrease in CCK-mediated inhibition, suggests that 

Scg2 is critical for biasing pyramidal cell firing towards the descending phase of thetapyr, where 

PV-INs also fire preferentially (Klausberger et al., 2005). 

 

Figure 2.24. Examples of local field potential and single-unit activity.  
A, Example local field potential (LFP), single-unit activity, and running speed in a Scg2-WT 
mouse. From top to bottom: Denoised and down-sampled LFP, 4-12 Hz bandpass filtered LFP, 
population spiking activity raster plot, and smoothed running speed. B, Expanded snippet of 
data from the example in A. From top to bottom: Denoised and down-sampled LFP, 4-12 Hz 
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bandpass filtered LFP, and population spiking activity raster plot. C, As in B but with example 
data from a Scg2-KO mouse. 

 

Together, these results underscore the role of experience-dependent Scg2 expression in 

the regulation of hippocampal network function in vivo via the coordination of bidirectional 

perisomatic inhibitory plasticity (Figure 2.25). In addition to shaping the activity of ensembles of 

pyramidal cells relative to theta phase, Scg2 significantly affects gamma rhythms, which have 

been shown to be critical for synchronizing the activity of large groups of neurons. The Scg2-

dependent reorganization of local perisomatic inhibitory networks therefore may have crucial 

implications for the function of Fos-activated neuronal networks in vivo. 

 

Figure 2.25. Model of bidirectional perisomatic inhibitory plasticity onto Fos-activated neuron.  

Model depicting experience-dependent reorganization of perisomatic inhibitory networks upon 
activation of Fos in a postsynaptic CA1 pyramidal neuron in response to a novel experience, 
where the synaptic weights (depicted as closed circles adjacent to PCs) of different inhibitory 
subtypes, PV and CCK-INs, are bidirectionally modulated. PC, pyramidal cell. 



 

 

CHAPTER 3. 

D ISCUSSION AND FUTURE D IRECTIONS  
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I wrote this chapter with input from all authors as in Chapters 1 and 2. 

3.1. SUMMARY OF FINDINGS  

Despite the prevalence of Fos-activated neuronal networks across many regions of the 

brain, there is limited understanding of the circuit and molecular mechanisms by which these 

networks become persistently modified to support the consolidation of experiences over time. 

Moreover, whether Fos has a causal role in orchestrating circuit modifications, and which of its 

many targets underlie these processes, are not known. Here we discover a bidirectional periso-

matic inhibitory plasticity mechanism by which Fos-activated circuits are reorganized in response 

to experience. We show that a Fos-to-Scg2 pathway is critical for this reorganization, and further 

define a role for Scg2 neuropeptidergic modulation in the entrainment of pyramidal cell activity 

relative to theta phase and the regulation of gamma rhythms. These findings raise the possibility 

that Fos-dependent circuit reorganization is required to establish a network of cells for encoding 

and recalling memories.  

3.2. D ISCUSSION  

3.2.1. EXPERIENCE-DEPENDENT SHIFT IN INHIBITORY CONTROL:  IMPLICATIONS FOR NET-

WORK FUNCTION 

We systematically examined two forms of perisomatic inhibition and show that genet-

ically-defined PV-mediated inhibition is selectively strengthened, while genetically-defined CCK-
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mediated inhibition is concurrently weakened, onto Fos-activated CA1 pyramidal neurons in re-

sponse to novel experience. Thus, despite the broad axonal arborizations of PV- and CCK-INs 

within the CA1 pyramidal layer, distinct mechanisms exist to specifically reorganize and establish 

Fos-activated microcircuits compared to non-Fos-activated networks. That PV+ and CCK+ inhibi-

tory synaptic strengths are oppositely regulated by novel experience suggests functional conse-

quences for this reorganization beyond a strictly homeostatic role in which increased pyramidal 

neuron activity is balanced by increased perisomatic inhibition within the network. 

One possibility is that the observed experience-dependent shift in inhibitory control may 

alter the temporal dynamics of network function in behaviorally adaptive ways. The peak and 

trough phases of the theta rhythm measured in the CA1 pyramidal layer have been associated 

with memory encoding and memory recall, respectively, as the dominant source of inputs to CA1 

cycles between entorhinal cortex and CA3 (Hasselmo and Stern, 2014). Fos-mediated reorgani-

zation of inhibitory inputs from PV- and CCK-INs, which themselves fire at different theta phases, 

could provide a potential mechanism for altering a cell’s eligibility to take part in these processes. 

Moreover, we find that Scg2-expressing pyramidal neurons preferentially fire at the descending 

phase of theta (Buzsaki, 2002), where PV-INs also tend to fire, raising the possibility that the Fos-

dependent recruitment of PV-mediated inhibition is critical for the formation of functional PV-

pyramidal cell ensembles to support the consolidation of memories. 

Additional distinctions in the molecular and physiological properties of PV- and CCK-INs 

may also contribute to the functional consequences of this shift. As PV-INs are more strongly 

recruited by excitatory afferents and thus provide more precisely time-locked inhibitory signals 
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(Glickfeld and Scanziani, 2006), experience-dependent strengthening of PV-mediated inhibition 

onto pyramidal neurons may increase their spike threshold and impose narrower time windows 

for synaptic integration. Consequently, this selective enhancement of PV-mediated inhibition 

onto Fos-activated principal neurons would allow them to better synchronize their firing, which 

may facilitate or underlie stable information representation within these neuronal ensembles 

(Gonzalez et al., 2019). Importantly, increased PV inhibitory output may also allow Fos-activated 

principal cells to better discriminate distinct inputs, such that different neuronal assemblies are 

temporally segmented and thus functionally isolated. This mechanism could sharpen the contrast 

between closely related memories and prevent memory interference in the hippocampus 

(Espinoza et al., 2018; Koolschijn et al., 2019; Roux and Buzsaki, 2015; Vazdarjanova and 

Guzowski, 2004).  

Conversely, experience-dependent mechanisms may drive the concurrent weakening of 

CCK-mediated inhibition to possibly facilitate reactivation of Fos-expressing neuronal ensembles 

even with partial input from weaker cues, which may be ethologically adaptive for processes such 

as memory recall (Tanaka et al., 2018; Tanaka and McHugh, 2018). Moreover, the finding that 

Fos-activated neurons are disinhibited by CCK-INs while inactive neurons continue to be inhib-

ited provides a plausible mechanism by which signal-to-noise ratio may be enhanced and sparse 

coding of neuronal assemblies may be implemented in the hippocampus (Klausberger and 

Somogyi, 2008). On shorter timescales, active pyramidal neurons have been shown to become 

less inhibited via the activation of presynaptic cannabinoid receptors in CCK-INs, leading to the 

suppression of GABA release (Kreitzer and Regehr, 2001; Wilson and Nicoll, 2001). Nevertheless, 
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whether this suppression occurs over a longer timescale, and whether Fos- and/or Scg2-depend-

ent mechanisms mediate this endocannabinoid signaling process involving presynaptic CCK-INs, 

have been unclear and is a key question for future considerations (Chen et al., 2003; Foldy et al., 

2007; Foldy et al., 2013; Hartzell et al., 2018; Jiao et al., 2011; Lee et al., 2011; Lemtiri-Chlieh 

and Levine, 2010). 

3.2.2. BEYOND A MARKER OF RECENT NEURAL ACTIVITY :  THE INSTRUCTIVE ROLE FOR 

FOS IN EXPERIENCE-DEPENDENT CIRCUIT REORGANIZATION 

While the specific in vivo cellular and learning-related activity features that lead to the 

induction of Fos during natural behaviors is a subject of active investigation (Mahringer et al., 

2019; Tanaka et al., 2018), our findings indicate that Fos expression plays an instructive role 

beyond serving as a marker of recent neural activity. Given that functional redundancy in tran-

scriptional networks previously precluded analysis of the AP-1 family of TFs, we address this 

challenge with a compound conditional loss-of-function mouse model which robustly disrupts 

AP-1 function. Using this mouse model, we demonstrate a causal role for the AP-1 TF complex 

in the reorganization of perisomatic inhibitory microcircuits and spatial learning, and further de-

fine a resource of transcriptional targets of AP-1 with single-nucleus RNA-sequencing, ribosome-

associated mRNA profiling, and chromatin analyses. It is important to note, however, that our 

snRNA-seq sequencing depth, while sufficient to detect meaningful changes of abundant 

mRNAs, may lack power to detect changes in less abundant transcripts of potential functional 

significance. The aforementioned genomics analyses have revealed rich lists of Fos target genes 
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in major cell types in the brain, which will serve as a key resource for the neuroscience commu-

nity. This resource will hopefully fuel the characterization of the functions of individual target 

genes in molecular, cellular, synaptic, circuit and behavioral processes in the next decade. 

3.2.3. EXPERIENCE-DEPENDENT NEUROPEPTIDERGIC SIGNALING :  A  PREVIOUSLY UN-

CHARACTERIZED ROLE FOR SCG2  IN INHIBITORY PLASTICITY  

The discovery that a single neuropeptide precursor, Scg2, differentially alters the con-

nectivity of inhibitory microcircuits in a subtype-specific manner underscores the importance of 

neuropeptidergic networks in modulating connectivity within the nervous system (Alexander et 

al., 2017; Smith et al., 2019). In the brain, Scg2 has been reported to be mostly processed into 

its distinct neuropeptides (Kirchmair et al., 1993; Weiler et al., 1990), suggesting that individual 

Scg2-derived peptides likely mediate bidirectional perisomatic inhibitory plasticity, consistent 

with our data showing a non-cleavable form of Scg2 cannot alter perisomatic inhibition. How-

ever, future work to characterize the specific Scg2-derived peptides that are involved and their 

pre- or post-synaptic sites of action is needed. Moreover, while their cognate G-protein coupled 

receptors (GPCRs )(Troger et al., 2017) have yet to be identified, our snRNA-seq data as well as 

that of others(Paul et al., 2017) suggest unique landscapes of candidate GPCRs across CA1 PCs, 

PV-INs, and CCK-INs that warrant future investigation. This knowledge may ultimately enable 

more tailored therapeutic interventions specific to individual interneuron subtypes, improving 

selectivity over existing drugs that serve as general modulators of GABAergic transmission 

(Rudolph and Knoflach, 2011). However, it will also be critical to further examine alternative 
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mechanisms of Scg2-mediated bidirectional perisomatic inhibitory plasticity, such as Scg2’s po-

tential function as a chaperone for other peptides or in the biogenesis, trafficking, or regulated 

secretion of dense core vesicles. 

Taken together, we define a physiologically pertinent role for the Fos family of TFs in 

orchestrating long-lasting, persistent circuit modifications that may support the consolidation of 

learning across days. Despite being one of the most significantly upregulated genes in excitatory 

neurons in the hippocampal CA1 region, the function of AP-1-regulated Scg2 within this region 

has not been previously described. In the striatum, the Scg2-derived neuropeptide Secretoneu-

rin has been shown to regulate neurite outgrowth (Shyu et al., 2008) and dopamine release (Saria 

et al., 1993), whereas in the hypothalamus EM66 has been reported to regulate feeding-related 

behaviors (Trebak et al., 2017). Our findings open many doors for further understanding the 

circuit and molecular mechanisms that underlie the networks for hippocampal-dependent be-

haviors, including spatial and contextual learning and memory (Cardin et al., 2009; Kanta et al., 

2019; Kim et al., 2016; Sohal et al., 2009). In addition, given that many neurological disorders 

have now been associated with altered network rhythms (Marin, 2012), and prior reports corre-

lating reduced Scg2 expression with neurological disorders (Huang et al., 2006; Jakobsson et 

al., 2013; Kaufmann et al., 1998; Pirker et al., 2001), it will be critical to understand the precise 

mechanisms by which AP-1 factors, via distinct AP-1-bound non-coding regulatory elements, 

modulate Scg2 expression (Maurano et al., 2015; Maurano et al., 2012; Xiao et al., 2017). The 

mechanistic insights afforded by the present study thus have crucial implications for understand-

ing how experience optimizes neural connectivity for long-lasting behavioral adaptations. 
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3.3. ADDITIONAL CONSIDERATIONS FOR CHAPTER 2 

The bidirectional regulation of PV- and CCK-IN inputs to CA1 pyramidal neurons sug-

gests functional consequences for the network that warrant further investigation. For example, it 

remains unclear how these bidirectional changes in fact alter the timing and frequency of CA1 

PC spiking during natural behaviors. Clarifying this question is a critical first step in understanding 

how the Fos-dependent bidirectional regulation of distinct subtypes of perisomatic inhibitory 

connections might in turn affect memory processes. To address this gap, it would be necessary 

to concurrently manipulate PV- and CCK-IN synapses in opposite manners during behavior. Ide-

ally, only inhibitory synapses onto Fos-activated CA1 PCs, and not others, would be manipulated, 

which would be a challenge given that individual PV- or CCK-INs make broad connections onto 

tens to hundreds of neurons within the CA1, with axonal arborizations spanning ~500 µm in 

length along the longitudinal axis (Glickfeld and Scanziani, 2006). Currently, technologies to 

achieve these goals do not yet exist. 

Nevertheless, the advent of cell type-specific drivers that enable genetic access to sub-

types of inhibitory INs continue to push the envelope. For example, it was previously unknown 

when PV- and CCK-INs in fact become active during behavior. A recent study (Dudok et al., 2021) 

suggests that PV- and CCK-INs operate in a complementary manner in that they become active 

at distinct times during spontaneous behaviors. Specifically, PV-INs fire when an animal is loco-

moting, and become suppressed when the animal is in resting state. Conversely, CCK-INs are 

suppressed during locomotion, only becoming active as the animal rests. These alternating 

sources of perisomatic inhibition underscore a brain state-specific segregation of inhibition 
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during behavior (Dudok et al., 2021). Moreover, PV-IN activity was found to scale with pyramidal 

cell activity during locomotion. Whilst the behavioral relevance of having alternating sources of 

perisomatic inhibition during distinct epochs of behavior remain to be clarified, these results bear 

striking consistency with the results in this dissertation showing that PV-mediated inhibition be-

comes strengthened onto activated Fos-positive cells, whereas CCK-mediated inhibition concur-

rently weakens. 

Another intriguing line of thought that stems from work in this dissertation pertains to the 

role of Fos-dependent reconfiguration of PV- and CCK-IN inputs in the regulation of network 

rhythms that are relevant for memory consolidation. One limitation from the in vivo silicon probe 

recordings performed in the conditional Scg2 knockout mouse line presented in Chapter 2.7 is 

the lack of high-frequency sharp-wave ripple (SWR) events detected. This is most likely due to 

the fact that the mice were constantly running on the air-supported spherical treadmill during 

the 30-45 min behavioral session, with very little rest periods in between. SWRs are known to be 

present during periods of quiescent wakefulness or sleep. Given the SWRs are tightly linked to 

and have been shown to be causally involved in memory consolidation (Girardeau et al., 2009), 

designing and optimizing a head-fixed behavioral paradigm in which mice can enter frequent 

bouts of rests to allow for the detection of SWRs at a more regular frequency would be beneficial.  

Prior work provides support for this line of investigation (Ognjanovski et al., 2017). During 

normal consolidation, it was found that sleep-associated delta (0.5-4 Hz), theta (4-12 Hz), and 

ripple (150-200 Hz) oscillations were augmented, and that the functional connectivity patterns of 

CA1 PCs became stabilized. PV-IN activity was shown to be critical for these events, showing a 
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greater degree of firing coherence with CA1 network oscillations in the hours following an expe-

rience. Blocking PV-INs during this period prevented the consolidation of memories by disrupt-

ing the augmentation of these network oscillations and also the stabilization of CA1 neuronal 

ensembles. In the future, understanding how the activity- and Fos-dependent gene programs, 

by regulating PV and CCK inhibitory connections, contribute to these distinct processes that 

drive memory consolidation would likely yield important insights. 

3.4. FUTURE PERSPECTIVES AND CONCLUDING REMARKS  

Finally, I conclude by identifying and proposing several additional areas of focus for the 

future that will hopefully break open a new and paradigm-shifting era and allow us to obtain a 

deeper understanding of how activity shapes the brain. Importantly, these prospective avenues 

of research will undoubtedly be defined by innovative combinations of modern sequencing, ge-

nome editing, and functional imaging methodologies, which have the potential to yield unprec-

edented insights into higher-order cognitive processes. 

To understand how neuronal activity-driven transcription affects and is affected by circuit 

dynamics and behavior in the mature brain, continued technological developments in viral or 

mouse reporters of activity-dependent transcription that are cell type-specific and can be con-

trolled in a more temporally precise manner are much needed. As existing genetically-encoded 

tools are largely based on Fos and Arc, which are expressed in virtually all cell types, they do not 

provide selective access to specific neuronal subtypes, and thus these reporters cannot yet be 

used to perturb the function of neuronal subtype-specific neurons that have been activated. In 
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the future, regulatory elements controlling the induction of another IEG encoding the transcrip-

tion factor Npas4, for example, would likely be promising in restricting effector expression to 

neurons, as Npas4 expression is selectively induced in response to calcium influx-dependent 

neuronal activity (Lin et al., 2008). Moreover, the advent of next-generation sequencing technol-

ogies has enabled the profiling of thousands of activity-dependent regulatory elements (Kim et 

al., 2010; Malik et al., 2014; Su et al., 2017). Efforts to identify cell type-specific regulatory ele-

ments that can be packaged into AAVs is also well underway (Dimidschstein et al., 2016; 

Graybuck et al., 2019; Hrvatin et al., 2019; Juttner et al., 2019; Mich et al., 2020; Mo et al., 2015; 

Vormstein-Schneider et al., 2020). In the future, the design of the next generation of cell type-

specific activity-based tools will necessarily harness the power of these newly identified enhancer 

elements. 

In the brain, the intricate interplay of various plasticity mechanisms during learning gives 

rise to experience-dependent changes in the activity dynamics, thus modifying task-relevant rep-

resentations of neuronal ensembles in behaviorally adaptive ways. Accordingly, understanding 

how activity-dependent transcription mediates learned behaviors will require dissecting its role 

in the emergence and regulation of these neuronal ensembles. To that end, it will first be neces-

sary to characterize the specific cellular and behavioral features that induce IEGs during natural 

behaviors. This should be possible to achieve by two-photon calcium imaging of populations of 

neurons while simultaneously monitoring the dynamics of IEG expression in vivo. In this regard, 

special attention must be given to the choice of IEG-based mouse genetic tools to ensure the 

faithful recapitulation of the endogenous levels and temporal patterns of activity-dependent 
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gene expression, as well as preservation of the function of the IEG protein products. In Appendix 

2 of this dissertation, I highlight ongoing collaborative work with N.L.P. and C.D.H. that begin to 

tackle this pressing need.  

These in vivo calcium imaging experiments will also facilitate the linking of calcium fluc-

tuations and calcium-dependent signaling mechanisms to activity-dependent transcriptional re-

sponses. Several studies have suggested that varying patterns of neural activity can give rise to 

unique activity-dependent gene programs (Belgrad and Fields, 2018; Dolmetsch et al., 1998; 

Tyssowski et al., 2018; Worley et al., 1993; Wu et al., 2001). However, our understanding of how 

these patterns of action potentials influence the dynamic flow of information from the synapse 

to the nucleus, and lead to different patterns of gene activation, is still lacking. Recent tools that 

enable the optogenetic control of specific signaling pathways (e.g., Ras/Erk) (Wilson et al., 2017) 

will further our understanding of the convergence of diverse neurotransmitter, neuromodulator, 

and neurotrophic factor signaling pathways in the activation of gene transcription. 

Once the cellular and behavioral features that lead to the induction of activity-dependent 

gene programs in vivo are known, establishing a causal role for activity-dependent transcription 

in the representations of learned stimuli will be critical. Progress in this endeavor will require a 

better understanding of the cell type-specificity of the activity-dependent gene programs, fol-

lowed by the utilization of methods for genetically accessing and reversibly inhibiting specific 

components of the activity-dependent transcriptional network in a cell type-specific manner and 

in in vivo contexts. 
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The characterization and manipulation of the activity-regulated transcriptional network 

should be facilitated by employing next-generation single-cell sequencing and CRISPR/Cas9 

gene-editing technologies to identify and then reversibly disrupt the function of activity-regu-

lated enhancers. These activity-dependent enhancers represent the predominant genomic mod-

ules for binding and regulation by activity-dependent TFs and are critical for the fine-tuning of 

gene expression in diverse cell types and contexts. Moreover, the interactions of active enhancer 

elements and their gene targets, including their spatial organization within a cell, remain to be 

clarified. Efforts to address these gaps in knowledge will be worthwhile as this information will 

allow us to target these enhancer elements to manipulate the activity-dependent expression of 

a specific gene, without affecting the basal expression of the gene. Several studies have under-

scored the promise of this approach (Hong et al., 2008; Joo et al., 2016; Smith-Hicks et al., 2010), 

which should be greatly facilitated by CRISPR/Cas9 methodologies in the next decade.  

CRISPR/Cas9-mediated manipulations need not be restricted to laborious manipulations 

of single enhancers or genes, but have been shown to be amenable to high-throughput, multi-

plexed, genome-scale interrogations. For example, Perturb-seq, which combines pooled 

CRISPR-based perturbations with scRNA-seq, has been demonstrated to be a powerful tool for 

profiling and probing the combinatorial, nonlinear effects of multiple transcription factors on 

gene expression signatures and cell states in heterogeneous cell types (Adamson et al., 2016; 

Datlinger et al., 2017; Dixit et al., 2016; Jaitin et al., 2016). This high-throughput approach for 

probing gene regulatory networks may be advantageous compared to classical loss- or gain-of-

function approaches that are sometimes limited due to TF redundancy. These newer approaches 
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have the potential to fundamentally advance our understanding of how the dynamic states of 

the brain are generated by the molecular regulatory circuits of heterogeneous cell types in the 

central nervous system.  

As the coupling of synaptic activity to gene transcription is conserved across species, it 

will also be important to use non-human primate models and human neurons to uncover evolu-

tionary mechanisms that lead to the emergence of species-specific activity-dependent regulatory 

elements, protein-coding genes, and non-coding RNAs that shape the human brain in response 

to experience (Hardingham et al., 2018). Indeed, several recent studies have begun to identify 

primate-specific activity-regulated genes, such as OSTN, ZNF331, and CAMTA1, and non-cod-

ing RNAs, such as LINC00473 (Ataman et al., 2016; Pruunsild et al., 2017; Qiu et al., 2016). 

Importantly, a unifying evolutionary mechanism emerged from these studies, namely that the 

species evolution of activity-dependent transcription arises from the acquisition of signal-de-

pendent TF binding sequences in regulatory elements. Future progress in understanding the 

signal-dependent transcriptional mechanisms underlying cognitive abilities in humans will re-

quire characterization of the human cell type-specific activity-dependent transcriptomic and 

epigenomic landscapes at single-cell resolution. While in vitro studies have identified the func-

tion of several activity-regulated genes, such as OSTN in the restriction of activity-dependent 

dendritic growth, a major challenge for the future would be in employing non-human primate 

models for in vivo characterization of the function of the human activity-dependent transcrip-

tome. 
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 In conclusion, future studies of activity-dependent transcription will undoubtedly reveal 

deeper molecular insights, including knowledge of the dynamic regulation of protein composi-

tions at single synapses, and the discovery of novel activity-regulated chromatin complexes and 

their multidimensional organization in the nucleus. At the cellular level, understanding the activ-

ity-dependent transcriptional regulation of various developmental and adaptive processes with 

greater cell type- and brain region-specificity will also be essential. Unifying these molecular and 

cellular studies with systems-level approaches for probing the inter-dependent relationship be-

tween gene regulatory networks and neural activity patterns that form the basis of integrated 

motor, sensory and cognitive functions will be a major frontier. Finally, understanding the evolu-

tionary forces that shape activity-dependent gene transcription in humans will complement the 

decades of discoveries in simpler systems, and hopefully lead to effective treatments for human 

neurological and neuropsychiatric disorders.
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This appendix includes the methods for Chapter 2. Author contributions are the same as in Chap-

ter 2. 

A1.1. ANIMALS  

Animals were handled according to protocols approved by the Harvard University Standing 

Committee on Animal Care and were in accordance with federal guidelines. The following mouse 

lines were used: PV-Cre (JAX 017320), CCK-Cre (JAX 012706), PV-Flpo (JAX 022730), C57BL/6J 

(JAX 000664), Ai14 (JAX 007914), Ai65 (JAX 021875), CaMK2a-Cre (JAX 005359), Rpl22/Ribotag 

(JAX 029977), LSL-Sun1-sfGFP-Myc (JAX 021039), Emx1-Cre (JAX 005628), Dlx5/6-Flpe (Miyoshi 

et al., 2010), Fosfl/fl;Fosbfl/fl;Junbfl/fl (Vierbuchen et al., 2017), Fos-FlagHA (Vierbuchen et al., 2017), 

Npas4-FlagHA (Sharma et al., 2019), C57BL/6N (Charles River Laboratories; for embryonic cul-

tured neurons), and Scg2fl/fl (this paper).  

The conditional Scg2fl/fl knockout mouse was generated with the help of the Harvard Ge-

nome Modification Facility (Lin Wu). Briefly, LoxP sites were introduced flanking the entire coding 

exon of Scg2. Cas9 mRNA, two sgRNAs each targeting a site for LoxP insertion, and two 150-

200 bp single-stranded oligonucleotides for repair were injected into C57BL/6J mouse zygotes. 

Correct cis insertion of both LoxP sites were verified by standard PCR and Sanger sequencing. A 

founder male was bred to C57BL/6J mice for at least three generations before experimental use.  

Mice were housed in ventilated micro-isolator cages in a temperature- and humidity-con-

trolled environment under a standard 12 h light/dark cycle, with food and water provided ad 
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libitum. Both male and female littermate mice were used in similar proportions and divided be-

tween control and experimental groups for all experiments conducted. For in vivo silicon probe 

recordings and Morris water maze experiments, only male littermate mice, housed in a reverse 

12 h light/dark cycle, were used. 

A1.2. NOVEL ENVIRONMENT PARADIGM 

Animals at weaning age and above (>P21) were placed in a large opaque cage (0.66 m x 0.46 m 

x 0.38 m) in a group with other mice, equipped with an assortment of enrichment including a 

running wheel, mazes, tunnels, ladders, huts, swings, and different kinds of animal bedding. Ro-

dent pellets were hidden in mazes to encourage spatial exploration. Mice were placed in a spe-

cific environment for 12-24 h. The environments were subsequently significantly changed daily 

to provide novel multisensory experiences and the transcriptional activation of a larger propor-

tion of neurons. 

A1.3. INTRAPERITONEAL ( I .P . )  INJECTIONS  

For experiments in which seizures were induced, kainic acid (5-10 mg/kg for electrophysiology 

or 15-20 mg/kg for genomic or histological analyses) (Sigma Aldrich, K0250) reconstituted in 

0.001 N NaOH in PBS was injected (i.p.). We used 1-1.5 h or 2-3 h KA as the timepoint for 

capturing the peak of immediate early gene (e.g., Fos) RNA or protein induction, respectively. 

We used 4 h KA as the timepoint for capturing the peak of nascent RNA induction for late-

response genes, as nascent RNA molecules are first present in the nuclei (FFJ snRNA-seq). 
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Subsequently, for ribosome-associated mature RNA from late-response genes, we used a 6 h KA 

timepoint as we reasoned that more mature RNA tends to associate with ribosomes at this later 

timepoint (Ribotag). For electrophysiology, mice were sacrificed 24 h after KA injection to allow 

sufficient time for the expression and action of activity-dependent genes but far in advance of 

any measurable seizure-related cellular toxicity (see Figures 2.6I,J).  

 For chemogenetic activation experiments, clozapine N-oxide (CNO; Sigma C0832) re-

constituted in 0.4% DMSO in PBS was injected (i.p.) at 5 mg/kg in mice 24 h prior to electro-

physiology. 

A1.4. STEREOTAXIC SURGERY  

For acute hippocampal slice recordings, mice aged P13-15 of equal proportion male and female 

were anesthetized by isoflurane inhalation (2% induction, 1% maintenance) and positioned within 

a stereotaxic frame (Kopf Model 963). Animal temperature was maintained at 37°C by a heat 

pad. All surgeries were performed according to protocols approved by the Harvard University 

Standing Committee on Animal Care and were in accordance with federal guidelines. Fur around 

the scalp area was removed using a shaver and sterilized with three alternating washes with be-

tadine and 70% ethanol. A burr hole was drilled through the skull above the CA1 region of hip-

pocampus (medial/lateral, ML: ± 2.9 mm; anterior/posterior, AP: -2.4 mm; dorsal/ventral, DV: -

2.8 mm) to allow for specific targeting of this region with a glass pipette pulled to a tip diameter 

of roughly 50 µm. AAV virus (1000 nL) was injected at 150 nL/min and the pipette was left in 

place for 5 min upon completion of viral infusion to allow for viral spreading. All animals were 
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given postoperative analgesic (flunixin, 2.5 mg/kg) as well as additional injections at 12 h-inter-

vals for the 72 h following surgery.  

A1.5. V IRAL VECTORS AND TITERS  

All AAVs used were prepared in the Boston Children’s Hospital Viral Core and were of serotype 

AAV2/1. For sparse transductions, viruses were injected at 1E+8 genome copies per hippocam-

pal hemisphere. For dense transductions, viruses were injected at 2E+9 genome copies per hip-

pocampal hemisphere. The viral vectors and original titers are as follows: pAAV-EF1a-DIO-

hChR2(H134R)-EYFP (Addgene 20298, 1.75E+13 gc/mL), pAAV-EF1a-fDIO-hChR2(H134R)-EYFP 

(Addgene 55639, 1.39E+13 gc/mL), pAAV-hSyn-Con/Fon-hChR2-EYFP (Addgene 55645, 

2.25E+14 gc/mL), pAAV-pRAM-tTA::TRE-NLS-mKate2-WPREpA (Addgene 84474, 2.25E+13 

gc/mL), pAAV-CAG-Cre-GFP (M. During, Ohio State University, 1.75E+13 gc/mL), pAAV-CAG-

Cre-mCherry (this paper, 9.10E+12 gc/mL), pAAV-CAG-Cre-mTagBFP2 (this paper, 2.97E+12 

gc/mL), pAAV-CAG-deltaCre-GFP (this paper, 2.79E+12 gc/mL), pAAV-FlpOFF-u6-shRNA-CAG-

mCherry (this paper): Control shRNA (ACTTACGCTGAGTACTTCG) (5.08E+13 gc/mL), Inhba 

(CCTTCCACTCAACAGTCATT) (4.62E+13 gc/mL), Bdnf (GAATTGGCTGGCGATTCATA) 

(6.97E+13 gc/mL), Pcsk1 (GATAATGATCATGATCCATT) (6.02 E+12 gc/mL), Nptx2 (GAAGA-

CATTGCCTGAGCTGT) (1.30E+12 gc/mL), Scg2#1 (GCAGACAAGCACCTTATGAA) (8.11E+11 

gc/mL), Scg2#2 (CCCTTGATTCTCAGTCTATT) (2.75E+13 gc/mL), Rgs2 (GCTCCCAAAGAGA-

TAAACAT) (6.14E+12 gc/mL), pAAV-CaMKIIa-mCherry (this paper, 3.80E+12 gc/mL), pAAV-

CaMKIIa-hM3DGq-T2A-mCherry (this paper, 1.20E+12 gc/mL), pAAV-hSyn-FlpOFF-Kir2.1-T2A-
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mCherry (this paper, 2.26E+12 gc/mL), pAAV-hSyn-FlpOFF-Kir.2.1(Mutant)-T2A-mCherry(Xue et 

al., 2014) (this paper, 1.28E+12 gc/mL), pAAV-u6(Frt)-shRNA#31-CAG-Scg2-rescue (shRNA-re-

sistant)-1xHA-T2A-mCherry-Frt-SV40 (this paper, 1.88E+12 gc/mL), pAAV-CAG-DIO-Scg2(WT)-

3xHA-bGH polyA (this paper, 8.22E+13 gc/mL), pAAV-CAG-DIO-Scg2(9AA Mutant)-3xHA-bGH 

polyA (this paper, 6.13E+13 gc/mL), pAAV-CAG-Scg2(WT)-1xHA-T2A-mCherry-bGH polyA (this 

paper, 1.08E+13 gc/mL), and pAAV-CAG-Scg2(9AA Mutant)-1xHA-T2A-mCherry-bGH polyA 

(this paper, 3.71E+12 gc/mL). 

For lentiviral production of shRNAs, lentiviral backbone pSicoR (Addgene 11579) was 

used for cloning all shRNAs. A total of 10 mg of lentiviral plasmid was transfected into 293T cells 

in a 10-cm dish along with third generation packaging vectors pMD2.G (Addgene 12259), pRSV-

rev (Addgene 12253) and pMDLg/pRRE (Addgene 12251). At 12-16 h following transfection, 

293T cells were switched to Neurobasal media containing B27 supplement, and supernatant 

containing virus was collected at 36 h post-transfection and spun down to remove cellular debris 

at 1,000xg for 5 min. 

A1.6. ACUTE SLIDE PREPARATION 

Transverse hippocampal slices were prepared from mice aged P23-P32. Animals were anaesthe-

tized with ketamine/xylazine and transcardially perfused with ice-cold choline-based artificial cer-

ebrospinal fluid (choline-ACSF) equilibrated with 95% O2/5% CO2 consisting of (in mM): 110 cho-

line chloride, 25 NaHCO3, 1.25 NaH2PO4, 2.5 KCl, 7 MgCl2, 25 glucose, 0.5 CaCl2, 11.6 sodium 

L-ascorbate, and 3.1 sodium pyruvate. Cerebral hemispheres were quickly removed and placed 
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into ice-cold choline-ACSF. Tissue was rapidly blocked and transferred to a vibratome (Leica 

VT1000). Dorsal hippocampal slices of 300 µm thickness were collected in a holding chamber 

containing ACSF consisting of (in mM): 127 NaCl, 25 NaHCO3, 1.25 NaH2PO4, 2.5 KCl, 1 MgCl2, 

10 glucose, and 2 CaCl2. For all solutions, pH was set to 7.2 and osmolarity to 300 mOsm. Slices 

were incubated at 32°C for 20 min and maintained at room temperature (RT, 22°C) for 30 min 

before recordings began. All recordings were performed at RT within 4-5 h of slice preparation. 

AAV transduction was assessed by epifluorescence. For experiments where sparse transduction 

of CA1 was intended, slices with 10-30% of CA1 neurons infected were used, and slices showing 

> 30% of CA1 neurons infected were discarded from further analysis. For optogenetic stimulation 

experiments, slices showing channelrhodopsin-2 (ChR2) spread across the entire CA1 were used, 

and slices showing partial expression of ChR2 across CA1 were discarded from further analysis. 

For all experiments, slices were discarded if AAV transduction spread to CA3 and/or dentate 

gyrus regions.  

A1.7. EX VIVO ELECTROPHYSIOLOGY  

For whole-cell voltage-clamp recordings, a CsCl-based internal solution consisting of (in mM): 

135 CsCl, 3.3 QX314-Cl, 10 HEPES, 4 MgATP, 0.5 NaGTP, 8 Na2-phosphocreatinine, 1.1 EGTA, 

and 0.1 CaCl2 (pH 7.2, 290 mOsm) was used for all IPSC measurements. A Cs+-methanesulfonate 

internal solution consisting of (in mM): 127 CsMeSO3, 10 CsCl, 10 HEPES, 0.5 EGTA, 2 MgCl2, 

0.16 CaCl2, 2 MgATP, 0.4 NaGTP, 14 Na2-phosphocreatinine, and 2 QX314-Cl (pH 7.2, 295 

mOsm) was used for all EPSC measurements. A K+-based internal solution consisting of (in mM): 
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142 K+-gluconate, 4 KCl, 10 HEPES, 4 MgATP, 0.3 NaGTP, 10 Na2-phosphocreatinine, and 1.1 

EGTA (pH 7.2, 280 mOsm) was used for all current-clamp recordings. Membrane potentials were 

not corrected for liquid junction potential (which were experimentally measured as -5 mV for 

CsCl-based internal solution, and 60 mV for K-gluconate-based internal solution). In all record-

ings, neurons were held at -70 mV with patch pipettes made with borosilicate glass with filament 

(Sutter BF150-86-7.5) with 2-4 MW open pipette resistance. For all dual whole-cell recordings of 

pairs of CA1 pyramidal neurons, recording from neighboring neurons increased the probability 

that both neurons received synaptic inputs from the same population of inhibitory axons, and 

ensured that both neurons were exposed to an identical stimulus magnitude and intensity. 

Recordings were made on an upright Olympus BX51 WI microscope with an infrared CCD 

camera (Dage-MTI IR-1000) and 60X water immersion objective (Olympus Lumplan Fl/IR 

60X/0.90 numerical aperture). Neurons were visualized using video-assisted infrared differential 

interference contrast, and fluorescence was identified by epifluorescence driven by a light-emit-

ting diode (Excelitas XCite LED120). For photostimulation of ChR2-expressing boutons, 470 nm 

blue light was delivered from the LED through the reflected light fluorescence illumination port 

and the 60X objective. Pulses were delivered at 0.4 Hz. Pulse duration (0.1-0.2 ms) and intensity 

(1.3-5.9 mW/mm2) were adjusted for each recording to evoke small but reliable monosynaptic 

IPSCs. No pharmacology was used for optogenetic stimulation experiments.  

For electrical stimulation experiments, electrical current was delivered via theta glass 

stimulation electrode placed in the center of stratum pyramidale or stratum radiatum within 150-

200 µm of the recorded neuron pair. The stimulus strength was the minimum required to 
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generate small but reliable currents in both neurons. IPSCs were pharmacologically isolated via 

the addition of 10 µM NBQX (Tocris 1044) and 10 µM (R)-CPP (Tocris 0247) to the ACSF perfu-

sion. For pharmacological isolation of CCK-IPSCs specifically, in addition to blocking excitatory 

currents, PV-IPSCs were blocked using 0.4 µM of w-agatoxin IVA, a selective antagonist for P/Q-

type calcium channels (Peptides International, PAG-4256-s). EPSCs were pharmacologically iso-

lated by adding 10 µM gabazine (Tocris 1262). 

For simultaneous dual whole-cell recordings, we determined that the IPSCs measured 

were monosynaptic as the addition of NBQX and (R)-CPP in the bath did not alter the onset 

latency of the IPSCs. For the paired interneuron-to-CA1 pyramidal neuron recordings, the mon-

osynaptic nature of the IPSCs was confirmed based on the expected onset latency of 1-3 ms in 

slice. 

 

Data acquisition and analysis.  

Data were low-pass filtered at 4 kHz and sampled at 10 kHz with an Axon Multiclamp 700B 

amplifier, and digitized with an Axon Digidata 1440A data acquisition system controlled using 

Clampex 10.6 (Molecular Devices). Experiments were discarded if holding current exceeded -

500 pA, or if series resistance was greater than 30 MW. For the dual whole-cell recordings of CA1 

pyramidal neurons, recordings were discarded if series resistance differed by more than 30% 

between the two neurons. The recorded traces were analyzed using Clampfit 10.6 software (Mo-

lecular Devices) or Axograph (1.7.6). All current amplitude measurements are expressed as mean 
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± SEM, or as differences in amplitudes between a pair of neurons normalized to the total ampli-

tudes of both neurons (D IPSC / S IPSC). The differences (D IPSC) are calculated between a fluo-

rescently labeled (i.e., manipulated) cell minus a control (i.e., non-manipulated) cell, such that a 

positive number indicates a larger IPSC amplitude in the manipulated cell compared to the con-

trol cell, and vice versa. 

Sample sizes were not predetermined and are similar to those reported in the literature 

(Bloodgood et al., 2013; Sharma et al., 2019; Xue et al., 2014). Previous work suggests that in 

general, approximately 15-20 pairs of neurons (n) collected from 3-5 animals (N) are sufficient for 

each experiment. Most data, except where specified (Fig. 4c-e), was not collected blind to gen-

otype or conditions, but all offline analyses were conducted blind. All statistical analyses were 

performed using Prism 8 (Graphpad). Data were tested for normality using the D’Agostino-Pear-

son, Shapiro-Wilk, and Kolmogorov-Smirnov normality tests. For simultaneous dual whole-cell 

recordings of pyramidal neurons, parametric t-tests or non-parametric Wilcoxon rank-sum tests 

(two-sided) were used. For recordings of unitary connections, non-parametric Mann-Whitney 

tests (two-sided) were used. A mixed model was used to confirm that findings were not driven 

by a single mouse. The numbers of cells recorded per animal were capped to ensure even sam-

pling across mice comprising a dataset (e.g., if n = 20 pairs were obtained using N = 4 mice, 4-

6 pairs were used per animal). 
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A1.8. H ISTOLOGY  

Mice were anaesthetized with 10 mg/mL ketamine and 1 mg/mL xylazine in PBS via i.p. injection. 

When fully anaesthetized, the animals were transcardially perfused with 5 mL ice-cold PBS fol-

lowed by 20 mL of cold 4% PFA in PBS. Brains were dissected and post-fixed for 1 h at 4°C in 

4% PFA, followed by three washes (each for 30 min) in cold PBS. Coronal sections (40 μm thick) 

were subsequently cut using a Leica VT1000 vibratome and stored in PBS in 4°C. For im-

munostaining, slices were permeabilized for 30 min at RT in PBS containing 0.3% Triton X-100. 

Slices were blocked for 1 h at RT with PBS containing 0.3% Triton X-100, 2% normal donkey 

serum and 0.1% fish gelatin. Slices were incubated in primary antibodies diluted in blocking 

solution at 4°C for 48 h: rabbit anti-Fos antibody (Synaptic Systems 226003, 1:3000), mouse anti-

Fos (Abcam ab208942, 1:1000), rabbit anti-Npas4(Lin et al., 2008) (1:1000), rabbit anti-Fosb (Cell 

Signaling Technology 2251S, 1:1000), rabbit anti-Junb (Cell Signaling Technology 3753S, 

1:1000), rat anti-HA (Sigma ROAHAHA, 1:500), rabbit anti-parvalbumin (Swant PV27, 1:10,000), 

rabbit anti-cleaved Caspase-3 (Cell Signaling Technology 9661S, 1:1000), and mouse monoclo-

nal anti-NeuN (Millipore Sigma, MAB377, 1:1000). Slices were then washed three times with PBS 

each for 10 min at RT, incubated for 2 h at RT with secondary antibodies conjugated to Alexa 

dye (Life Technologies; rat Alexa 555 (A21434), rabbit Alexa 488 (A21206), rabbit Alexa 555 

(A31572), rabbit Alexa 647 (A31573), mouse Alexa 555 (A31570), mouse Alexa 647 (A31571), 

1:250), and washed three times with PBS. Slices were then mounted in DAPI Fluoromount-G 

(Southern Biotech) and imaged on a virtual slide microscope (Olympus VS120). 
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A1.9. S INGLE-MOLECULE RNA  FLUORESCENCE IN SITU HYBRIDIZATION (SMRNA-FISH) 

For sample preparation, hippocampal hemispheres from mice were fresh- or fixed-frozen in Tis-

sue-Tek Cryo-OCT compound (Fisher Scientific) on dry ice and stored in -80°C until further use. 

Hippocampi were sectioned at a thickness of 15–20 μm and RNAs were detected by RNAscope 

(Advanced Cell Diagnostics) using the manufacturer’s protocol. Probes for Fos, Fosb, and Junb 

were custom designed with Advanced Cell Diagnostics specifically to detect exons excised upon 

Cre recombinase expression. The following probes were used: Mm-Cre (Cat. #546951), Mm-Fos 

(Cat. #584741), Mm-Fosb (Cat. #584751), Mm-Junb (Cat. #584761), Mm-Scg2 (Cat. #477691), 

and Mm-Scg2 intron (Cat. #859141). All in situ hybridizations were imaged using a confocal mi-

croscope (Zeiss Imager Z2) and analyzed in ImageJ (Fiji v1.0).  

A1.10. VALIDATION OF LOSS OF FOS ,  FOSB AND JUNB IN THE FOS F L / F L ;FOSB F L / F L ;  

JUNB F L / F L  (FFJ)  CONDITIONAL KNOCKOUT LINE  

Efficient excision of Fos, Fosb, and Junb upon Cre expression was confirmed at the RNA level 

using smRNA-FISH and at the protein level using immunostaining for each of the three genes. 

The Fos conditional knockout allele allows for deletion of three exons, including the last exon 

encoding the 3’ UTR, upon Cre expression, whereas the Fosb and Junb conditional knockout 

alleles are single-exon deletions (Exon 2 of 4 for Fosb; coding region only for Junb). As such, for 

smRNA-FISH, the probes were custom designed to specifically target the excised exons. Note 

that snRNA-seq detects the 3’ ends of transcripts, resulting in comparatively sparse coverage of 
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full transcripts particularly at the 5’ end of genes. This approach can therefore be used to confirm 

the deletion of Fos but not Fosb and Junb due to the design of the conditional knockout alleles, 

which leaves intact the 3’ transcripts of Fosb and Junb upon Cre excision, resulting in non-trivial 

tags during library preparation. 

A1.11. IN VITRO HIPPOCAMPAL NEURONAL CULTURE AND RNA  ISOLATION FOR 

QRT–PCR  OR BULK RNA-SEQUENCING  

Embryonic hippocampi from C57BL/6N (Charles River Laboratories) or Scg2fl/fl were dissected at 

age E16.5 or P0, respectively, then dissociated with papain (Sigma Aldrich 10108014001). Cul-

tures were generated by combining multiple embryos of both males and females (mixed sex 

cultures). Papain digestion was terminated with the addition of ovomucoid (trypsin inhibitor; 

Worthington). Cells were gently triturated through a P1000 pipette and passed through a 40 µm 

filter. Neurons were plated onto cell culture dishes pre-coated overnight with poly-D-lysine (20 

mg/mL) and laminin (4 mg/mL). Neurons were grown in Neurobasal medium (GIBCO) containing 

B27 supplement (2%), penicillin-streptomycin (50 U/mL penicillin and 50 U/mL streptomycin) and 

gluta-MAX (1 mM). Neurons were grown in incubators maintained at 37°C and a CO2 concentra-

tion of 5%. In all experiments, independent replicates were generated from dissections of mice 

on different days. Neurons were cultured in 6-well dishes at 1 million neurons per well. Neurons 

were transduced with lentiviral supernatant on days in vitro 2 (DIV2) by replacing one third of 

Neurobasal media with lentiviral supernatant. Fresh media was added at DIV4 (one fourth total 

volume). At DIV7, neurons were depolarized with 55 mM potassium chloride (KCl) for 1- or 6 h 
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to assess immediate early or late-response activity-dependent genes, respectively, and RNA was 

subsequently harvested by gentle agitation with Trizol (Life Technologies 15596026) at RT for 2 

min. The RNeasy Micro kit (Qiagen 74004) was used according to the manufacturer’s instructions 

to purify DNA-free RNA. For qRT-PCR, RNA was converted to cDNA using 200 ng of RNA with 

the high-capacity cDNA reverse transcription kit (Life Technologies 4374966). qRT-PCR was per-

formed with technical triplicates and mapped back to relative RNA concentrations using a stand-

ard curve built from a serial dilution of cDNA. Data were collected using a QuantStudio 3 qPCR 

machine (Applied Biosystems). For bulk RNA-sequencing, 100 ng of RNA was used to generate 

libraries following rRNA depletion (NEBNext, E6310X) according to the manufacturer’s instruc-

tions (NEBNext, E7420). 75 bp reads were generated on the Illumina Nextseq 500 and subse-

quently analyzed using a standardized RNA-seq data analysis pipeline (Ataman et al., 2016). 

A1.12. MORRIS WATER MAZE BEHAVIORAL PARADIGM 

8-14-week-old littermate Fosfl/fl;Fosbfl/fl;Junbfl/fl mice were injected with AAV-Cre-GFP or AAV-

DCre-GFP bilaterally into the CA1 (stereotaxic coordinates of AP -2 mm, ML ±1.5 mm, DV -1.3 

mm from bregma). Mice were given injections of dexamethasone and buprenorphine SR, and 

allowed to recover for 1-2 weeks before behavioral training. The maze (97 cm in diameter) was 

filled with RT water made opaque by the addition of tempera to a height of 40 cm. A hidden 

platform of 7 cm-diameter was placed 14 cm from the edge of the maze and submerged 1 cm 

below the water level. Distal cues were placed on all four walls of the testing room. Mice were 

trained in two blocks per day for four consecutive days (days 1-4). Each block consisted of four 
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trials. In each trial, mice were placed at one of eight (randomized) start positions spaced evenly 

along half of the circumference of the pool opposite the half of the pool that contained the 

hidden platform. Mice were given 60 s to find the platform. If mice did not find the platform 

within this time, they were guided to the platform by the experimenter and allowed to sit for 10 

s. Mice were subsequently removed from the platform and placed in a warmed cage to dry. Two 

40 s probe trials were conducted one day after training (day 5) during which the platform was 

removed. The swim paths of the mice were recorded by a video camera suspended several feet 

above the center of the maze. The experimenter was blinded to the genotype of the mice. Mice 

that did not swim (“floaters”) were excluded from further analysis. 

 

Analysis.  

All video tracking and analysis was carried out using custom MATLAB code. Swim trajectories for 

each trial were tracked semi-automatically and manually corrected. For one mouse in the study, 

due to tracking issues the trials in the second block on the first day (trials 5-8) were excluded 

from the analysis – therefore for that mouse only four trials were considered in the performance 

metric on day 1. For analyses of swim speeds and path lengths, the mean was computed for 

each mouse across all trials on the first two days in order to control for similar levels of explora-

tion. 
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A1.13. R IBOSOME-ASSOCIATED MRNA  PROFILING 

Hippocampal tissue was rapidly dissected from mice and subsequently used for isolation of ri-

bosome-bound mRNAs. Immunopurification of ribosome-bound mRNAs was performed as pre-

viously described (Sanz et al., 2009) with 10 mM Ribonucleoside Vanadyl Complex (NEB S1402S) 

present in the lysis buffer and using the mouse monoclonal anti-HA antibody (Sigma HA-7, 

H3663, 12 µg/IP). A small fraction of lysate before the immunoprecipitation was used as input 

for each sample. All RNA samples (20 ng for CaMK2a; 2.5 ng for PV) with sufficient integrity as 

analyzed by 2100 Bioanalyzer were SPIA-amplified with the Ovation RNA-seq System V2 

(NuGEN). Subsequently, SPIA-amplified cDNA (1 µg) was fragmented to a length of ~400 bp 

using a Covaris S2 sonicator (Acoustic Wave Instruments). Fragmented cDNA (100 ng) was used 

to generate Illumina-compatible sequencing libraries using the Ovation Ultralow System V2 

(NuGEN). Libraries were sequenced on the Illumina NextSeq 500 (Basespace) for 75 bp single-

end reads to a depth of 20-40 million reads per sample.  

 

Analysis.  

Analyses of Ribotag sequencing were performed for each sample at each stimulation time point 

as previously described (Mardinly et al., 2016). Briefly, raw sequencing reads ≤ 75 bp in length 

were 3′-trimmed to a uniform 70 bp (ignoring the ~0.1% of reads that were shorter than this) and 

filtered for quality control. These were then mapped strand-nonspecifically to the mm10 genome 

(GRCm38) using the Burrows-Wheeler Aligner (bwa), allowing up to 2 mismatches and no gaps. 
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In addition to the usual assembled chromosomes, alignment targets included mitochondrial 

DNA and a library of ~7 million short splice-junction sequences. Typically, 75–80% of reads were 

mappable; nonuniquely mapped reads were discarded, as were any that mapped to loci of rRNA 

genes (from RepeatMasker).   

Genic features were based on exonic loci from the NCBI RefSeq annotation for mm10. 

Mean expression density across a gene’s exons was taken as a proxy for its expression level. 

(However, noncoding genes, some of which expressed quite highly and variably from one sample 

to the next, were excluded from these analyses.) The splice-junction target sequences for each 

gene comprised subsequences of minimal length of all possible concatenations of two or more 

ordered exons such that their boundaries would be crossed by 70 bp reads. This provided an 

exhaustive, nonredundant set of predictable exon-junction-spanning loci which typically ac-

counted for ~ 20% of all exonic reads from mature messages. 

Differential expression analyses employed edgeR in R to compare transcript levels in all 

biological-replicate samples at 6 h of KA stimulation to the unstimulated samples. A gene’s ex-

pression level was flagged as significantly changed if (a) the Benjamini-Hochberg-corrected p 

value (q value) for the change, as calculated by edgeR, was consistent with a false discovery rate 

(FDR) of £ 0.005, and (b) it passed a modest background filter (total number of reads ≥ 4 across 

all compared samples).   
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A1.14. NUCLEI  ISOLATION 

Hippocampal tissue from mice was rapidly dissected and dounce homogenized. Dounce homog-

enization was performed in Buffer HB (0.25 M sucrose, 25 mM KCl, 5 mM MgCl2, 20 mM Tricine-

KOH, pH 7.8 supplemented with protease inhibitors, 1 mM DTT, 0.15 mM spermine and 0.5 mM 

spermidine) with a tight pestle for 20 strokes in a 1.5 mL total volume. Tissue was then supple-

mented with 96 uL 5% IGEPAL CA-630 and dounced an additional 5 strokes with a tight pestle. 

Homogenate was then filtered through a 40 µm strainer to remove large debris and collected in 

a 15 mL conical tube prior to the addition of 3.5 mL of Buffer HB and 5 mL of working solution 

(50% iodixanol with 25 mM KCl, 5 mM MgCl2, 20 mM Tricine-KOH pH 7.8 supplemented with 

protease inhibitors, DTT, spermine and spermidine). Homogenized tissue was underlaid with 1 

mL of 30% iodixanol and 1 mL of 40% iodixanol (diluted from working solution) solutions. Sam-

ples were centrifuged at 10,000xg for 18 min. Nuclei were collected in a 70 uL or 250 uL volume 

at the 30/40% iodixanol interface for 10X Genomics and CUT&RUN protocols, respectively. 

A1.15. FFJ  S INGLE-NUCLEUS RNA-SEQUENCING (SNRNA-SEQ) 

FFJ snRNA-seq was performed with the 10X Genomics Chromium Single Cell Kit (v3). Approxi-

mately 7,000-10,000 nuclei were added to the RT mix prior to loading on the microfluidic chip. 

Each snRNA-seq sample consists of pooled nuclei from 2 mice. All downstream steps for the 

cDNA synthesis, cDNA amplification and library preparation were performed according to the 
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manufacturer’s instructions (10X Genomics). All samples were sequenced on Illumina NextSeq 

500 (Basespace) with 28 bp (read 1), 8 bp (index), and 56 bp (read 2).  

 

Analysis.  

Initial FASTQ files were generated using the standard bcl2fastq Illumina pipeline, and gene ex-

pression tables for each barcode were generated using the CellRanger (v3.0.0) pipeline accord-

ing to instructions provided by 10X Genomics. AAV transduced cells were detected by the pres-

ence of mRNA species mapping to the WPRE-bGH polyA sequence present in all AAVs used in 

this study. WPRE transcripts were PCR amplified using custom primers. Gene expression tables 

were then imported into R and analyzed using custom written functions as well as the Seurat (v3) 

package. Exclusion criteria: Nuclei were removed from the dataset if they contained fewer than 

500 discovered genes or had greater than 5% of reads mapping to mitochondrial genes. General 

analysis parameters: Raw UMI counts were normalized to 104 UMIs per cell (i.e., tags per ten 

thousand, TPT). Nuclei from all Cre (or all DCre) mice were merged for the purposes of dimen-

sionality reduction and clustering. Highly variable genes were identified using the FindVariable-

Features function (selection.method = ‘vst’, nFeatures = 2000), which identifies the 2,000 most 

variable genes amongst the analyzed nuclei. Principal component analysis based on the 2,000 

most variable genes was performed using the RunPCA function to reduce the dimensionality of 

the dataset. The top 20 principal components were retained and projected into a 2-dimensional 

space using the uniform manifold approximation and projection (UMAP) algorithm implemented 

using the RunUMAP function (n.neighbors = 50, min.dist = 0.5). The following genes were used 
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as a guide to assign cell type identities to the graph-based clusters: pan-excitatory (Slc17a7); 

CA1 excitatory neurons (Fibcd1, Mpped1); CA3 excitatory neurons (Spock1, Cpne4); excitatory 

dentate gyrus (Prox1, C1ql2); pan-inhibitory (Gad2, Slc32a1); Sst+ interneurons (Sst); Pvalb+ in-

terneurons (Pvalb); Vip+ interneurons (Vip); Cck+ interneurons (Cck); Nos1+ interneurons (Nos1), 

Npy+ interneurons (Npy), Oligodendrocytes (Aspa, Opalin, Gjb1); Oligodendrocyte precursor 

cells (Gpr17, C1ql1); Microglia (Cx3cr1, C1qc); Endothelial cells (Ly6c1, Cldn5); Astrocytes 

(Cldn10, Gjb6, Gfap) (Cembrowski et al., 2016; Habib et al., 2016; Hrvatin et al., 2018). Differen-

tial gene expression (DGE) analysis: Statistical significance of gene expression changes for all 

genes detected in greater than 5% of respective non-transduced control cells for Cre or DCre 

samples was calculated using the Wilcoxon rank-sum test implemented through the FindMarkers 

function (logfc.threshold = 0.01, pseudocount.use = 0.001). Violin plots were generated using 

the VlnPlot function with default parameters and heatmaps were generated using a custom writ-

ten function in R. Heatmaps display the normalized gene expression values from 100 randomly 

selected cells from each indicated cell identity, and genes displayed are AP-1 targets showing 

reduced expression by at least 20% in the FFJ KO (Cre+) and whose expression is detected in at 

least 25% of analyzed nuclei. 

A1.16. CUT&RUN 

Hippocampal nuclei from CaMK2aCre/+; LSL-Sun1-sfGFP-Myc/+ mice injected with saline or 2-3 

h KA were isolated as described above. Isolated nuclei were diluted two-fold with CUT&RUN 

wash buffer supplemented with 4 mM EDTA and stained with DRAQ5 (Abcam ab108410) at a 
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1:500 dilution. CaMK2a+ (GFP+) nuclei, resulting from CaMK2a-Cre-mediated expression of 

Sun1-sfGFP-Myc, were isolated by flow cytometry using a Sony SH800Z Cell Sorter and subse-

quently analyzed using FlowJo (10.6). Sorted nuclei were resuspended in 1 mL cold CUT&RUN 

wash buffer (20 mM HEPES pH 7.5, 150 mM NaCl, 0.2% Tween-20, 1 mg/mL BSA, 10 mM sodium 

butyrate, and 0.5 mM spermidine supplemented with protease inhibitors), using 50,000 nuclei 

for each reaction. Nuclei were bound to magnetic Concanavalin-A (ConA) beads (Bangs Labor-

atories) that had been washed with CUT&RUN binding buffer (20 mM HEPES-KOH pH 7.9, 10 

mM KCl, 1 mM CaCl2, 1 mM MnCl2). ConA-bead-bound nuclei were then incubated overnight in 

cold CUT&RUN antibody buffer (CUT&RUN wash buffer supplemented with 0.1% Triton X-100 

and 2 mM EDTA) and an in-house rabbit polyclonal anti-Fos antibody (affinity eluted #1096, 

1:100) or rabbit IgG antibody (Cell Signaling Technology #2729, 1:100).  

After antibody incubation, ConA-bead-bound nuclei were washed with CUT&RUN anti-

body buffer, resuspended in CUT&RUN Triton-wash buffer (CUT&RUN wash buffer supple-

mented with 0.1% Triton X-100), and Protein-A-MNase was added at a final concentration of 700 

ng/mL. Samples were incubated at 4°C for 1 h. The ConA-bead-bound nuclei were then washed 

twice with CUT&RUN Triton-wash buffer and ultimately resuspended in 100 uL of CUT&RUN 

Triton-wash buffer. 3 uL of 100 mM CaCl2 was added to each sample and samples were incu-

bated on ice for 30 min. The reaction was stopped by the addition of 100 uL of 2x STOP buffer 

(340 mM NaCl, 20 mM EDTA, 4 mM EGTA, 0.04% Triton X-100, 20 pg/mL yeast spike-in DNA, 

and 0.1 µg/mL RNase A) and incubation at 37°C for 20 min. After incubation, ConA beads were 

captured using a magnet and supernatants containing DNA fragments released by Protein-A-
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MNase were collected. Supernatants were then treated with 2 uL of 10% SDS and 2 uL of 20 

mg/mL Proteinase-K and incubated at 65°C with gentle shaking for 1 h. DNA was then purified 

using standard phenol/chloroform extraction with ethanol precipitation. DNA was resuspended 

in 30 uL of 0.1x TE buffer. CUT&RUN sequencing libraries were generated essentially as previ-

ously described(Hainer and Fazzio, 2019), with the following modifications: Adapter ligation to 

end-repaired, and A-tailed DNA was performed using Rapid T4 DNA ligase (Enzymatics). PCR-

amplified libraries were purified from adapter dimers using a 1.1x ratio of AMPure XP beads, 

eluting in 20 uL of 10 mM Tris pH 8.0. All CUT&RUN libraries were sequenced on a NextSeq 500 

(Basespace) using paired-end 40 bp reads.  

 

Analysis.  

After demultiplexing, sequencing reads were trimmed for quality and remaining adapter se-

quence using Trimmomatic v0.36 and kseq. Trimmed reads were aligned to the mm10 genome 

using Bowtie2 v2.2.9 with the following parameters: --local --very-sensitive-local --no-unal --

dovetail --no-mixed --no-discordant --phred33 -I 10 -X 700. Trimmed reads were also aligned to 

the sacCer3 genome with the same parameters to recover reads corresponding to yeast spike-

in DNA used in CUT&RUN. Genome-wide coverage of CUT&RUN fragments was generated us-

ing Bedtools v2.27.1 genomecov, normalizing to the number of yeast spike-in reads obtained 

for each sample. Normalized coverage tracks were visualized using IGV v2.4.10 and represent 

the average signal across all three biological replicates. CUT&RUN coverage over 100 bp bins 

genome-wide was determined using Deeptools v.3.0.2 multiBigwigSummary and was used to 
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calculate Pearson correlation between pairs of replicate samples for each antibody and stimulus 

condition. Peaks were identified for Fos CUT&RUN using SEACR v.1.1 using the following pa-

rameters: norm, relaxed. CUT&RUN performed using rabbit IgG was used as the negative control 

sample for peak calling. Peaks were subsequently filtered to identify peaks found in all three 

biological replicates for each condition, creating a conservative set of Fos-bound sites. Peaks 

within 150 bp of each other were then merged using Bedtools v2.27.1 merge. Plots of spike-in 

normalized CUT&RUN coverage over peaks were generated by first centering peaks on the max-

imum of CUT&RUN signal within the peak. CUT&RUN coverage over 50 bp bins spanning 1,000 

bp upstream and downstream of the peak center was calculated using Deeptools v.3.0.2 com-

puteMatrix. Coverage in each bin was averaged across all peaks, and average per-bin coverage 

was plotted in R using ggplot2. 

 To determine distances between transcription start sites (TSS) and Fos binding sites, po-

sitions of TSSes for Refseq, CaMK2a-Ribotag activity-regulated, and CA1 excitatory neuron-spe-

cific AP-1-regulated genes were obtained from the UCSC table browser. Distances between Fos 

binding sites and the nearest TSS (Malik et al., 2014) were calculated using Bedtools v.2.27.1 

closest. Histograms of distances between Fos-bound sites and TSSes were plotted in R using 

ggplot2. We determined the statistical significance of the differences between the distributions 

of distances for Refseq, CaMK2a-Ribotag activity-regulated, and CA1 excitatory neuron-specific 

AP-1-regulated genes using a Wilcoxon rank-sum test in R. 

 To identify enriched transcription factor motifs within Fos binding sites, genomic se-

quences 250 bp upstream and downstream of Fos peak centers were retrieved using Bedtools 
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v.2.27.1 getfasta and used as input to MEME-ChIP. Motifs were searched against the HOCO-

MOCO Mouse v11 CORE database, allowing for multiple occurrences of motifs per sequence 

and using default settings for all other parameters. The three motifs with the lowest E-value were 

reported. 

A1.17. NOVEL ENVIRONMENT SINGLE-NUCLEUS RNA-SEQUENCING (NE  SNRNA-

SEQ) 

C57BL/6J mice were exposed to a brief 5-min novel environment stimulus and subsequently 

returned to their home cages for 1 h or 6 h prior to hippocampal tissue collection. Nuclei were 

isolated from hippocampal tissue as described above and snRNA-seq was performed using the 

10X Genomics or inDrops (Klein et al., 2015) platform. A total of 23,610 nuclei, with a range of 

700-15,000 RNA molecule counts per cell and 200-2,500 unique genes per cell, were clustered 

into ~13 cell types using the UMAP algorithm. The genes Slc17a7, Fibcd1, and Pex5l were used 

as a guide to assign cell type identity to the dorsal CA1 excitatory neuron cluster. Raw UMI 

counts for each gene were normalized to total UMI counts per cell. Differential gene expression 

and statistical significance were measured using the Wilcoxon rank-sum test. A down-sampled 

total of 1,659 CA1 excitatory nuclei were used per condition. 

A1.18. IMMUNOBLOTTING 

Whole-cell extracts from 293T cells were generated by rapid lysis of cells in boiling Laemmli SDS 

lysis buffer (4% SDS, 20% glycerol, 10% 2-mercaptoethanol, 0.004% bromophenol blue, 0.125 
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M Tris HCl pH 6.8). Protein extracts were resolved on 4-12% Bis-Tris gradient (Figure 2.16C) or 

8% Tris-Glycine gels (Figure 2.21E) and subsequently transferred onto nitrocellulose membranes. 

Membranes were incubated overnight in the following primary antibodies: mouse anti-Myc (De-

velopmental Studies Hybridoma Bank 9E10 in Figure 2.16C, 1:1000) or mouse anti-HA (Sigma 

HA-7, H3663 in Figure 2.21E, 1:1000) and rabbit anti-Gapdh (Sigma G9545, 1:2000). Following 

washes, membranes were incubated with secondary antibodies conjugated to IRDye 800CW (LI-

COR; mouse (926-32210), rabbit (926-32211), 1:5000) for imaging with the LI-COR Odyssey sys-

tem. 

A1.19. IN VIVO SILICON PROBE RECORDINGS  

For all in vivo electrophysiology recordings, 8-10-week-old Scg2fl/fl mice underwent two stereo-

taxic surgeries. In the first surgery, AAV-Cre-GFP or AAV-DCre-GFP was injected into the CA1, 

and future silicon probe sites over CA1 (stereotaxic coordinates approximately AP -2 mm and 

ML ±1.8 mm from bregma) were marked on the surface of the skull. Metabond (Parkell) was used 

to attach a titanium headplate and cover the remaining exposed skull. Mice were given injections 

of dexamethasone and buprenorphine SR, and allowed to recover for 1-2 weeks, during which 

they were exposed to novel environments daily and habituated to head-fixation on the air-sup-

ported Styrofoam ball. On the day of recording, a second surgery (craniotomy) was performed 

at one of the marked locations on either the left or right hemisphere. The craniotomy was cov-

ered with Kwik-Sil (World Precision Instruments) and the mouse was allowed to recover fully from 

anesthesia for at least 4 h. 64-channel silicon probes (Neuronexus) were inserted into the cortex 
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and slowly lowered ~1.25-1.5 mm below the surface of the pia to the pyramidal layer of CA1. In 

some cases, melted agarose (2% w/v) was applied to the headplate well to stabilize the probe. 

Probe advancement was stopped in the pyramidal layer of CA1, as evidenced by the presence 

of theta oscillations and appearance of multiple units in high density across multiple channels. 

All data were digitized and acquired at 20 kHz (Intan Technologies RHD2000 Recording system).    

 

Analysis.  

All data analysis (Yatsenko et al., 2015) was carried out with custom MATLAB scripts. Channels 

that were outside of CA1 were excluded from analysis. Spike sorting was performed using Ki-

losort2 (https://github.com/MouseLand/Kilosort2) (Pachitariu et al., 2016), followed by manual 

inspection and curation of clustering using Phy2 (https://github.com/cortex-lab/phy) (Rossant et 

al., 2016). Only well-isolated units were chosen for further analysis. Additionally, single units had 

to meet the following criteria: detected on fewer than 20 channels, half-maximum spike width of 

less than 1 ms, at least 1,000 spikes detected in the session, and overall firing rate of > 0.01 

spikes per second. Units were divided into putative excitatory and inhibitory subclasses based 

on the spike trough to peak duration, as described previously (Bartho et al., 2004), using a cutoff 

of 0.7 ms, below which units were labeled as inhibitory interneurons. Due to the low number of 

inhibitory interneurons recorded, these were excluded from analyses. For local field potential 

(LFP) analysis, data from each channel was filtered and downsampled to 1000 Hz. For theta 

phase-locking analysis, only periods during running were used in the analysis. A single channel 

within the stratum pyramidale was chosen as the reference. LFPs were filtered and the Hilbert 
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transform was used to determine the phase. The preferred phase of each neuron was computed 

as the circular mean of the phase at each spike using the CircStats toolbox in MATLAB (Berens, 

2009). For comparison of single cell properties in the WT and KO groups, cells were pooled 

across mice. Power spectra were computed between 1 and 120 Hz using the multitaper method 

(timebandwidth=5, tapers=3) in the Chronux toolbox (Bokil et al., 2010). Power at frequencies 

between 58-62 Hz were excluded from all subsequent analyses due to 59-61 Hz notch filtering 

applied (2nd order butterworth filter) to remove noise. Power spectra were computed for each 

channel individually and averaged across channels. To compare across mice and sessions, indi-

vidual session power spectra were normalized by the sum over all frequencies in the power spec-

tra (1-120 Hz range). Fraction of spikes as a function of theta phase was computed on an individ-

ual unit basis by summing spikes in each 10° bin during running and then dividing by the sum of 

spikes across all bins. 
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APPENDIX 2. 

SUPPLEMENTAL EXPERIMENTS :  IN VIVO IMAGING  
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This appendix describes a longstanding collaborative effort during my Ph.D. with another Ph.D. 

candidate in the Program in Neuroscience, Noah L. Pettit and his thesis advisor, Dr. Christopher 

Harvey in the Department of Neurobiology at Harvard Medical School. During the course of my 

work on Fos, I realized that understanding the in vivo relevance of the Fos-mediated inhibitory 

synaptic plasticity uncovered would require expertise beyond that within the Greenberg labora-

tory. M.E.G. and I therefore began collaborating with N.L.P. and C.D.H. N.L.P. and I, alongside 

three other Northeastern co-op students, Emily Golden, Mikhail Kuznetsov, and Julia Terry, per-

formed the pilot experiments for this project, including testing and troubleshooting initial be-

havioral and imaging setups, and performing imaging on the first sets of loss-of-function mouse 

models of the activity-dependent gene program. These initial experiments informed the design 

and execution of subsequent sets of experiments that were performed and analyzed by N.L.P 

with guidance from C.D.H. These experiments described in brief below will form the basis of a 

manuscript in which I will be an author. 

A2.1. BACKGROUND AND MOTIVATION 

 The primary goal of my research efforts and the research efforts of the Greenberg labor-

atory in general is to understand how activity-dependent transcription drives circuit dynamics 

and thus gives rise to adaptive behaviors. As described in previous chapters, these efforts have 

been hampered in large part by (1) our lack of understanding of the physiological features of 

neural activity that lead to the induction of the activity-dependent gene program in an awake-

behaving animal in the first place, (2) limitations in our ability to perturb the activity-dependent 
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gene program due to the extensive networks of early-response and late-response genes, and (3) 

the inability to distinguish cell-autonomous from secondary effects of coarse manipulations of 

the activity-dependent gene program to date in behavioral studies. In addition, we do not cur-

rently understand how the physiological induction of different activity-dependent gene pro-

grams in diverse cell types together orchestrate network-wide changes that in turn alter the ac-

tivity dynamics of the network itself, thus underscoring the importance of longitudinal recordings 

that allow for the monitoring of the same sets of cells over time at single-cell resolution during a 

behavior.  

We sought to address some of these challenges in collaboration with the Harvey labora-

tory. We wanted to ask if and how activity-dependent transcription both affects and is affected 

by neural activity in awake-behaving animals in vivo. Given the extensive interrogation of the 

activity-dependent gene program that has already been performed in the CA1 region of the 

hippocampus by the Greenberg laboratory and others, including the characterization of the func-

tion of the Fos-Scg2 pathway on perisomatic inhibitory circuits in the CA1 in this dissertation 

(Yap et al., 2021), we reasoned that we are now in the position to begin to bridge the aforemen-

tioned gaps in our understanding by focusing on behaviors involving this brain region.  

 Decades of work have pointed to the hippocampus as a key hub for learning and memory. 

Perhaps the best case study on this subject is that of patient H.M., who due to severe childhood 

seizures underwent surgery in the 1950s to remove much of his medial temporal lobe, which 

included lesions to the hippocampi, amygdala, and the adjacent para-hippocampal gyri (Squire, 

2009; Squire and Wixted, 2011). Post-surgery, he became incapable of forming memories of 
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newly learned facts and events, though his long-term memories remained intact. Patient H.M. 

had what is now known as anterograde amnesia. Although difficult to conclude due to the ex-

tensive nature of the lesions, the hippocampus has since been hypothesized to be a critical re-

gion for the formation and consolidation of new memories, supported by years of subsequent 

work in humans, non-human primates, rodents and other model systems. 

 Within the field of learning and memory, several leading lines of investigation have been 

pursued: the study of memory engrams (Josselyn and Tonegawa, 2020), the study of spatial or 

place codes (O'Keefe and Dostrovsky, 1971), and the study of memory-related network oscilla-

tions (Buzsaki, 2015; Joo and Frank, 2018). First, memory engrams are thought to be the neural 

substrates of memory, defined as cells that are necessary and sufficient for the formation, con-

solidation, and subsequent retrieval of memories. Their link to activity-dependent transcription 

is the closest to date in that these engrams are largely characterized by the transient expression 

of the immediate early genes Fos or Arc during the encoding of a memory. These genes are 

again turned on in a subset of these engram cells during periods of consolidation (for example, 

during sleep) and retrieval (Navarro-Lobato and Genzel, 2019). Beyond serving as a marker of 

recent neural activity, however, the potential function of Fos itself when expressed had remained 

unclear prior to this thesis work due to the aforementioned difficulties in perturbing the Fos 

program.  

In addition, work on the hippocampus has led to the discovery that pyramidal cells can 

form place cells in that they become active at specific physical locations as an animal traverses 

an environment (O'Keefe and Dostrovsky, 1971), allowing the animal to form a spatial map of 
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the environment. These maps are thought to be stable enough across time that they can serve 

as memory traces of specific spatial contexts. Nevertheless, it remains unclear how stable a spa-

tial code can be, with some studies suggesting significant drift in place fields over days (Attardo 

et al., 2015), and others suggesting that spatial locations can still be decoded from the activity 

of cells after many weeks (Gonzalez et al., 2019). As such, we do not yet know what the relation-

ship of place cells is with, and the extent to which they can function as, engram cells, which are 

known to be stable for at least two weeks if not longer in mice (Goshen et al., 2011; Kitamura et 

al., 2017). Nevertheless, work on hippocampal place cell stability has led to findings suggesting 

that spatial memories are consolidated offline, during which repeated reactivation of place cell 

sequences (known as replay) during quiescent wakefulness or sleep allow for the stabilization of 

a spatial code (Sutherland and McNaughton, 2000).  

 Hippocampal replay is tied to another well-studied phenomenon in the brain: network 

rhythms, which are oscillations in the brain that occur at a range of frequencies. For example, 

rhythms that occur in the 4-12 Hz and 30-90 Hz ranges are known as theta and gamma rhythms 

(Buzsaki, 2002; Buzsaki and Wang, 2012), respectively, while high frequency oscillations at 150 

Hz or greater are known as sharp-wave ripples (Buzsaki, 1986, 2015). These oscillations are 

thought to be important for synchronizing the activity of ensembles of neurons both within and 

across brain regions. Hippocampal reactivation as described in the preceding paragraph is 

thought to be linked to these oscillations because the rapid compressed replay of hippocampal 

place cell sequences has been found to occur during sharp-wave ripple (SWR) events (Carr et al., 
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2011; Karlsson and Frank, 2009; Nadasdy et al., 1999). SWRs have also been shown to be causally 

important for memory consolidation (Girardeau et al., 2009).  

While much work remains to be done to characterize the precise relationship between 

memory engrams, spatial maps, and network oscillations, compelling lines of evidence suggest 

that inhibitory circuits are critical for all three aspects (Buzsaki, 2001; Grienberger et al., 2017; 

Rashid et al., 2016), thereby suggesting a potential circuit-based mechanistic framework by 

which to link these lines of investigation with work in this dissertation on the activity- and Fos-

dependent transcriptional regulation of inhibition. 

As a first step towards this goal, we sought to record from place cells in the hippocampal 

CA1 region as mice perform a goal-directed spatial navigation task. As mentioned above, apart 

from the work on memory engrams that utilize Fos as a marker of recent neural activity, record-

ings of place cells (and network rhythms) have largely been performed in the absence of activity-

dependent transcriptional markers. The absence of gene expression information has made it 

difficult to tie these different lines of work together. To that end, we decided to perform simul-

taneous two-photon imaging of calcium activity and Fos expression in head-fixed mice navi-

gating in virtual reality. I describe preliminary results from this ongoing work below, as well as 

highlight outstanding questions that remain to be answered.  
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A2.2. PRELIMINARY RESULTS AND CONCLUSIONS  

Double transgenic Fos-TetTag (Reijmers et al., 2007) and Thy1-jRGECO1a mice (Dana et 

al., 2018) or single transgenic Fos-TetTag mice injected with AAV encoding jRGECO1a under 

the CAG promoter (generated by E.-L.Y. based on plasmid by (Dana et al., 2016)) were used in 

the first part of this study. The Fos-TetTag mice themselves contained two transgenes driven by 

the Fos promoter, a tetracycline (Tet) transcriptional activator (which allows for subsequent 

doxycycline-dependent control of a downstream effector gene) and a short half-life enhanced 

green fluorescent protein (eGFP). For the purposes of this study, only the eGFP transgene was 

utilized as a proxy for Fos expression. In addition, jRGECO1a is a red fluorescent calcium indica-

tor used as a proxy for neural activity. 

These mice were trained to perform a goal-directed spatial navigation task inspired by 

prior work (Danielson et al., 2016). In this task, water-deprived mice head-fixed on an air-sup-

ported spherical treadmill navigated down a linear track within a virtual environment, where they 

learned the specific location of a hidden water reward (Figure A2.1, top). We found that mice 

learned to perform this task over days and became experts within 3-5 sessions (one session per 

day), as demonstrated by the increased number of licks within the reward zone and suppression 

of licks outside the reward zone (Figure A2.1, bottom), as well as the increase in anticipatory licks 

and reduced running speeds immediately preceding the reward location (data not shown). Re-

versible muscimol, a GABAA receptor agonist, inactivation of the hippocampus was also per-

formed to confirm that this task was hippocampal-dependent (data not shown).  
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Figure A2.1. Goal-directed spatial navigation task in virtual environment.  
(Top) Schematic of the goal-directed spatial navigation task, including the location of the hidden 
reward and mouse view. (Bottom) (Left) Example trials from a novice session and (Middle) an 
expert session, where black ticks represent licks, and blue ticks indicate consumption licks due 
to presence of a water reward. (Right) Behavioral performance of mice improved over days.  

 

We performed simultaneous imaging of jRGECO1a calcium activity and Fos-eGFP ex-

pression with a two-photon microscope (Figure A2.2). Using this approach, we were able to 

identify place cells and also cells that induced Fos during the task. As discussed above, the neural 

activity features in vivo that correlate with the induction of Fos during behavior have been un-

clear, even though Fos has been used widely as a marker of recent neural activity. Intriguingly, 
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our data suggests that contrary to expectation, Fos-induced cells did not necessarily have higher 

mean firing rates compared to non-Fos-induced cells. However, they did have overall higher 

integrated calcium activity and longer average calcium transient durations compared to non-Fos-

induced cells. This result is consistent with the known role of increased calcium influx through 

voltage-sensitive calcium channels in driving gene transcription (Catterall, 2011).  

 

Figure A2.2. Simultaneous two-photon imaging of calcium activity and Fos expression.  
A, Schematic of head-fixed virtual reality task and two-photon imaging setup. B, Schematic of 
dual-color imaging of jRGECO1a calcium activity and eGFP as a proxy of Fos expression. C, 
Example field-of-view of the CA1. Scale: 100 µm. D, Fos induction is quantified as the magnitude 
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of eGFP expression at 3 h after the behavioral session normalized to baseline eGFP expression 
at 0 h (defined as the timepoint immediately after a 30-minute behavioral session). Fos-induced 
cells are defined as cells whose fold-induction of eGFP meets a specific experimenter-defined 
threshold. Scale: 12 µm. 

In addition, we also analyzed the place cell properties of Fos-induced cells compared to 

neighboring non-Fos-induced cells and found that Fos-induced cells were more likely to be place 

cells. In addition, they were more reliable as place cells as measured by the trial-to-trial correla-

tion of their place cell activity, and they also had greater spatial information as a population 

compared to non-Fos-induced place cells. Moreover, as these recordings were performed across 

days, we were able to measure the stability of the spatial representations of the Fos-induced 

cells. We found that they appeared to more stably encode spatial locations throughout the en-

vironment (data not shown). 

 

Figure A2.3. Side-by-side imaging of FFJ-wildtype and knockout cells to identify a causal role 
for Fos in place cell dynamics.  
A, Investigating the cell-autonomous function of Fos using the conditional AP-1 loss-of-function 
mouse model (FFJ) characterized in Chapter 2. B, Representative field-of-view depicting sparse 
Cre-GFP expression in the CA1, allowing for side-by-side imaging and comparison of place cell 
dynamics of FFJ-wildtype and FFJ-knockout cells. Scale: 100 µm. 
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We then asked if the cell autonomous function of Fos is necessary for these properties by 

performing side-by-side calcium imaging of wildtype and knockout neurons in our conditional 

AP-1 knockout mouse line (FFJ), in which Cre-GFP was introduced in a sparse manner via an AAV 

into the CA1 (Figure A2.3) during the task. We found that Fos contributes to the formation of 

reliable spatial representations in the CA1. While FFJ-knockout cells formed functional place 

cells and appeared healthy over many weeks, they showed lower trial-to-trial correlation in place 

cell activity and carried less spatial information as a population. The Fos program also appeared 

to be required for the stability of the spatially-unbiased place code across days. A major limita-

tion of this set of perturbation experiments, however, is the lack of a reporter of Fos expression, 

as in the first set of experiments, precluding the identification of cells that would have turned on 

Fos during the behavior. Due to the already extensive mouse genetics with the triple conditional 

AP-1 knockout mouse line, using a viral Fos reporter (already designed by E.-L.Y. and awaiting 

characterization in vivo) with similar expression dynamics to that of the Fos-TetTag mouse line 

appears to be the most practical and tangible approach for subsequent experiments. 

 Together, the findings in this line of study greatly clarify the relationship between activity-

dependent gene transcription and place cell coding, identifying for the first time not only a 

strong correlation between Fos-activated cells and place cell reliability and stability over days, 

but also a causal role for Fos in regulating these place cell properties. Nevertheless, we still do 

not know the extent to which these Fos-activated place cells represent memory engram cells of 

the spatial context, though our finding that Fos-induced place cells strongly tile the entire envi-

ronment compared to non-Fos-induced place cells (which tended to be enriched near the reward 
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zone over time), strongly suggests that there may be a substantial overlap between our Fos-

induced place cells and memory engram cells. Going forward, this hypothesis should be tested 

by manipulating the activity of Fos-induced place cells, using new technologies compatible with 

two-photon functional imaging such as a two-photon spatial light modulator, to demonstrate 

their necessity and sufficiency for spatial memory consolidation and retrieval. In addition, the 

relationship of these Fos-induced place cells to network rhythms remains unclear, and future 

work should clarify this relationship. Last but not least, while we now have evidence from work in 

this dissertation that the Fos program plays a causal role in both the reorganization of PV and 

CCK inhibitory networks within the CA1 (Chapter 2), and in regulating place cell reliability and 

stability (Appendix 2), we still do not know if and how the reconfiguration of PV and CCK inhibi-

tory connections contributes to the reliability and/or stability of Fos-induced place cells. The 

advent of new technologies to bidirectionally manipulate synapses in a cell type-specific manner 

should aid in clarifying these questions. 
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