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Case Studies in Public Interest Technology 

Abstract 

Today, there are multiple ways where digital technologies adversely impacts the public 

interest, whether that’s the spread of misinformation online, the loss of privacy, the threat of 

algorithmic discrimination, and more. Public interest technology is an emerging field that seeks to use 

cross-disciplinary techniques to research and address these issues in order to advance the public 

interest.  

For this dissertation, I present three different case studies of public interest tech research 

projects, each of which focuses on a different technology and relevant public interest. In Chapter 2, I 

research how Facebook’s advertising algorithms can discriminate by race and ethnicity. In Chapter 3, I 

test how the predictability of Social Security Number (SSN) assignment based on easily accessible 

data about Americans presents a risk of identity theft. In Chapter 4, I demonstrate how TraceFi, a Wi-Fi 

based collocation detection technology, can be deployed for COVID-19 contact tracing. 

In this dissertation, I propose how we can adapt Lawrence Lessig’s pathetic dot model as the 

“Three Forces Model of Public Interest Tech” to understand the current dysfunctional state of 

relationships between technology, society, and the public interest, where the public interest is often 

affected as an output of technology but not fully considered as an input. The three forces of the law, 

norms, and market can affect a given technology or vice versa which in turn affects the public interest. 

For different combinations of technologies and public interests, the amount of force exerted by the 
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law, norms, or market could also differ and so could the degree of feedback between the technology 

and each of the forces. 

Since the normative goal of public interest tech as a field is to ultimately advance the public 

interest, the goal state of the Three Forces Model demonstrates how the public interest can be an 

input for the law, norms, and market in how they affect a technology’s design and usage, which would 

in turn affect the public interest. Stakeholders relevant to each of the forces can consider the public 

interest as a priority in how they interact with a technology and its designer.  

In Chapter 5, I present how we can apply the Three Forces Model for Public Interest Tech to 

each case study to describe the current state and the ideal goal state. 

In order to effectively respond to the multiple ways of how digital technologies have adversely 

impacted the public interest, we need a “whole-society” strategy that coordinates our laws, norms, 

and markets in how they interact with our technologies to prioritize the public interest. As public 

interest technologists, we need to work across disciplines to advance the public interest.  

Let’s get started. 
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Chapter 1  

Introduction 

In 1998, Lawrence Lessig proposed his pathetic dot theory to describe the four constraints 

that shape the behavior of an individual [1]. They are law, norms, market, and architecture (Figure 

1.1). Laws can force an individual to obey it or else face legal consequences ex post for disobedience, 

whether that’s a fine or jail time. Norms and social pressure can also influence an individual to do 

what’s expected of them as a member of society. Market forces shape which products an individual 

can purchase, what do they do to earn a living, and other decisions related to how an individual 

obtains and spends scarce resources. Finally, Lessig describes “architecture”, the fourth constraint, as 

features of the world, either natural or man-made, that restrict or enable certain behaviors. For 

example, if there’s a wall blocking an individual, they can’t see through it. Nor can they easily access 

an abortion if the nearest abortion clinic is located very far away.  
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Figure 1.1. Four constraints that shape the behavior of an individual in Lessig’s pathetic dot 

theory [1]. 

Using this framework, Lessig describes how digital technologies or “cyberspace” can constrain 

individuals in similar ways as architecture does in the real world [1]. Whether one is a user of a piece of 

technology or a data subject within a technological system, the design of the technology creates 

virtual walls or locked doors that can be just as constraining as any physical wall. If you don’t have the 

right authorization as a developer or the ability to hack the code, then the computer program will 

dictate what functions you can use and what happens to your data.  

Lessig expanded on this idea of cyberspace as architecture and how to regulate it in his Code 

and Other Laws of Cyberspace in 1999 [2]. At the time, the internet and other digital technologies were 

still developing and faced relatively light regulations. Lessig argued in favor of more regulations of the 

internet whether that’s through the law or code in order to preserve important democratic values 

such as free speech or privacy. 

Fast forward two decades, and we see in America today many of the negative repercussions of 

how these technologies, which still generally face light regulations, have developed to serve corporate 

interests and profits while harming the public interest. Issues contributing to the “techlash” or “tech 

backlash” include the spread of misinformation online distorting our politics, the loss of privacy in 

order to use vital digital tools, the emergence of new ways to discriminate through biased algorithms, 

and more [3]. Many Americans feel like the hypothetical individuals in Lessig’s pathetic dot model, 

constantly constrained by digital architecture they have no control over [4]. Those who have the 

power are the designers and often corporations behind each technology, whether that’s Facebook 

creating a content moderation system that doesn’t stop the misinformation problem, Google 

monitoring the searches and emails of its users which sacrifices privacy to target ads, or Northpointe 
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creating COMPAS, a recidivism risk score algorithm that’s potentially biased against African-American 

defendants. The power that these technology designers have can be just as influential on the lives of 

Americans as the nation’s legislators, judges, and President, but they don’t follow the same 

democratically accountable processes of elections, appointments, and confirmation hearings to gain 

that power.  

One approach is to see these issues not as purely due to technology, but rather as a result of 

“sociotechnical” systems where the interaction between social and technical systems have complex 

“cause and effect” relationships [5, 6, 7, 8, 9, 10, 11]. The decisions made by an algorithm can reflect 

and reinforce the ways that society and people in society already behave. Cathy O’Neil, in her book 

Weapons of Math Destruction, notes that often these tools “punish the poor and oppressed in our 

society, while making the rich richer” [11]. Thus, using a sociotechnical approach to research 

algorithmic bias means understanding the complex social, cultural, and organizational contexts 

where an algorithm is deployed [9]. This includes asking questions about the identity, incentives, 

preferences, assumptions, biases, and other social attributes of the technology’s designers, users, 

data subjects, customers, and other stakeholders [10, 12]. The sociotechnical approach also has many 

ties to the Science, Technology, and Society (STS) literature on treating the characteristics, power, 

and effect of technologies as based on the “network of relations within which a technology is 

positioned”, according to Neyland [10]. Thus, an ethnography-based approach can uncover the 

principles and expectations of the different parties who are involved with or affected by the 

technology [10].  

As the scale of tech’s impact expands beyond the individual to affect large groups of people 

and society as a whole, the field of “public interest technology” has emerged over the last several years 

as a response by leaders in philanthropy, academia, and governments [13, 14, 15, 16]. According to 
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Eaves, Felten, McGuiness, Mulligan, and Weinstein, “Public interest technology refers to the study and 

application of technology expertise to advance the public interest/generate public benefits/promote 

the public good” [17]. Public interest technology is a cross-disciplinary field using approaches from 

computer science, data science, social sciences, public policy, and law with a normative goal of 

applying that expertise for “public interest or common good, as distinguished from the design of 

technology or technology policy to advance commercial or individual goals and interests” [17].   

The normative goal of public interest tech to “advance the public interest” is important in light 

of how technology today is often developed without considering the public interest as an input. 

Unforeseen consequences often occur when the technology clashes with society and results in 

adversely impacting the public interest [18]. 

Three Forces Model of Public Interest Tech (Current State) 

I propose how we can adapt Lessig’s pathetic dot model to understand the current state of 

relationships between technology, society, and the public interest, where the public interest is only an 

output rather than an input.  

The underlying ambition of Lessig’s pathetic dot theory, which is based on earlier work written 

by many scholars at the University of Chicago that Lessig described as the “Old Chicago School” [1], is 

that the four constraints – law, norms, market, and architecture – “constitute a sum of forces that 

guide an individual to behave” [1]. As previously discussed, we can map digital technology as 

“architecture”, since it serves as the role of architecture for the digital world. Unfortunately, our 

current state is a dysfunctional one, where the public interest is often affected as an output of 

technology but not fully considered as an input, and we can see how that has motivated the techlash 

and the establishment of public interest tech as a response. The dyadic relationship between 

technology and the public interest doesn’t exist in a vacuum. But rather it is built by and operates 
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within the complicated nature of society itself. Thus, Figure 1.2 shows how, in our current state, the 

three forces of the law, norms, and market can affect a given technology or vice versa which in turn 

affects the public interest. There are dotted lines from the public interest to the law, norms, and 

market forces, which represents the mixed presence of the public interest as an input. It may be 

partially absent or not a significant priority that needs to be addressed. Even if one force considers the 

public interest as being very important, it may not be the most powerful force that is impacting the 

technology and technology designer. 

 

Figure 1.2. The Three Forces Model of Public Interest Tech (Current State). The three forces of 

the law, norms, and market affect a given technology or vice versa which in turn affects the 

public interest. There are dotted lines from the public interest to the law, norms, and market 

forces, which represents the mixed presence of the public interest as an input. It may be 

partially absent or not a significant priority that needs to be addressed. 

In the Three Forces Model, I see the technology designer and the technology being influenced 

by and interacting with the law, norms, and market to shape our digital world in similar ways to how 
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the architect and architecture balance the forces of the law, norms, and market to shape our physical 

world. In architecture, we find a myriad of ways for each of the forces to consider the public interest as 

an input. For example, zoning laws reflect acceptable development uses by a community while 

building codes ensure the construction of safe buildings. Architecture schools, professional 

associations, and professional licenses ensure architects are aware of standardized knowledge on 

how to design safe and effective buildings that serve residential, commercial, industrial, or other 

needs. While the market forces, such as the private developer hiring the architect, may be self-

interested in maximizing their profits, in the US, we see mandatory affordable housing quotas or 

Inclusionary Zoning in many urban areas such as Boston, New York, San Francisco, and more as way 

for public policy to ensure that the market will provide new housing for residents of all incomes [19]. 

Even though an architect may often be paid by a private developer as a client, they still have to 

balance between the three forces. An architect may need to push back against a client wanting to 

build a bigger building than zoning laws would allow. Similarly, an architect may need to push back 

against a client hoping to cut costs by using untested building materials that may go against their 

training and industry norms.  

Of course, architecture itself can still fall short of serving the public interest, with a prominent 

example being a lack of affordable housing in many cities across the US that is only partially solved by 

Inclusionary Zoning [19]. But we see many established ways for the law, norms, and market to 

consider the public interest when influencing architects and shaping the architecture of the future. 

With digital technologies, we’re only beginning to see similar robust developments in the law, norms, 

and market to consider the public interest as an important input for technology design. One potential 

reason is that while humankind has been constructing buildings since time immemorial, the Internet 

and related digital technologies are fairly new and have only become prominent over the last 30 years. 
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Koseff describes how in the early days of the Internet, the 1990s, there was a common belief in 

“Internet Exceptionalism”, which meant that the Internet or “cyberspace” is uniquely different from 

all previous media and that the rules of property, expression, identity, movement, and context that 

apply to the physical world, should not apply to the digital one [20]. As a result, we often find that in 

many of the areas where the greatest clash between current technologies and the public interest are 

found today, a given technology was not designed with the specific public interest fully incorporated 

as an input.     

We can examine the issues of misinformation, data privacy, and algorithmic bias through the 

Three Forces Model as examples of how the law, norms, and market interact with a given technology 

to create an adverse impact on the public interest.  

Section 230 of the Communications Decency Act of 1996 gives broad liability protection to 

digital platforms for publishing, removing, or restricting access to user content [20, 21]. This law 

means that social media sites such as Facebook, Twitter, or YouTube are not liable for hosting and 

spreading misinformation on their platforms since the content is posted by their users. In the most 

egregious case, as was seen in 2016, Russian-affiliated groups may spread misinformation on these 

platforms through bot accounts, advertisements, and user groups to influence a U.S. Presidential 

election. While their executives had to testify in multiple Congressional hearings, Section 230 meant 

that Facebook and Twitter were not liable for hosting Russian-affiliated misinformation on their sites 

[22]. The issue became even more complicated in 2020, since misinformation may not be entirely from 

foreign sources but from domestic groups and even average citizens as well. Thus, there’s also a 

dueling public interest in protecting the free speech rights of American users. While there was a more 

active effort by Facebook and Twitter to try to restrict misinformation on their platforms for the 2020 

elections, misinformation was still widely disseminated, and the January 6 Capitol Insurrection, 
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motivated by misinformation regarding Donald Trump winning the 2020 election, was organized in 

part through Facebook Groups [23, 24]. Thus, we see how social media sites can adversely affect the 

public interest of limiting misinformation (Figure 1.3). While this harm may be justified given the 

competing public interest of free speech, the broad liability protections of Section 230 means that 

instead of having this debate through legal processes like the courts, it’s happening internally within 

the management of private tech companies. However, since the status quo benefits the social media 

companies, there’s also feedback between the technology and the law with tech companies lobbying 

Congress to maintain their liability protections if and when Section 230 is reformed [25].  

 

Figure 1.3. Three Forces Model (Current State) for Limiting Misinformation. Since Section 230 of 

the CDA limits the liability of social media sites for having user-posted misinformation on their 

platforms, though the law may try to exert some force on social media sites through 

Congressional Hearings, which is represented by the dotted line.  There’s also feedback between 
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the technology and the law to maintain the status quo even though the technology can have an 

adverse impact on the public interest of limiting misinformation.  

For a different example where the role of norms is most relevant (Figure 1.4), we see how the 

growth of social media sites such as Facebook and Instagram over the last decade has normalized the 

sharing of personal photos online of our everyday lives. In fact, the social media sites even gamify the 

process by showing users how many “likes” each photo receives and promoting content from 

“influencers”, thus, creating a feedback loop between the technology and the norm. On the surface, 

the new normal of posting photos of ourselves eating, working, studying, hanging out, or in 2020, just 

living at home, seems relatively innocuous. However, it also facilitates facial recognition companies 

such as Clearview AI being able to collect 3 billion images from social networks like Facebook and 

Instagram [26]. Before the advent of these social media sites, it wouldn’t have been possible for 

Clearview AI to collect so many photos on so many Americans in one place. Thus, we see in the current 

state how the technology of social media sites adversely impacts the public interest of facial data 

privacy. Some users may react to learning about Clearview AI by being more concerned about their 

privacy and stop posting personal photos online or use more strict privacy settings. However, the 

social media sites themselves may be motivated in maintaining the norm since they profit from user 

content and engagement, and therefore may want to make privacy settings hard to use or reduce 

public attention on how others can scrape their sites [27]. 
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Figure 1.4. Three Forces Model (Current State) for Facial Data Privacy. There’s a feedback loop 

between social media sites normalizing posting personal photos online and more photos thus 

being posted on social media sites. However, the dramatic increase in the number of publicly 

accessible personal photos on these sites adversely impacts the public interest of facial data 

privacy by creating a rich data source for facial recognition companies and services. The dotted 

line from the public interest to the norm represents how some users may stop posting personal 

photos online or use more strict privacy settings due to privacy concerns. 

The role of the market is often most relevant in cases of algorithmic bias. For example, in 2013, 

Sweeney found that Google’s ad platform was statistically significantly more likely to show the word 

“arrest” in ads for Black-identifying first names than in ads for White-identifying first names. The 

adverse impact ratio was 40% for Google.com search results and 77% for Reuters.com, which had ads 

served by Google [28]. One possible cause for this bias is active discriminatory behavior by the 
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advertiser, Instant Checkmate, using different ad text templates for Black-identifying vs. White-

identifying names. Instant Checkmate denies this [28]. Another cause, which often occurs in cases of 

algorithmic bias, is a feedback loop between an existing bias in the market for background searches to 

favor checking for arrest records for Blacks vs. Whites being reinforced by Google’s advertising 

algorithm showing ads that are most likely to get clicked. However, this example of algorithmic bias 

may adversely impact the public interest of anti-discrimination, especially since even individuals 

without arrest records may show up in ads implying they have one (Figure 1.5). That was the case for 

Sweeney herself. In this case, due to Sweeney’s research, Google stopped showing the arrest language 

ads from Instant Checkmate, which is represented by the dashed line in Figure 1.5, but what about 

other markets where algorithmic bias may occur but haven’t yet been studied? Other instances of 

algorithmic bias have been found in facial recognition systems [29], online shopping [30], search 

engines [31, 32, 33, 34], job sites and hiring software [35, 36, 37], translation services [38], healthcare 

[39], and other systems.  
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Figure 1.5. Three Forces Model (Current State) for Anti-Discrimination. The market for 

background searches may be biased in favor of checking for arrest records for Blacks vs. Whites. 

The advertising algorithm may learn that bias as more ads for Black-identifying names with 

“arrest” in the text are clicked vs. similarly worded ads with White-identifying names. Over 

time, this relationship between the ad algorithm and the market may become a feedback loop. 

However, this example of algorithmic bias may adversely impact the public interest of anti-

discrimination, especially since even individuals without arrest records may show up in ads 

implying they have one. The dotted line from public interest to the market represents how 

Google eventually stopped showing the arrest language ads as a result of Sweeney’s study. 

For different combinations of technologies and public interests, the amount of force exerted 

by the law, norms, or market could also differ and so could the degree of feedback between the 
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technology and each of the forces. For this dissertation, I present three different case studies of public 

interest tech research where there’s a different combination of primary forces for each case study of a 

technology and a relevant public interest. In Chapter 2, I research how Facebook’s advertising 

algorithms can promote racial discrimination. In Chapter 3, I test how the predictability of Social 

Security Number (SSN) assignment based on easily accessible data about Americans present a risk of 

identity theft. In Chapter 4, I demonstrate how TraceFi, a Wi-Fi based collocation detection technology 

can be deployed for COVID-19 contact tracing. In Chapter 5, I present how each research project fits 

within the Three Forces Model for Public Interest both in terms of the current state and the ideal goal 

state discussed later in this chapter.  

The research projects in Chapters 2 and 3 are looking at issues with existing technologies, 

Facebook’s advertising algorithms and the SSN assignment protocol, respectively. In Chapter 4, I set 

out to develop a new technology, effective Wi-Fi based collocation detection for contact tracing.  

I briefly summarize below how we can apply the Three Force Model to understand the current 

state of each research project and the findings of each project.  

Chapter 2 – How Facebook’s Advertising Algorithms Can Discriminate By Race and Ethnicity 
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Figure 1.6. The Three Forces Model (Current State) for Chapter 2’s Research Project and Project 

Focus. The technology is Facebook’s advertising algorithms and the public interest is anti-

discrimination. The law is likely exerting a weaker force on Facebook’s advertising algorithms 

than norms and the market. The research project focused on how Facebook’s advertising 

algorithms impacted anti-discrimination.  

Current state:  

• The technology is Facebook’s different advertising targeting options: its prepackaged 

“Detailed Targeting” options, its Lookalike Audiences, and its Special Ad Audiences tools.  

• The public interest is anti-discrimination by race and ethnicity.  

• The law likely exerts the weakest force despite Facebook having faced multiple lawsuits over 

discrimination and its advertising platform over the last 5 years, because Facebook hasn’t 

faced significant financial or criminal risks from the law over this issue and Facebook has 

argued that it’s ultimately immune from liability due to Section 230. 
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• Normative differences in how users of different race and ethnicity behave online is likely to 

significantly impact the discriminatory potential of Facebook’s advertising algorithms. At the 

same time, many minority users may not expect to see discriminatory targeting online even 

when legal, which likely contributed to support for the July 2020 boycott.  

• Market forces are possibly also strong, since in July 2020, more than 1,000 major corporate 

advertisers joined a “Stop Hate for Profit” boycott organized by civil rights groups to stop 

advertising on Facebook for the month. At the same time, Facebook wants to maximize profits 

by serving the needs of advertisers as best as possible, which may reinforce discriminatory ad 

targeting.  

The research project focused on the dyadic relationship between Facebook’s advertising algorithms 

and anti-discrimination. The project found that while Facebook’s retirement of multicultural affinity 

groups in August 2020 has removed one way to target minorities on the platform, its other targeting 

options, as well as Lookalike and Special Ad Audience tools, can still discriminate by race and 

ethnicity. While some discriminatory ad targeting may be legal or even desirable, this project 

demonstrates how there’s a lack of transparency on the discriminatory potential of Facebook’s ad 

platform which may help cover up the behavior of discriminatory advertisers and undermine the 

intent of non-discriminatory ones. 

• In 2021, Facebook’s “African-American Culture” ad targeting option contained 75% fewer 

White users than the old “African American (US)” option they removed in the previous year. 

• Facebook’s tools to help advertisers find similar users to their existing customers exhibited 

bias towards including more African-Americans or Whites depending on which racial group 

was dominant in an advertiser’s customer list, and this was true for the Lookalike Audience 
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tool, as well as the Special Ad Audience tool that Facebook designed to explicitly not use 

sensitive demographic attributes when finding similar users. 

• Lookalike or Special Ad audiences based on customer lists with either stereotypically African-

American or White names or ZIP codes would be even more biased towards including more 

users of that demographic group. 

• Similarly, Lookalike audiences based on Asian customer lists can also become biased towards 

Asians, reaching up to 100% Asian in one case, and Lookalike audiences based on Hispanics 

over-represented Hispanics versus Non-Hispanics. 

Chapter 3 – How Were Social Security Numbers Assigned?  

 

Figure 1.7. The Three Forces Model (Current State) for Chapter 3’s Research Project and Project 

Focus. The technology is Social Security Number assignment and the public interest is the risk of 

identity theft. The law, norms, and market are all powerful forces in this case. The research 

project focused on how Social Security Number assignment impacted the risk of identity theft. 
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Current state: 

• The technology is Social Security Number (SSN) assignment. 

• The public interest is the risk of identity theft. 

• The law is a significant force since the Enumeration At Birth program by the Social Security 

Administration starting in 1989 gave SSNs to newborns at birth and SSA also didn’t start 

randomizing SSNs until 2011. 

• Since SSNs are used as both identifiers and authenticators in the US today, it’s normal for 

Americans to be protective of their SSN while openly sharing relevant information to predict 

their SSN such as their date of birth and state of birth.  

• Market forces helped proliferate the usage of SSNs as identifiers and authenticators, which 

created attractive opportunities for identity thieves to exploit. In addition, identity thieves can 

also turn to dark web markets selling SSNs often found in data breaches. 

The research project focused on the dyadic relationship between Social Security Number assignment 

and the risk of identity theft. The project found strong evidence that SSNs were assigned in a nested 

loop protocol based on sets of Area Numbers, Group Numbers, Area Numbers, and then Serial 

Numbers in all 50 states and DC between 1989 and 2011. This means that Americans born between 

1989 – 2011 face an additional SSN-based identity theft vulnerability due to how SSA assigned their 

SSNs at birth.  

• I build upon earlier research to propose my own hypothesis about SSN assignment as 

following a nested loop protocol 

• For Americans born between 1989 and 2011, they have SSNs most vulnerable to prediction 

based on their state of birth and date of birth, due to the Social Security Administration’s 

Enumeration At Birth program 
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• For SSNs in the Death Master File, I am able to accurately predict the first 5 digits 48% of the 

time and the first 6 digits 11% of the time 

• States with smaller populations were the most vulnerable: I am able to accurately predict the 

first 5 digits of the SSN in 19 states including DC more than 80% of the time, and for 5 states – 

Delaware, Idaho, North Dakota, South Dakota, and Wyoming – more than 90% of the time 

• It’s time for public policy to focus on solutions that can replace SSNs with alternatives that are 

designed to be strong authenticators from the start 

Chapter 4 – Building A Collocation Detection System Using A Wi-Fi Sensor Array for COVID-19 Contact 

Tracing in A University Setting 

 

Figure 1.8. The Three Forces Model (Current State) for Chapter 4’s Research Project and Project 

Focus. The technology is collocation detection tech for COVID-19 exposure and the public 

interest is COVID-19 contact tracing. The law is the weakest force primarily due to the lack of 

coordination by the US federal government on contact tracing in 2020. The research project 
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focused on how collocation detection tech for COVID-19 exposure impacted COVID-19 contact 

tracing.  

Current state: 

• The technology is collocation detection tech for COVID-19 exposure. 

• The public interest is COVID-19 contact tracing. 

• The law is the weakest force primarily due to the lack of coordination by the US federal 

government on contact tracing in 2020. 

• Effective contact tracing technology would need to be easy for users to adopt but also address 

their privacy concerns. 

• Google and Apple were able to leverage their duopoly in the market on mobile operating 

systems and the corresponding app stores to restrict the types of contact tracing apps 

allowed on their devices. 

The research project focused on the dyadic relationship between collocation detection tech for 

COVID-19 exposure and COVID-19 contact tracing. The project built and tested TraceFi, a Wi-Fi based 

collocation detection system that uses a sensor array to accurately detect mobile devices within 6 feet 

of each other, for possible use in contact tracing without the burden of requiring a user to install an 

app in order to participate. 

• TraceFi is a Wi-Fi based collocation detection system that uses a sensor array to accurately 

detect mobile devices within 6 feet of each other for possible use in contact tracing without 

the burden of requiring a user to install an app in order to participate 

• We tested multiple machine learning models in a TraceFi pilot across 12 different spaces in 3 

different buildings under regular use conditions and found XGBoost models had a peak 
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sensitivity of 91% and a peak specificity of 86%, with a high median sensitivity of 77% and a 

high median specificity of 81%  

• TraceFi can be used for accurate real-world collocation detection for contact tracing to 

determine whether 2 devices were within 6 feet for 15 minutes or more and is the first Wi-Fi 

technology to do so 

• We engaged with stakeholders around the university to incorporate their concerns around the 

ease of adoption, accuracy, cost, and privacy into how we propose including TraceFi data into 

the contact tracing data flow 

• We designed a system for using TraceFi data for contact tracing according to Fair Information 

Practices that seek to preserve the privacy of the location and collocation data of individuals 

until they tested positive for COVID-19 or were potentially exposed to someone who tested 

positive 

How can the law, norms, and market apply the public interest on technology? 

Since the normative goal of public interest tech is to ultimately “advance the public interest” 

[17], how can the law, norms, and market apply the public interest on technology?  

As discussed above, the technology designer, just like the architect before them, is 

constrained by the forces of the law, norms, and market. But unlike the architect, the potentially naïve 

optimism of Internet Exceptionalism from the 1990s meant that the technology designer doesn’t 

necessarily have to consider the public interest as defined by historical laws, norms, and markets as 

an input to their design to the same degree [20]. We see the repercussions of that dynamic in the 

issues that instigated the techlash and the case studies of this dissertation. The goal of public interest 

tech as a field is to find ways to fix this dynamic by re-incorporating the public interest as an input to 

the laws, norms, and market forces that affect a technology and its designer. Each of these forces have 
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a long history of considering what is the public interest, and in recent years, we’ve seen examples of 

how these interpretations of the public interest have been applied to the issues relevant to public 

interest tech. 

Public interest and the law 

We can see how three common interpretations of public interest in law relate to public 

interest tech issues.  

First, public interest in law can be about representing the interests of the “little guy”, the 

historically disadvantaged, or the diffuse interest of the masses against the concentrated interests of 

those with power and wealth [40]. In 1905, Supreme Court Justice Louis Brandeis in an address to the 

Harvard Ethical Society stated, “Instead of holding a position of independence between the wealthy 

and the people, prepared to curb the excesses of either, able lawyers have to a large extent allowed 

themselves to become adjuncts of great corporations and have neglected their obligation to use their 

powers for the protection of the people… The great opportunity of the American bar is, and will be, to 

stand again as it did in the past, ready to protect also the interests of the people” [41]. We see 

Brandeis’ call for a nobler obligation for lawyers than simply representing corporate interests in the 

rise of Legal Aid groups to represent the poor [42] and class action lawsuits to represent the many 

[43]. For a tech-related example, in 2009, Netflix was sued in a class action lawsuit on behalf of 480,000 

customers whose movie watching data was voluntarily disclosed by Netflix for a competition to create 

a better movie recommendation algorithm [44]. The plaintiffs argued that this violated the Video 

Protection Privacy Act. Netflix settled with the plaintiffs and cancelled the second iteration of its 

competition in 2010 [45]. 

Second, public interest in law can be about representing some substantive interest that is 

guaranteed by the Constitution or important to the public [40, 46]. Civil rights groups such as the 
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ACLU and the NAACP Leadership Defense Fund have pursued a strategy of filing successive lawsuits to 

reduce the spaces and circumstances for racial discrimination [46]. Environmental law groups have 

pursued similar strategies to advance environmental protection. Conservative groups that support 

pro-life or pro-gun positions have also argued that they are protecting the public interest in reducing 

abortion or gun control limits [47]. Beyond the courts, many advocacy groups work to enshrine their 

substantive interpretation of the public interest in legislation such as with the Civil Rights Act, the 

Clean Air Act, or “stand-your-ground” laws. For tech-related examples, in Chapter 2, we see how 

Facebook has been sued by the National Fair Housing Alliance [48], the ACLU [49], the 

Communications Workers of America [50], and others [51] over issues of discrimination on its 

advertising platform violating civil rights laws such as the Fair Housing Act and the Civil Rights Act of 

1964.  

Third, public interest in law can be the decisions made by the elected officials, regulators, and 

judges acting as agents of the government [40]. For example, in Barron’s Law Dictionary, “public 

interest” is defined as “a subjective determination by an individual such as a judge or governor, or a 

group such as a township committee or state legislature of what is for the general good of all people” 

[52]. Some statutes may explicitly reference the public interest in how public officials should make 

decisions. For example, the Freedom of Information Act (FOIA) requires officials to waive or reduce 

fees for duplicating documents if disclosure “is in the public interest because it is likely to contribute 

significantly to public understanding of the operations or activities of the government and is not 

primarily in the commercial interest of the requester” [53]. Even if there is not explicit statutory 

guidance, public officials should be acting based on the public interest in the enforcement of laws and 

regulations. For example, in August 2012, the Federal Trade Commission (FTC) approved Facebook’s 

acquisition of Instagram with a 5-0 vote. In its decision, the FTC wrote, “The commission reserves the 
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right to take such further action as the public interest may require” [54]. In December 2020, the FTC 

filed an antitrust lawsuit against Facebook seeking to have Facebook’s acquisition of WhatsApp and 

Instagram reversed [55]. Under this third interpretation of the public interest in law, it’s possible that 

the FTC was acting on behalf of the public interest both in 2012 when it approved the Instagram 

acquisition and in 2020 when it sought to reverse it. Of course, it’s also important to consider that 

political science researchers have found that government bureaucrats can also be self-seeking and 

prioritize their job security, status, and power rather than the public interest [56].  

Public interest and norms 

In social contract theory, political philosophers argue that the social contract is the source of 

political obligations and social norms, including principles of justice [57]. Different political 

philosophers have then argued for different ways for individuals in society to agree on a shared theory 

of justice. I present a brief overview of three broad camps of theories of justice, examples of how they 

apply to issues related to public interest tech, and possible limits of each theory. In these examples, I 

argue that the public interest is related to what the relevant parties consider as justice. 

The first camp, exemplified by Hobbes and Hume, argues for justice as mutual advantage [57, 

58]. Individuals agree to compromise for the social contract if it allows them to pursue their separate 

aims more harmoniously and successfully [57]. According to Barry, justice is “the constraint on 

themselves that rational self-interested people would agree to as the minimum price that has to be 

paid in order to obtain the cooperation of others” [58]. Thus, the gains made possible by cooperation 

have to be enough to justify constraining self-interested actions [59]. As an example, in 2014 and 2015, 

students and professors at Harvard found in separate research studies disparate impact effects for 

Asian and African-American users on Airbnb relative to White users [60, 61]. In May 2016, 

#AirbnbWhileBlack became a trending hashtag on Twitter as users documented the discriminatory 
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behavior they experienced on the platform [62]. In response, Airbnb hired former Attorney General 

Eric Holder in July 2016 to improve their anti-discrimination policy [63], required hosts to accept a 

guest’s booking before requesting their photo in October 2018 [64], and launched a study of the racial 

experience gap on the platform in November 2020, which I helped advise [65]. In Airbnb’s case, it’s 

mutually advantageous for both the company and its users to conceive of anti-discrimination as 

justice, since reducing discrimination would result in more successful bookings for minority users 

which would also help Airbnb’s bottom line. Thus, the public interest of anti-discrimination can be a 

norm for the platform. However, critics would point out that under justice as mutual advantage, 

rational individuals would never act against their own self-interest or adhere to agreements that do so 

[57]. For example, in the case of Sweeney’s finding of racial discrimination in online ads with “arrest” 

in the text [28], it was mutually advantageous for both the advertiser, Instant Checkmate, and the ad 

platform, Google, to pursue a discriminatory ad delivery strategy rather than a non-discriminatory 

one, until Sweeney’s study drew negative media attention.  

The second camp, exemplified by Kant and Rousseau, argues for justice as impartiality [57, 

58]. Individuals agree to principles of justice that are mutually justifiable to rational and reasonable 

people that do not reflect their self-interests [58]. Thus, impartial agents would agree to promote the 

common good [57]. Relevant tech-related examples for this camp include the many ethical 

technology design and ethics principles created by different impartial experts or organizations such as 

the Fair Information Practices created by the OECD in 1980 [66], the Privacy by Design principles 

created by Ann Cavoukian in the 1990s initially for the Canadian government [67], or the Association 

for Computing Machinery (ACM) Code of Ethics and Professional Conduct created by the ACM Code 

2018 Task Force [68]. If every technology designer in society agrees to follow these principles, then 

they can serve as a way of asserting the public interest as norms. However, critics like Rawls point out 
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that there often isn’t an unconditional commitment to the common good [57]. If there are no 

penalties to ignoring these principles, or if it’s possible to only pay lip service without making 

substantive changes, then some technology designers may choose to prioritize their private interests 

instead.  

The third camp, exemplified by Rawls, argues for justice as reciprocity [57]. According to 

Rawls, “The idea of reciprocity lies between the idea of impartiality…and the idea of mutual 

advantage” [69]. Reciprocity is the willingness to do one’s part to cooperate in society provided that 

others also do theirs [57]. This may involve acting against one’s self-interest but only if others are 

willing to do the same. Rawls argues that individuals desire to live in a society in which their actions 

and those of others can be judged as fair and just [69, 70]. We saw how quickly justice as reciprocity 

played out in the suspensions of President Trump’s online accounts across different services after the 

January 6, 2021 Capitol Insurrection. Within a week of January 6, Twitter, Facebook, YouTube, 

Snapchat, even Shopify and other companies either temporarily or permanently suspended President 

Trump’s accounts with them [71]. Each tech company individually risked the wrath of users who 

supported Trump and may see a suspension as censorship, but as the suspension movement gained 

steam, it became progressively easier for new companies to justify their actions as simply following 

industry norms. For Twitter, which permanently suspended @realDonaldTrump on January 8, they 

cited how his tweets violated their public interest framework for world leaders which prohibits the 

“Glorification of Violence” [72]. Facebook referred its indefinite suspension of President Trump’s 

account to its Oversight Board of 40 experts in law, ethics, human rights, and tech policy [73]. This 

example also highlights the incredible power that tech companies have over the political arena, such 

as speech by the President of the United States, and even when they try to act in favor of the public 
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interest to establish the norms of acceptable speech on their platforms, it still raises fundamental 

questions about whether that power should be in the hands of tech executives in the first place.  

Public interest and the market 

Neoclassical economics considers efficient and competitive markets as the “invisible hand” 

described by Adam Smith that aggregates individual decisions motivated by one’s preferences into 

socially optimal outcomes [74, 75]. However, not all markets are economically efficient. Market failure 

can occur when there are externalities either negative or positive that are not being priced in or if 

there’s a lack of competition due to monopolies or oligopolies. Economics can provide us with a lens 

to understand how the public interest can be to address these market failures, which also exist in the 

tech industry today.  

In Mankiw’s economics textbook, an externality is defined as “when a person engages in an 

activity that influences the well-being of a bystander and yet neither pays nor receives any 

compensation for that effect” [74]. On a societal level, negative externalities can decrease social 

welfare such as pollution, while positive externalities can increase it such as clean air. Because the 

cost of the good generating the externality doesn’t include the social cost or benefit, society ends up 

with too many goods that generate negative externalities, while not enough of the ones that generate 

positive externalities [74]. Pigou in the 1930s proposes how levying taxes on negative externalities and 

subsidies on positive externalities can internalize the social cost or benefit of the good generating the 

externality for the firm or consumer in order to maximize social welfare [76, 77]. Through the lens of 

externalities, we can see how Section 230’s liability protection for online platforms removes the cost 

of legal damages for hosting harmful content such as misinformation, which is a negative externality 

for society, from influencing the behaviors of these firms [78, 79]. On the other hand, there are positive 

externalities from universal broadband access, including for rural and low income households, as 
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being proposed in President Biden’s American Jobs Plan released on March 31, 2021 [80]. Benefits 

include greater employment opportunities, especially for remote work, access to tele-health or online 

learning, and even more efficient agriculture [81]. Without subsidies, these benefits may not outweigh 

the significant cost for internet service providers to install broadband in rural areas or the low 

revenues for servicing low-income households, which argues for it being the public interest to 

subsidize universal broadband access for $100 billion in President Biden’s proposal [80]. 

Unregulated monopolies or oligopolies can result in another form of market failure as a lack of 

competition benefits the incumbent firms. Before the 1960s, economic structuralism was the 

dominant antitrust perspective, which saw monopolies and oligopolies as harmful to the public 

interest by creating market structures that (1) enable collusion, price-fixing, or market division, (2) 

block new entrants, or (3) harm consumer, supplier, or worker interests [82]. By the 1970s, the Chicago 

School of viewing antitrust through the effect of monopolies on increasing prices gained in popularity 

[83]. This was the basis for Robert Bork’s argument that antitrust policy should seek to maximize the 

“consumer welfare”, which the courts have interpreted as being measured through prices [82]. The 

shift from economic structuralism to the consumer welfare standard for antitrust enforcement creates 

a problem when tech companies may be able to offer low prices or even “free” products through 

monopolizing the market and keeping out competitors. Khan argues that since investors rewarded 

Amazon for pursuing growth above profits, it was able to engage in predatory pricing to dominate e-

commerce [82]. With Facebook, we’re starting to see a shift back to economic structuralism with 

antitrust enforcement, since even though its products such as its social network platform is ostensibly 

“free” to consumers, the FTC still sued Facebook for antitrust violations in December 2020 for 

acquiring competitors and threatening to turn its technologies against them [84]. For example, in 

2008, CEO Mark Zuckerberg’s wrote in an email, “It is better to buy than compete” [55].  



 28 

Three Forces Model of Public Interest Tech (Goal State) 

Since the normative goal of public interest tech is to ultimately “advance the public interest” 

[17], the goal state of the Three Forces Model shown in Figure 1.9 demonstrates how the public 

interest can be an input for the law, norms, and market in how they affect a technology’s design and 

usage, which would in turn affect the public interest. At the goal state, the public interest is not some 

arbitrary, ambiguous concept based on the whims of the technology designer, instead it’s an input in 

how the law, norms, and market create the rules and incentives that the designer has to follow. 

 

Figure 1.9. The Three Forces Model of Public Interest Tech (Goal State). Public interest is an 

input for the law, norms, and market. The three forces then affect a given technology or vice 

versa which in turn affects the public interest.  

Stakeholders relevant to each of the forces can consider the public interest as a priority in how 

they interact with a technology and its designer. In order to uphold the pressure of public interest tech 

on technology designers who may otherwise prioritize their own self-interests, you need stakeholders 

enforcing it through the law, advocating for it through norms, or incentivizing it through the market.  
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For example, the stakeholders for the law may be elected officials, regulators, judges, class 

action attorneys, legal advocacy groups, and others. Elected officials or regulators may pass a new law 

or regulation influenced by the public interest. The courts may also see new litigation related to a 

public interest tech issue and rule in favor of protecting the public interest.  

The stakeholders for norms include social activists, advocacy groups, subject matter experts, 

the media, and others. Activists and advocacy groups may organize public support for protecting the 

public interest in a given technology. They may also partner with subject matter experts to describe 

best practices or technology design principles that serve the public interest. The media can garner 

public attention and pressure.  

The stakeholders for the market include competitors, employees, shareholders, customers, 

and others. Competitors may build competing products that promotes the public interest. Employees, 

shareholders, and customers can all pressure a company designing a technology to better serve the 

public interest or else face losses of labor, capital, or revenue. If there are issues of market failure 

either due to externalities or monopolies, then fixing those larger market failure issues can create an 

efficient and competitive market environment to serve the public interest.  

In the goal state, for different combinations of technologies and public interests, the amount 

of force exerted by the law, norms, or market – with the public interest as an input – on the technology 

and its designer could also differ. In Chapter 5, I present how each of the research projects in chapter 

2-4 can inform how the law, norms, and market can advance the public interest in the relevant 

technologies. I briefly summarize this discussion below.  

Chapter 2 – How Facebook’s Advertising Algorithms Can Discriminate By Race and Ethnicity 
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Figure 1.10. The Three Forces Model (Goal State) for Chapter 2’s Research Project. The public 

interest of anti-discrimination can be an input to how the law, norms, and market affect 

Facebook’s advertising algorithms. 

Goal state:  

• Law: Existing laws on civil rights can be enforced to require greater transparency of 

advertisers’ targeting strategies on Facebook, and new legislation may avoid implementing a 

“fairness through unawareness” standard as public policy for discrimination liability 

protection. Section 230 reform may also be considered to clarify Facebook’s liability for 

discriminatory advertising. 

• Norms: Future civil rights audits at Facebook can study the potential for discrimination on its 

platform and establish a new trend of inviting public scrutiny similar to the annual publication 

of workforce diversity reports at many large tech companies.  
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• Market: Advertisers and users of Facebook and its competitors can pressure them to improve 

the disclosure of the demographics of audiences targeted by ads and other digital 

experiences. 

Chapter 3 – How Were Social Security Numbers Assigned?  

 

Figure 1.11. The Three Forces Model (Goal State) for Chapter 3’s Research Project. The public 

interest of reducing the risk of identity theft can be an input to how the law, norms, and market 

affect the role of Social Security Numbers in society, with a change in norms likely being the 

weakest force since many Americans are already protective of giving out their SSNs. 

Goal state:  

• Law: US public policy can invest in creating better technology design solutions to replace 

Social Security Numbers as de facto national identifiers and authenticators. 

• Norms: Changing the current common practice, endorsed by the IRS, of obscuring the first 5 

digits of an SSN on a form or paycheck while revealing the last 4 digits, may have a moderate 

benefit on preventing the revealing of SSNs. But ultimately changing norms is likely the 
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weakest force since many Americans are already protective of giving out their SSNs, but the 

research project demonstrates how there’s underlying correlations in their SSN and their date 

and state of birth, which individuals can’t fix on their own. 

• Market: Marketplace alternatives to SSNs as authenticators have emerged in the private and 

public sectors and can replace SSNs with competitive alternatives that avoid creating a single 

point of failure. 

Chapter 4 – Building A Collocation Detection System Using A Wi-Fi Sensor Array for COVID-19 Contact 

Tracing in A University Setting 

 

Figure 1.12. The Three Forces Model (Goal State) for Chapter 4’s Research Project. The public 

interest was an input from the outset to how we considered the law, norms, and market forces 

in the design of the data flow system for TraceFi’s collocation predictions to support the work of 

contact tracers at Harvard University Health Services while protecting the privacy of individual 

device owners. 

Goal state: 
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• Law: Ideally, the law should be updated to clarify how HIPAA protections should apply to 

digital contact tracing technologies. In the case of TraceFi, we propose a privacy wall between 

the TraceFi System maintained by the Data Privacy Lab and Harvard University Health 

Services (HUHS) and Harvard University Information Technology (HUIT). 

• Norms: We designed the data flow system to follow best practices described in the Fair 

Information Practices and GDPR principles. We also proposed making TraceFi opt out in order 

to ensure ease of adoption. Finally, we sought to approach the ideal privacy model for contact 

tracing of preserving the privacy of the location and collocation data of individuals until they 

tested positive for COVID-19 or were potentially exposed to someone who tested positive.  

• Market: We sought out stakeholder input throughout the pilot study with 13 digital town halls 

and regular discussions with partners throughout the university. We also compared TraceFi to 

GAEN apps based on stakeholder concerns of ease of adoption, accuracy, cost, and privacy. 

Building on the Three Forces Model of Public Interest Tech 

In this dissertation, I present the Three Forces Model of Public Interest Tech and how it can be 

applied to the current and goal states of three case studies of different technologies and public 

interests that serve as the focus of the research projects. The Three Forces Model can illustrate why 

the current state often finds the public interest adversely impacted by technology when it is not a 

significant input but rather primarily an output of the sociotechnical process. The Three Forces Model 

can also illustrate how to achieve the normative goal of the field by having the public interest become 

an input to the law, norms, and market through actions taken by the relevant stakeholders. 

Future work in public interest tech can examine how to address multiple public interests at 

once, especially if they appear to be countervailing public interests such as the free speech rights of 

the President of the United States versus the goal of reducing misinformation. Another major issue to 
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be explored is how to integrate the public interests of different nations and societies for technologies 

that span across countries. 

The disruptions of digital technology on the public interest are occurring in multiple ways 

from the spread of misinformation, the loss of privacy, the rise of algorithmic discrimination, the 

threats of election interference, and more. In order to effectively respond, we need a “whole-society” 

strategy that coordinates our laws, norms, and markets to prioritize the public interest in how they 

impact our technologies. As public interest technologists, we need to work across disciplines to 

“advance the public interest” [17].  

For Latanya Sweeney, she goes one step further in telling her students that she wants them to 

“save the world”.   

Let’s get started. 
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Chapter 2  

How Facebook’s Advertising Algorithms Can 

Discriminate By Race and Ethnicity 

Jinyan Zang 

 

Highlights 

• This study examines the racial and ethnic biases of Facebook’s advertising platform in 

January 2020 and January 2021, before and after a major July 2020 boycott of Facebook by 

advertisers over issues of misinformation and civil rights. 

• In 2021, Facebook’s “African-American Culture” ad targeting option contained 75% fewer 

White users than the old “African American (US)” option they removed in the previous year.  

• Facebook’s tools to help advertisers find similar users to their existing customers exhibited 

bias towards including more African-Americans or Whites depending on which racial group 

was dominant in an advertiser’s customer list, and this was true for the Lookalike Audience 

tool, as well as the Special Ad Audience tool that Facebook designed to explicitly not use 

sensitive demographic attributes when finding similar users. 

• The degree of bias towards including more African-Americans or Whites in a Lookalike or 

Special Ad audience was larger when using customer lists of individuals with racially 

stereotypical names or ZIP codes as the basis for each tool.  



 

 43 

• Similarly, Lookalike audiences can also become biased towards Asians, reaching up to 100% 

Asian in one case when using a customer list of Asians with stereotypical names and ZIP 

codes, and Lookalike audiences based on Hispanics over-represented Hispanics versus Non-

Hispanics. 

 

As the customer list used to create the Lookalike audience contain more stereotypically African-American traits in 

terms of names and ZIP codes, the sample shares of African-American voters in the corresponding Lookalike 

audiences became more biased, increasing up to 93% in 2020 and 94% in 2021.  
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Abstract 

Over the last 5 years, Facebook has faced repeated criticism and lawsuits over the potential 

for discrimination on its ad platform. In July 2020, advocacy groups organized a high-profile boycott 

of Facebook’s advertising platform over issues of misinformation and civil rights that successfully 

pressured over a thousand major corporations to stop advertising on Facebook for the month. 

Facebook responded by releasing its civil rights audit and announcing the removal of its much-

criticized multicultural affinity groups such as “African American (US)”, “Asian American (US)”, and 

“Hispanic (US – All)” as ad targeting options. This study examines if Facebook has gone far enough to 

prevent discrimination on its advertising platform. I collected data on Facebook’s ad platform in 

January 2020 and in January 2021. I compared the racial and ethnic breakdown of the old 

multicultural affinity groups against similar sounding cultural interest groups such as “African-

American Culture”, “Asian American Culture”, and “Hispanic American Culture” that were still usable 

by advertisers in 2021. I also used a set theory approach to study racial and ethnic biases in 

Facebook’s Lookalike Audience and Special Ad Audience algorithms in both time periods.  

Results summary: I found that in 2021 Facebook’s “African-American Culture” ad targeting option 

contained 75% fewer White users than the old “African American (US)” option they removed in the 

previous year. Facebook’s tools to help advertisers find similar users to their existing customers 

exhibited bias towards including more African-Americans or Whites depending on which racial group 

was dominant in an advertiser’s customer list, and this was true for the Lookalike Audience tool, as 

well as the Special Ad Audience tool that Facebook created to explicitly not use sensitive demographic 

attributes when finding similar users. The degree of bias towards including more African-Americans or 

Whites in a Lookalike or Special Ad audience was larger when using customer lists of individuals with 

racially stereotypical names or ZIP codes as the basis for each tool. There was also significant bias 
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towards Asians in Lookalike audiences based on Asians, reaching up to 100% Asian in one case. 

Finally, Lookalike audiences based on Hispanics over-represented Hispanics versus Non-Hispanics. 

This study shows that Facebook’s ad platform can be used to discriminate by race and ethnicity 

through using different cultural interest groups as targeting options or through using the Lookalike 

and Special Ad Audience tools in 2021. It also provides evidence that “fairness through unawareness”, 

the idea that discrimination is prevented by eliminating the use of protected class variables or close 

proxies in a model, does not reduce the potential for algorithmic bias. 
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Introduction 

Facebook is the second largest digital advertising platform, behind Google, in the US today 

[1]. It offers advertisers multiple tools to target their ads at different users on the platform.  

• An advertiser can use Facebook’s own “Detailed Targeting” options which are categories of 

users that share the same demographic, interest, or behavior based on Facebook’s analysis of 

its user data.  

• Facebook also allows advertisers to create a “Custom Audience” or a list of customers or 

individuals that the advertiser already has data on for Facebook to target directly.  

• Facebook also offers to create a “Lookalike Audience”, which is based on an advertiser’s 

existing Custom audience by finding the users whom Facebook has identified as the most 

similar to the ones currently in the Custom audience. 

• Finally, for ads related to housing, employment, and credit, Facebook can create a “Special Ad 

Audience” which is like a Lookalike audience except Facebook does not use sensitive 

attributes such as “age, gender or ZIP code” in considering which users are similar enough to 

include [2].  

Over the last 5 years, Facebook has faced repeated criticism, lawsuits, and controversies over 

the potential for discrimination on its ad platform. Journalists have demonstrated how easy it is to 

exclude users whom Facebook has classified as being in racial or ethnic affinity groups from being 

targeted by housing or employment ads [3, 4]. Researchers have demonstrated racial and ethnic 

biases in Facebook’s Lookalike Audience and Special Ad Audience algorithms [5]. Facebook has been 

sued by the National Fair Housing Alliance [6], the ACLU [7], the Communications Workers of America 

[8], the U.S. Department of Housing and Urban Development [9], and others [10] over issues of 

discrimination on its advertising platform violating civil rights laws such as the Fair Housing Act and 



 

 47 

the Civil Rights Act of 1964. There is also ongoing controversy over how Facebook’s platform can be 

used by political actors, both foreign and domestic, to spread misinformation and especially target 

racial and ethnic minorities in the 2016 and 2020 election cycles  [11, 12, 13, 14, 15].  

In July 2020, a high-profile boycott of Facebook’s advertising platform over issues of 

misinformation and civil rights was organized by advocacy groups including the NAACP, the Anti-

Defamation League, Color of Change, and others to call on major corporations to stop advertising on 

Facebook for the month [16]. More than 1,000 large companies including Microsoft, Starbucks, Target, 

and others participated in the boycott [17].  

On July 8, 2020, Facebook released its own civil rights audit conducted by Laura Murphy, 

former Director of the ACLU Legislative Office, and attorneys at the law firm Relman Colfax [18]. The 

audit criticized Facebook for having “placed greater emphasis on free expression” instead of 

balancing that with the “value of non-discrimination” [18]. Regarding the audit, Facebook Chief 

Operating Officer Sheryl Sandberg stated, “it is the beginning of the journey, not the end” [19].  

As a concrete step of that journey, on August 11, 2020, Facebook announced that it will retire 

its controversial “multicultural affinity” groups that allowed advertisers to target users whom 

Facebook has categorized as “African American (US)”, “Asian American (US)” or “Hispanic (US – All)” 

[20]. 

However, has Facebook gone far enough to prevent discrimination on its advertising 

platform?  

While not every case of advertising discrimination is illegal or even potentially undesirable, 

such as the case of marketing textbooks to students, this study seeks to reveal to what degree can 

Facebook’s ad platform carry out racial and ethnic discrimination through its different tools, which 

may be the intended or unintended goal of different advertisers on Facebook. 
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I studied this question by testing Facebook’s advertising platform in two waves, first in 

January 2020 and again in January 2021. While in 2021 Facebook no longer offers multicultural affinity 

groups as targeting options for advertisers, I tested the similar sound cultural interest groups that 

Facebook still offered as targeting options, such as “African-American Culture”, “Asian American 

Culture”, and “Hispanic American Culture”. I also tested if Facebook’s other advertising tools, such as 

Lookalike Audiences and Special Ad Audiences, can discriminate by race and ethnicity. Thus, this 

study examined the following questions about Facebook’s advertising platform: 

• Are the cultural interest groups as racially and ethnically homogenous as the old multicultural 

affinity groups? 

• Do Lookalike and Special Ad audiences reflect racial and ethnic biases depending on the lists 

of individuals used to generate them? 

• Is the degree of racial and ethnic bias in Lookalike and Special Ad audiences affected by well-

established racial factors from the offline world such as the name or ZIP code of individuals 

used to create the audience?  

• What are the differences in the type and degree of bias observed in Facebook’s advertising 

tools in 2021 versus 2020? 

Background 

The Rise of Digital Advertising and Microtargeting 

In 2019, digital advertising spending ($129 billion) eclipsed traditional advertising ($109 

billion) for the first time in the US , and Facebook itself accounted for 22% of all digital ad spending, 

second only behind Google’s 37% market share [1]. Thus, law enforcement agencies, advocacy 

groups, the media, and researchers are increasingly focused on the need to prevent advertising 

discrimination on the country’s second most popular digital advertising platform.  
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Facebook’s advertising platform provides multiple targeting tools to help an advertiser 

“microtarget” only the users they want which are the focus of this study.  

• “Detailed Targeting” options allow an advertiser to target a prepackaged group of Facebook 

users who share common attributes based on Facebook’s data analysis of the ads they click, 

the pages they engage with, the activities they do on its websites, and other data. “Detailed 

Targeting” options are organized into three categories: demographics, interests, and 

behaviors (Figure 2.1).  

 

Figure 2.1. Adding Detailed Targeting Option to a Facebook Advertising Campaign. 

• “Custom Audiences” allow an advertiser to upload their own contact list of customers or 

individuals for Facebook to target or to create an audience by integrating Facebook’s trackers 

on their websites or apps. When an advertiser uploads a customer list, Facebook then 

matches data fields such as email, phone number, first name, last name, city, state, country, 

ZIP code, date of birth, gender, and more with the data it has on its users. Choosing a Custom 

audience means targeting ads only to the Facebook users that were matched to the 

advertiser’s customer list (Figure 2.2). Facebook can also create Custom audiences based on 

which Facebook users have interacted with an advertiser’s content on the Facebook platform 
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such as commenting on a video, liking an Instagram post, attending a Facebook event, and 

more (Figure 2.3).  

 

Figure 2.2. Identifiers Used to Match an Advertiser’s Customer List with Users on Facebook. 
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Figure 2.3. Sources for Custom Audience on Facebook. 

• “Lookalike Audiences” allow an advertiser to reach people similar to a designated source 

audience created through the Custom Audiences tool. According to Facebook, “You choose a 

source audience, and we identify the common qualities of the people in it. Then we find 

people like them, using your selected location and desired audience size.” The advertiser can 

choose one or multiple countries as the “Audience Location”, and Facebook will find the 1-

10% of the population of Facebook users in those countries that are most similar to the 

advertiser’s source audience (Figure 2.4).  
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Figure 2.4. Creating a Lookalike Audience.  

• “Special Ad Audiences” allow an advertiser to create a Lookalike Audience that finds similar 

people to their source audience “in online behavior without considering things like age, 

gender or ZIP code” [2] specifically for ads in the categories of housing, employment, and 

credit which are regulated by anti-discrimination laws (Figure 2.5). The settings for creating a 

Special Ad Audience are very similar to the Lookalike Audience settings. The advertiser 

chooses a source audience, then selects one or multiple countries as the “Audience Location”, 

and finally asks Facebook to find the 1-10% of the population of Facebook users in those 

countries that are most similar to the advertiser’s source audience (Figure 2.6).  
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Figure 2.5. Special Ad Audience Tool. 

 

Figure 2.6. Creating a Special Ad Audience. 

An advertiser can use the different tools of Facebook’s ad platform to define the desired 

intersection of attributes in whom they want to see an ad by using Facebook’s Audience selection tool 

(Figure 2.7). First, the advertiser is able to choose one or multiple Custom, Lookalike, or Special Ad 
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audiences to “include” as potential targets. The advertiser can also choose one or multiple Custom or 

Lookalike audience to “exclude” as potential targets, though they are not able to choose to exclude a 

Special Ad audience. Next, in terms of geographical targeting options, the advertiser can choose to 

only target individuals currently living in, recently located in, or traveling to a country, state, city, ZIP 

code, media market, or Congressional District. Another option is to drop a pin on the map and target 

all individuals within a setting of 1 to 50 miles of the pin’s location. The advertiser also has options to 

target by age, gender, and language. The advertiser can choose to add one or more of the predefined 

“Detailed Targeting” options based on demographics, interests, and behaviors created by Facebook 

to “include” or “exclude” as criteria for their target audience. There are also additional options for an 

advertiser to include or exclude users who have connections with the advertiser’s Facebook pages, 

apps, or events.  
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Figure 2.7. Facebook’s Audience selection tool. 

Digital advertising platforms like Facebook give advertisers new abilities to target individuals 

which were never in one place before when compared to traditional advertising. 

First, with print or broadcast advertising, the advertiser will reach anyone who reads the 

newspaper or watches the TV show where ad is placed. On Facebook, the advertiser can target only 

specific individuals that they want to reach through Facebook’s Custom Audiences or match a very 
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specific intersection of different targeting criteria in terms of demographics, interests, behaviors, and 

more (Figure 2.7).  

Second, with physical mail or email advertising, the advertiser can only reach those whose 

physical or email address they already have. On Facebook, the advertiser can potentially target 

millions of new individuals who are very similar to their existing customers without needing to know 

the contact information for this new audience through Facebook’s Lookalike Audiences or Special Ad 

Audiences tools. 

The increased targeting capabilities of Facebook’s advertising platforms also present new 

risks for discriminatory advertising to have a widespread impact. 

Facebook and Race 

Given this potential for discrimination, it’s important to note that unlike gender or age, 

Facebook doesn’t ask their users to provide their race directly. However, until August 11, 2020, the 

Facebook Ads platform did infer a user’s “Multicultural Affinity” based on their behavior on Facebook 

and how similar it is to others of the same affinity group. Thus, Facebook offered advertisers the 

ability to target by Multicultural Affinity classifications for “African American”, “Asian American”, and 

“Hispanic”, with the following Hispanic sub-categories: “Hispanic – Bilingual”, “Hispanic – Spanish 

Dominant”, and “Hispanic – English Dominant”.  

According to Facebook: 

The word “affinity” can generally be defined as a relationship like a marriage, as a natural 
liking, and as a similarity of characteristics. We are using the term “Multicultural Affinity” to 
describe the quality of people who are interested in and likely to respond well to multicultural 
content. What we are referring to in these affinity groups is not their genetic makeup, but their 
affinity to the cultures they are interested in…The Facebook multicultural targeting solution is 
based on affinity, not ethnicity. This provides advertisers with an opportunity to serve highly 
relevant ad content to affinity-based audiences [21]. 
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While Facebook argued that these multicultural affinity classifications do not facilitate racial 

and ethnic discrimination by advertisers, it has faced repeated criticism from journalists, researchers, 

civil rights groups, and law enforcement agencies over this issue.  

Media Attention 

In October 2016, ProPublica journalists Julia Angwin and Terry Parris Jr. found that “Facebook 

lets advertisers exclude users by race” [3]. Advertisers could include and exclude users from being 

targeted based on Facebook’s “Ethnic Affinity” categories, which included African American, Asian 

American, and Hispanic. In order to demonstrate the possibility of discrimination, ProPublica ran their 

own housing -related ads on Facebook using these categories to exclude users of a given ethnic 

affinity (Figure 2.8). Facebook responded that ethnic affinity categories existed as part of their 

“multicultural advertising” effort and that ethnic affinity was not the same as race but rather a 

membership category that Facebook created based on the pages and posts a user liked or engaged 

with on its website [3].  
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Figure 2.8. ProPublica’s example in October 2016 of using the “Ethnic Affinity” categories within 

Facebook’s Detailed Targeting options to potentially exclude minority users from seeing a 

housing-related ad in a discriminatory manner [3]. 

One year after their initial reporting, ProPublica journalists again found in November 2017 

that “Facebook (Still) Letting Housing Advertisers Exclude Users by Race” [4]. ProPublica was able to 

purchase housing-related ads that excluded on the basis of multicultural affinity groups, as well as 

mothers of high school kids, people interested in wheelchair ramps, Jews, expats from Argentina, and 

Spanish speakers, which are other categories that appear related to “protected classes” in anti-

discrimination law. Every ad was approved within three minutes. Facebook acknowledged that “This 

was a failure in our enforcement and we’re disappointed that we fell short of our commitments” [4]. 

The main difference in advertiser experience that ProPublica noted was that “Ethnic Affinity” was now 

renamed “Multicultural Affinity” and moved from the Demographics section of targeting options to 

the Behaviors section. Since Facebook also let advertisers select which ZIP codes to target, ProPublica 

was also able to target their ads at only majority non-Hispanic White ZIP codes in Brooklyn, as a 

demonstration of a practice they described as similar to “redlining” [4], a historical discriminatory 

practice by landlords, brokers, and lenders to oftentimes exclude African-Americans from moving to 

predominantly White neighborhoods, which is now prohibited by the Fair Housing Act.  

Academic Research 

Academic researchers have also found discriminatory potential in Facebook’s other targeting 

tools such as Lookalike Audiences and Special Ad Audiences. A December 2019 study found that 

Lookalike and Special Ad audiences could be significantly biased depending on the demographics of 

the source audience [5]. For example, when the source audience was all women, the Lookalike 

audience was 96.1% women, and the Special Ad audience was 91.2% women. Similar relationships 
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were also observed for different racial groups. For example, a source audience that was 100% Black 

created a Lookalike audience which had a 61% overlap with a given list of 900,000 other Black voters 

and only a 16% overlap with a second list of 900,000 White voters in the same state. The 

corresponding Special Ad audience had a 62% overlap with the Black voter list and a 12% overlap with 

the White voter list. On the other hand, a Lookalike Audience based on a source audience that was 

100% White had a much smaller 17% overlap with the Black voter list and a much larger 42% overlap 

with the White voter list. Similarly, the corresponding Special Ad Audience had a 10% overlap with the 

Black voter list and a higher 36% overlap with the White voter list.  

Legal Actions Taken Against Facebook and Its Advertisers 

There have also been multiple litigation filed on the issue of advertising discrimination filed 

against Facebook. On November 3, 2016, a class action lawsuit, Mobley v. Facebook, was filed in U.S. 

District Court arguing that Facebook violated federal anti-discrimination laws for housing (Fair 

Housing Act) and employment (Civil Rights Act) by citing the ProPublica reporting [22, 23]. On March 

27, 2018, a coalition of housing advocacy groups, led by the National Fair Housing Alliance (NHFA), 

filed a lawsuit against Facebook for violating the Fair Housing Act by allowing advertisers to 

discriminate against legally protected groups such as mothers, the disabled, and Spanish-language 

speakers [24]. The NHFA conducted their own investigation of Facebook’s advertising platform, and 

they also were able to exclude individuals that Facebook has classified as “Disabled American 

Veterans”, “moms of preschool kids”, and interested in “English as a second language” [6]. On 

September 18, 2018, the ACLU, the Communications Workers of America (CWA), and the employment 

law firm Outten & Golden LLP filed charges with the Equal Employment Opportunity Commission 

(EECOC) against Facebook and ten major corporations that targeted ads for jobs to younger male 

Facebook users only, excluding all women and older users [7]. In a separate 2018 lawsuit filed by the 
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Communications Workers of America vs. T-Mobile, Amazon, and 1,000 other large employers using 

Facebook ads, the plaintiffs allege that not only did the employers use Facebook’s prepackaged 

targeting options in a discriminatory manner, but that they also used Facebook’s Lookalike Audience 

tool to target candidates who are demographically similar to their existing workforce in ways that 

marginalized older workers [8, 25].  

Regulatory agencies and other law enforcement offices have also investigated and filed suit 

against Facebook for advertising discrimination. In 2016, Washington State’s Attorney General’s Office 

started a 20-month investigation of Facebook’s advertising platform. The investigators were able to 

purchase ads that excluded protected categories of people from being targeted and found real-world 

examples of ads that did just that [10, 26, 27]. According to the Attorney General Bob Ferguson, 

“Facebook’s advertising platform allowed unlawful discrimination on the basis of race, sexual 

orientation, disability and religion…That’s wrong, illegal, and unfair” [26].     

On March 28, 2019, the U.S. Department of Housing and Urban Development (HUD) sued 

Facebook, because it “unlawfully discriminates based on race, color, national origin, religion, familial 

status, sex, and disability by restricting who can view housing-related ads on Facebook’s platforms 

and across the internet” and it “mines extensive data about its users and then uses those data to 

determine which of its users view housing-related ads based, in part, on these protected 

characteristics” [9].  

Political Controversy and Criticism from Civil Rights Advocacy Groups 

Finally, while it is not unlawful in the United States to target political or news ads in a racially 

biased manner, the ability for Facebook’s advertising platform to be used to spread misinformation or 

inflame racial tensions among different demographic groups has been a high-profile political 

controversy in the 2016 and 2020 General Elections.  
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Researchers studying the 3,519 ads that Facebook shared with Congress as part of the 

investigations into Russian interference with the 2016 elections found that many of the ads focused on 

black identity issues, such as police shootings, BlackLivesMatter, and discrimination [28]. The most 

popular Facebook targeting options used by the Russians included targeting users interested in 

Martin Luther King, African-American Civil Rights Movement, African-American history, Black Power, 

and other related categories [15]. In fact, 17 ads even used Facebook’s “African-American (US)” 

multicultural affinity group [15]. Another study found that across all the Russian-linked ads disclosed 

by Facebook, 52% had more than double the proportion of African-Americans in their target audience 

compared to Facebook’s US baseline [29]. Besides the Russians, other political actors may have also 

used Facebook’s advertising tools to target minority voters in controversial ways in 2016. For 

example, in October 2016, Trump campaign manager, Brad Parscale, announced that they will target 

an ad, which featured Clinton disparaging young African-Americans as “superpredators”, using 

Facebook’s advertising platform to “only the people we want to see it”, in order to suppress Clinton’s 

votes from African-Americans [30].  

In 2020, there have been similar controversies about misinformation campaigns targeting 

minority voters on Facebook. For example, racial appeals and a focus on American social unrest 

during the summer of 2020 have been part of misinformation campaigns by groups linked to Russia, 

Iran, and China on Facebook and Twitter [11, 12]. Domestic political actors have also used these 

platforms to promote misleading or false ads [11, 13, 14]. For example, in August 2020, The 

Washington Post reported that FreedomWorks, a conservative political advocacy group established by 

David and Charles Koch, spent $1,500 on a Facebook ad by the Protect My Vote page using LeBron 

James’ picture and a misquoted line to criticize mail-in ballots [14]. This ad targeted voters in swing 

states with high concentrations of minority voters [14]. Other political groups were able to exploit 
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Facebook’s fact-checking system to re-post and distribute nearly identical copies of previously taken 

down ads that Facebook’s fact-checking partners helped remove [13]. A significant amount of 

misinformation also targeted Hispanics in 2020, particularly Hispanic voters in Florida [31, 32, 33, 34]. 

According to Longoria, one tactic was to draw on “anti-blackness” bias to promote the idea that Black 

individuals were “harassing” Latinos under the guise of activism, such as one viral video that was 

shared 180,000 times on Facebook of two Black women harassing a Latino family celebrating at a 

party, which falsely labelled the women as members of Black Lives Matter [31]. Other misleading ads 

for example labelled Biden as a “communista” or stated that Harris supported abortion up to the 

minutes before birth [31, 32]. A common problem was that fact-checking was not as robust or 

enforced for Spanish-language ads and posts on Facebook [33]. 

Due to the widespread misinformation, often targeting minority users, on Facebook, on June 

17, 2020, civil rights groups such as the NAACP, the Anti-Defamation League, Color of Change, and 

others launched the “Stop Hate for Profit” campaign to pressure major corporate advertisers to stop 

advertising on Facebook for the month of July 2020 [35]. More than 1,000 major advertisers joined the 

boycott including Microsoft, Starbucks, Unilever, Target, and more [17]. The organizers of the boycott 

outlined 10 recommendations for Facebook to adopt such as hiring a C-suite executive to review the 

company’s products for discrimination, hate, and bias, participating in a regular third-party audit on 

identity-based misinformation and hate, stopping the amplification of content with ties to hate, 

misinformation, or conspiracies, ending the exemption of politicians from fact-checking, and other 

changes [35]. The organizers of the boycott argued that the racism on Facebook reflects the issues of 

systemic racism in America today which are worsened by Facebook’s technologies and its historically 

laid back approach to moderation [36].  

Racial Discrimination by Humans 
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Outside of Facebook, researchers have found that racial discrimination and racial bias can 

occur in many different situations in everyday life, whether that’s applying for a job or a loan or trying 

to get a doctor’s appointment. In these cases, it’s individual humans or a group of people working 

within a larger organization who are making the biased decisions. Oftentimes, similar to how 

Facebook doesn’t collect race directly as a variable from its users, discrimination by others in society 

may also not rely on an explicit racial variable but rather using more implicit proxies for race.  

One common proxy variable is to use the name of the individual to discriminate by race. 

Different racial groups tend to have distinct sounding first and/or last names [37, 38]. Field 

experiments have shown that discrimination may occur for individuals with different racially-affiliated 

names [39, 40]. For example, in 2003, Bertrand and Mullainathan found that resumes with White-

sounding first names received 50 percent more callbacks for interviews than resumes with Black-

sounding first names [39]. In 2016, Kang, DeCelles, et al. found a similar interview callback gap of 40% 

for James (White-sounding first name) versus Lamar (Black-sounding first name) when both resumes 

appear “White”, i.e. the resumes don’t describe participation in ethnically affiliated groups like an 

African-American fraternity, but no statistical difference in the lower callback rates for both names 

when the resumes appear “Black”. For resumes that appear “Asian”, Luke Zhang (White-sounding first 

name, Asian-sounding last name) received a statistically significant 83% more interview callbacks 

than Lei Zhang (Asian-sounding first and last name) [40]. A meta-analysis of these field experiments in 

2017 found no change in African-American callback rates since 1989 while there was a decline in 

discrimination against Latinos [41]. Audit studies have also looked at the response rate gap to a 

housing inquiry, a mortgage application, a request for a doctor’s appointment, a request for help from 

a public official, and more [42, 43, 44].  
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Another method for racial discrimination is based on the home of the individual since 

historical factors have resulted in high levels of racial segregation in many US cities [45]. Before the 

passage of the Fair Housing Act in 1968, lenders and the real estate industry commonly practiced 

“redlining”, where certain minority neighborhoods were declined access or offered inadequate access 

to affordable mortgages and minority renters and borrowers were often prevented from moving to 

White-dominant neighborhoods [45]. While the Fair Housing Act made redlining and housing 

discrimination illegal, disparities in access to housing and borrowing still exist between racial groups 

[45]. For example, a 2015 study in Baltimore found that race is the most statistically significant factor 

in predicting who gets a mortgage, and the disparity ratio of loans to the population is 210% for 

Whites and 27% for African-Americans [46]. Similar patterns exist for 61 metro areas around the 

country [47]. Hanson and Hawley found in their audit study across the 10 largest US cities that African-

Americans faced lower response rates from landlords than Whites in racially-mixed neighborhoods, 

areas with rent above the median rent for the city, and neighborhoods close to the city center or first 

ring suburbs [44]. According to research by Raj Chetty, Nathaniel Hendren, et al. these disparities 

contribute to the “substantially lower rates of upward mobility and higher rates of downward 

mobility” for African-Americans relative to Whites, “leading to large income disparities that persist 

across generations” [48]. Chetty et al. found that less than 5% of Black children grew up in rich areas 

with a poverty rate below 10% while more than 63% of White children did [48]. Amongst researchers 

of algorithmic bias, these findings have contributed to concerns over the inclusion of geography-

related variables such as ZIP codes as data inputs that may serve as proxy variables for race and 

contribute to algorithmic bias [49, 50].  

Due to this research on how discrimination often occurs “offline”, this study examines if the 

algorithms used by Facebook to create Lookalike and Special Ad audiences exhibit higher degrees of 
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racial and ethnic bias when using individuals with racially and ethnically stereotypical names and ZIP 

codes in the source audience. 

Discrimination by Algorithms and Anti-Discrimination Laws 

The Civil Rights Movement and its legislative successes have resulted in three major federal 

laws that forbid racial and other types of discrimination in housing (Fair Housing Act), employment 

(Civil Rights Act of 1964) and credit (Equal Credit Opportunity Act), including in advertisements for 

those sectors [49]. These laws provide a legal recourse for justice for victims of discrimination and a 

potential threat of legal repercussions to discriminatory actors. Thus, it’s these laws that the ACLU, 

HUD, and others have argued that Facebook and advertisers on its platform have violated. However, 

as discrimination moves from decisions made by humans to those by machines and algorithms, how 

to detect discrimination and enforce existing anti-discrimination laws has become more complicated.  

Latanya Sweeney’s 2013 study on Google’s ad platform was an early, high-profile example of a 

digital audit study to detect discrimination. She found that statistically significantly more ads using 

Black-identifying first names had the word “arrest” in the ad’s text than ads using White-identifying 

first names, with an adverse impact ratio of 77% for Reuters.com, which had ads served by Google, 

and an adverse impact ratio of 40% for Google.com search results [51]. Other instances of algorithmic 

bias have been found in facial recognition systems [52], online shopping [53], search engines [54, 55, 

56, 57], job sites and hiring software [58, 59, 60], translation services [61], healthcare [62], and other 

systems.  

Since much of the work on algorithmic discrimination has focused on the products of private 

sector companies, the legal concepts of “disparate treatment” and “disparate impact”, which were 

established by Title VII of the 1964 Civil Rights Act are the primary jurisprudence that is applicable [63].  
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Disparate treatment focuses on intentional discrimination, when individuals are treated 

differently because of their protected class attribute, such as their race, color, national origin, religion, 

sex, disability, or familial status [63]. There can be overt evidence of disparate treatment such as when 

a lender has a policy of a higher credit limit for older borrowers versus younger borrowers [64]. Or 

there can be comparative evidence of disparate treatment such as when two borrowers who are 

otherwise similar get treated differently by a lender on the basis of their protected class attribute [64].  

Disparate impact occurs when there is disproportionate burden in outcomes for a specific 

group, where showing intentionality is not required [63, 64]. There is a burden-shifting framework to 

decide whether a company is liable under disparate impact. First, the plaintiff needs to show evidence 

of disproportionate outcomes across demographic groups. The Equal Employment Opportunity 

Commission’s (EEOC) 80-20 Rule is often cited by algorithmic bias literature though it primarily 

applies to labor issues [65, 66]. Then, the defendant corporation can respond to try to show if it had a 

“business necessity” to justify its decision-making process [63, 64]. For example, a job that required 

lifting heavy supplies may argue that it’s a business necessity to include a candidate’s ability to lift 

weights in its hiring process, even if it leads to hiring more male versus female candidates. Finally, the 

plaintiff must show that that there is a less discriminatory alternative that could meet the business 

necessity [63]. 

Applying these concepts to the different Facebook ad targeting tools, if an advertiser uses 

Facebook’s targeting options in an intentionally discriminatory way such as creating age limits, 

gender criteria, or choosing the multicultural affinity targeting options like “African-American (US)” 

then that may be considered to be disparate treatment. If an advertiser has a predominantly White 

customer base, they then use either Facebook’s Lookalike Audience or Special Ad Audience tools to 

create a new target audience of other users whom Facebook has identified as being similar to their 
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existing customers. If the resulting target audience is racially biased by being predominantly White, in 

following the disparate impact framework, it doesn’t matter whether the advertiser or Facebook 

intentionally meant to discriminate. First, the plaintiffs would need to show that Black and other 

minority users were impacted disproportionately by not being targeted by the advertiser relative to 

White peers. Then, the advertiser may argue it was a business necessity to use Facebook’s tools to find 

new ad audiences similar to their existing customers, and Facebook may argue that its business 

necessity meant creating the best possible Lookalike or Special Ad audience to serve their advertising 

clients. Finally, the plaintiffs would need to show that there are less discriminatory alternatives that 

could still achieve the same business necessities without predominantly targeting more White users.  

This study examines to what degree would Facebook’s racially-affiliated targeting options 

lead to disparate treatment by race and ethnicity and also to what degree would Facebook’s 

Lookalike Audience and Special Ad Audience tools lead to disparate impact by race and ethnicity 

depending on the demographics of the source audience. 

Facebook’s Response to Charges of Discrimination 

Facebook has become more responsive over time in making changes to its advertising 

platform after being repeatedly accused of discrimination by journalists, advocacy groups, and law 

enforcement agencies.  

In response to the original ProPublica report from 2016 [3], Facebook announced efforts in 

February 2017 to improve its anti-discrimination efforts such as creating enforcement tools to 

disapprove ads that use multicultural affinity groups – the new name “Ethnic Affinity” – as targeting 

options when offering housing, employment, or credit opportunities. Facebook also required 

advertisers to self-certify that they are not discriminating [67].  
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On July 24, 2018, Facebook signed a legally binding agreement with the state of Washington 

to make changes to its advertising tools as a result of the 20-month investigation conducted by 

Washington Attorney General Bob Ferguson’s office [10]. Facebook agreed to pay $90,000 in costs and 

fees to the Attorney General’s Office and removed targeting options that may allow advertisers to 

exclude on the basis of race, religion, sexual orientation, veteran status, and other protected classes 

for housing, employment, credit, and insurance ads [10]. On August 21, 2018, Facebook announced it 

will eliminate 5,000 targeting options related to ethnicity or religion, such as “Native American 

culture”, “Passover”, “Evangelicalism”, and “Buddhism” from being used by advertisers [68, 69].      

On March 19, 2019, Facebook settled with the ACLU, the Communications Workers of America, 

the National Fair Housing Alliance, and others on their multiple lawsuits against Facebook over 

advertising discrimination [70, 71]. Facebook agreed to create a separate portal for ads regarding 

housing, employment, and credit [72]. On this portal, Facebook will offer “a much more limited set of 

targeting options so that advertisers cannot target ads based on Facebook users’ age, gender, race, or 

categories that are associated with membership in protected groups, or based on zip code or a 

geographic area that is less than a 15-mile radius, and cannot consider users’ age, gender, or zip code 

when creating ‘Lookalike’ audiences for advertisers” [72]. 

On August 26, 2019, Facebook started implementing this agreement by requiring advertisers 

purchasing employment, housing, and credit ads to use the tools of “Special Ad Categories” instead of 

the regular Facebook advertising tools [2]. The “Special Ad Categories” tools restrict options that 

“allow targeting by age, gender, ZIP code, multicultural affinity, or any detailed options describing or 

appearing to relate to protected characteristics” and advertisers have to create a Special Ad Audience 

that finds similar users to their existing customers “in online behavior without considering things like 

age, gender or ZIP code” rather than a normal Lookalike Audience [2].  
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Before settling these lawsuits, Facebook has repeatedly argued that it is not liable for 

discrimination on its platform due to the actions of its advertisers, because it is protected by Section 

230 of the Communications Decency Act [26, 68]. According to Facebook, since it is a platform rather 

than a publisher, then Section 230 means that it should not be liable for the content that it hosts [26]. 

In 2018, the U.S. Department of Justice has filed Statements of Interest in two different 

discrimination-related lawsuits against Facebook arguing that it does not believe Section 230 liability 

protections apply to Facebook’s advertising platform [73, 74].  

Finally, in response to the July 2020 Stop Hate for Profit boycott organized by the NAACP, the 

Anti-Defamation League, Color of Change, and others, Facebook released its civil rights audit 

conducted by Laura Murphy, former Director of the ACLU Legislative Office, and attorneys at the law 

firm Relman Colfax on July 8, 2020 [18]. Similar to the motivations of the boycott’s organizers, the civil 

rights audit primarily focused on issues of misinformation and hate speech on Facebook and how it 

has “placed greater emphasis on free expression” instead of balancing that with the “value of non-

discrimination”, which the report noted did not need to be mutually exclusive [18]. For example, the 

audit criticized Facebook for deciding that President Trump’s post stating “when the looting starts the 

shooting starts” – in regards to the summer’s Black Lives Matter protests – did not violate its content 

policies about the incitement of violence and thus left it up without any warning labels [18]. Regarding 

advertising discrimination, the audit acknowledged that HUD has filed charges against Facebook for 

violating fair housing laws with its ad targeting options [18]. It also acknowledges that research from 

Northeastern University and Upturn [5] has shown it’s possible for the Special Ad Audiences tool to be 

biased despite not using protected class information [18]. Regarding this audit and Facebook’s civil 

rights policies, Facebook’s Chief Operating Officer, Sheryl Sandberg, acknowledged that “it is the 

beginning of the journey, not the end” [19]. On August 11, 2020, Facebook announced that it will 
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finally retire its controversial multicultural affinity advertising targeting options for racial and ethnic 

groups [20]. 

The boycott by most major advertisers ended by August 2020, and Facebook does not appear 

to have suffered significant financial damage as a result of the boycott, though the boycott also 

coincided with the COVID-19 pandemic, which saw many small and medium businesses increase their 

web presence and online sales [75]. Besides the civil rights audit, Facebook has also responded to 

some of the demands of the boycott’s organizers such as banning Holocaust denial and blackface 

posts [75] and agreeing to hire a civil rights vice president, though not a C-suite executive as 

demanded by the boycott’s organizers [76].  

At the end of 2020, Facebook has also begun to update some of its “race-blind” policies that 

were having disproportionate impact on marginalized groups. In December 2020, Facebook started 

re-engineering its automated moderation systems, which previously did not distinguish between 

groups who have historically been targets of hate speech versus groups who were not [77]. Thus, 

comments such as “White people are stupid” were treated the same way as anti-Semitic or racist slurs 

[77]. Black users complained that the old system removed posts such as “Thank a Black woman for 

saving our country”, and civil rights experts argued that “you can’t have the conversation if it is being 

filtered out, bizarrely, by overly blunt hate speech algorithms” [77]. Facebook is de-prioritizing its 

moderation of negative comments about “Whites”, “men”, and “Americans” as less likely to be 

harmful, while acknowledging that underrepresented groups need more protection [77].  

This study examines changes in the discriminatory potential of Facebook’s advertising 

platform from January 2020 to January 2021. It was a tumultuous year, which saw organized action by 

its users, advocacy groups, and its largest advertisers to apply pressure for greater civil rights 

protections on the platform. Facebook has also begun to publicly take some steps towards reform, 
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such as removing multicultural affinity targeting options and re-engineering its content moderation 

system.  

Has Facebook gone far enough to prevent discrimination on its advertising platform? 

Methods 

Overview 

This study is the first to examine the racial and ethnic breakdowns of Facebook’s multicultural 

affinity groups and the similar sounding cultural interest groups. It is also the first to determine the 

racial and ethnic biases of Facebook’s Lookalike Audience and Special Ad Audience tools across 

multiple time periods and whether the degree of bias is affected by using individuals with racially 

stereotypical names and ZIP codes in the source audience.  

I conducted the study over 2 waves, with Wave 1 occurring in January 2020 and Wave 2 in 

January 2021. During each wave, I conducted two types of tests of Facebook’s ad platform to answer 

my research questions about potential racial and ethnic biases.  

• Test 1 – Studying the Racial and Ethnic Breakdowns of Targeting Options By Facebook 

o Detailed Targeting options  

§ 2020 – Multicultural Affinity groups  

• African American (US) 

• Asian American (US) 

• Hispanic (US – All)  

§ 2021 – Cultural Interest groups  

• African-American Culture 

• Asian American Culture 

• Hispanic American Culture 
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o Research question: Are the cultural interest groups as racially and ethnically 

homogenous as the old multicultural affinity groups? 

• Test 2 – Studying the Bias in Facebook’s Lookalike Audience and Special Ad Audience Tools 

Using A Set Theory Approach 

o Lookalike Audiences (2020 and 2021) 

o Special Ad Audiences (2020 and 2021) 

o Research questions:  

§ Do Lookalike and Special Ad audiences reflect racial and ethnic biases 

depending on the lists of individuals used to generate them? 

§ Is the degree of racial and ethnic bias in Lookalike and Special Ad audiences 

affected by well-established racial factors from the offline world such as the 

name or ZIP code of individuals used to create the audience?  

§ What are the differences in the type and degree of bias observed in Facebook’s 

advertising tools in 2021 versus 2020?  

In each wave, I used that month’s North Carolina voter list of ~8 million voters to test 

Facebook’s advertising tools. This study tests how Facebook’s ad platform relates to different samples 

of African-American, White, Asian, and Hispanic voters, which are racial and ethnic groups that exist in 

the voter data and also as Facebook targeting options. For each test, I first create lists of voters with 

known race and ethnic data. I then input those lists to different Facebook ad tools to see if the 

estimated reach according to Facebook changes in a biased way based on the combination of the 

demographics of the list that is used and the Facebook tool being tested. 

Preparing the North Carolina Voter Data for Testing on Facebook 
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The North Carolina voter data is useful for this study, because it includes important personal 

information that Facebook can use to match a voter to a user profile, and it also contains self-reported 

race and ethnicity data that I use to create subsets of voters for each test. 

The North Carolina voter dataset is publicly available and contains the following variables that 

overlap with what Facebook requests in order to match an uploaded list of voters with their 

corresponding Facebook profiles for ad targeting through the Custom Audience tool: 

• First name 

• Last name 

• City  

• State 

• ZIP code 

• Country  

• Gender 

• Age 

• Year of birth 

• Phone number 

I filtered the voter data for “Active” and “Verified” voters to ensure that I am using voters with 

the most up-to-date city and ZIP code fields to match against Facebook profiles. 

Voter registration forms in North Carolina ask voters to fill out their race and ethnicity which is 

captured in the state voter data (Figure 2.9). I then used the African American, Asian, and White race 

categories and the Hispanic and Not Hispanic ethnicity categories to create subsets of voters to test 

the degree of bias in Facebook’s advertising platform.  
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Figure 2.9. Example North Carolina Voter Registration Form in 2021. This form requests the 

voter to provide their demographic information in terms of ethnicity and race highlighted in the 

red box.  
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Since Test 2 involved seeing if the degree of bias in Lookalike and Special Ad audiences 

changed when using lists of individuals with commonly given names of one race or ethnicity for the 

source audience, I started with the ethnicolr library in Python to predict a voter’s race or ethnicity 

based on their first and last name [78]. I then created subsets of voters of each demographic group 

who have commonly given names of that race or ethnicity according to ethnicolr predictions. 

Research has shown that there are trends in popular first and last names being given to babies of 

different races and ethnicities [37, 38, 51]. In fact, these trends are often used in political science and 

social science research to predict the race and ethnicity of individuals in a dataset that doesn’t 

contain explicit race and ethnicity fields [38]. A common approach is to use the U.S. Census Bureau’s 

Frequently Occurring Surnames dataset which contains all last names occurring more than 100 times 

in the Decennial Census and the racial and ethnic breakdown of each last name [79]. However, using 

only last names may incorrectly predict the race of some individuals, especially African-Americans, 

who have last names that are also frequently used by White families but may have more racially 

distinct first names. Thus, Sood and Laohaprapanon created the ethnicolr library which uses a Long 

Short Term Memory neural network trained on Florida’s voter registration data to predict an 

individual’s race or ethnicity using both their first and last name [78]. They found that their model 

using both names, which had a precision of 83% and a recall of 84%, performed better than a model 

using only the last name in out of sample testing. The ethnicolr library was released in 2018 and has 

since been used in multiple research studies in medicine, political science, economics, education, and 

other subjects [80, 81, 82, 83, 84]. Figure 2.10 shows the results from the ethnicolr library using 4 

names. The model outputs probabilities that a given first and last name belongs to one of 4 classes: 

White, African-American, Asian, and Hispanic. It then predicts a label based on which class had the 

highest probability. The first two rows compare “Jinyan Zang” versus “Jinyan Zane”, where the 
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change in the last name resulted in the predicted label changing from Asian to White. The last two 

rows compare “Latanya Sweeney” versus “Tanya Sweeney” where the change in the first name 

resulted in the predicted label changing from African-American to White. 

First name Last name Predicted 
Label 

Probabilities 

White  African-
American  Asian Hispanic 

Jinyan Zang Asian 19% 2% 77% 2% 
Jinyan Zane White 49% 31% 14% 5% 
Latanya Sweeney African-

American 10% 88% 1% 1% 
Tanya Sweeney White 89% 9% 1% 2% 

Figure 2.10. Example Results from the ethnicolr Library in Python Using 4 Names. Changing from 

“Jinyan Zang” to “Jinyan Zane” resulted in the predicted label switching from Asian to White. 

Changing from “Latanya Sweeney” to “Tanya Sweeney” also resulted in the predicted label 

switching from African-American to White. 

Since the Test 2 also involved seeing if the degree of bias in Lookalike and Special Ad 

audiences changed based on using voters living in racial or ethnic enclaves, I started with the U.S. 

Census Bureau’s American Community Survey to find the racial and ethnic breakdown of every ZIP 

code in North Carolina [85]. According to the Census, North Carolina is 71% White, 22% African-

American, and 3% Asian, and it is also 10% Hispanic [86]. Therefore, I considered African-Americans 

living in ZIP codes with >50% African-Americans, Whites living in ZIP codes with >90% Whites, Asians 

living in ZIP codes with >20% Asians, and Hispanics living in ZIP codes with >20% Hispanics as having 

a racially stereotypical ZIP code.  

With ethnicolr predictions based on names and Census data identifying racial enclave ZIP 

codes, I created 4 versions of 10K voter samples for each race / ethnicity to study the demographic 

biases of Lookalike and Special Ad audiences in Test 2 (Figure 2.11).  
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Race / 
Ethnicity 

10K Voter Samples Used to Create Lookalike and Special Ad Audiences 

African-
American 

African American 

African-American with Commonly Given African-American Names 

African-American In ZIP Codes with >50% African-Americans 

African-American with Commonly Given African-American Names & In ZIP Codes 
with >50% African-Americans 

White White 

White with Commonly Given White Names 

White In ZIP Codes with >90% Whites 

White with Commonly Given White Names & In ZIP Codes with >90% White 

Asian Asian 

Asian with Commonly Given Asian Names 

Asian In ZIP Codes with >20% Asians 

Asian with Commonly Given Asian Names & In ZIP Codes with >20% Asians 

Hispanic Hispanic 

Hispanic with Commonly Given Hispanic Names 

Hispanic In ZIP Codes with >20% Hispanics 

Hispanic with Commonly Given Hispanic Names & In ZIP Codes with >20% 
Hispanics 

Figure 2.11. 10K Voter Samples with Different Traits Used to Create Lookalike and Special Ad 

Audiences for Each Race / Ethnicity for Test 2 Analysis. 

Test 1 – Studying the Racial and Ethnic Breakdowns of Targeting Options By Facebook  

I started by recording the target size for the relevant Facebook targeting options in 2020 and 

2021 using its ad planning tool shown in Figure 2.12. For 2020, the options were “African American 

(US)”, “Asian American (US)”, and “Hispanic (US – All)”. In 2021, the options were “African-American 
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Culture”, “Asian American Culture”, and “Hispanic American Culture”. I then compared the target size 

of each Facebook option to the corresponding estimate from the US Census for the 18+ population of 

that demographic group [87].  

 

Figure 2.12. Target Size of the “African American (US)” Option in 2020. The size in 2020 was 

87,203,689 Facebook users highlighted in the red box. 

For each wave, I created different Custom audiences on Facebook by segmenting the North 

Carolina voter list by different racial groups – African-American, Asian, and White – and by different 

ethnic groups – Hispanic and Non-Hispanic. I then randomly sampled 10,000 voters from each of the 

segments to use as the basis to create a Lookalike audience of the 1% most similar users in the United 

States on Facebook.  

I iterated and set each Custom or Lookalike audience as the target on Facebook’s ad planning 

tool (Figure 2.13). I then added the targeting option being tested under the “Detailed Targeting” 

setting of Facebook’s ad planning tool and recorded the updated daily reach estimate. In the example 

shown in Figure 2.14, an ad that targeted the African-American voters Custom audience and also 

matched the “African-American Culture” interest option would only reach 142,000 users daily, which 
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represents 37% of the reach of an ad that targeted the same African-American voters without the 

additional “African-American Culture” criteria (Figure 2.13).  

 

Figure 2.13. Example of the Estimated Daily Reach of African-American Voters Custom Audience 

on Facebook’s Ad Planning Tool in 2021. The estimated daily reach was 379K highlighted in the 

red box. 
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Figure 2.14. Example of the Estimated Daily Reach of Targeting an African-American Voters 

Custom Audience Who Match the “African-American Culture” Interest Option on Facebook’s Ad 

Planning Tool in 2021. The estimated daily reach was 142K, which is 37% of the reach in Figure 

2.13. 
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When the estimated reach is below 1 million, Facebook’s ad planning tool in general rounds to 

the nearest thousand by using “K”, so that may have introduced some small rounding errors into the 

results shown in this study. I also maximized the ad budget to $1 million in most cases to ensure the 

maximum reach estimate is used.  

Test 2 – Studying the Bias in Facebook’s Lookalike Audience and Special Ad Audience 

Tools Using A Set Theory Approach 

In order to study the racial and ethnic breakdowns of a Lookalike or Special Ad audience, I 

used the set theory approach described in Sapiezynski et al. [5].  

For example, to study the African-American versus White bias of a Lookalike or Special Ad 

audience, I first created a 2 million voter sample made up of 1 million randomly sampled African-

American voters and 1 million randomly sampled White voters. Then from the remaining voters in 

North Carolina not in the sample, I created lists of 10,000 randomly sampled voters of different racial- 

or ethnic-related traits to create corresponding Lookalike and Special Ad audiences of the 1% most 

similar Facebook users in the United States (Figure 2.11). Thus, to see if a Lookalike audience based 

on African-Americans was biased towards including more African-American than White voters, I first 

measured the estimated reach of the 1 million African-American voters Custom audience (Figure 2.15).  

I then measured the estimated reach of the 1 million African-American audience if it excluded the 

Lookalike Audience based on African-Americans (Figure 2.16). Finally, I repeated the process for the 1 

million White voters Custom audience.  
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Figure 2.15. Example of the Estimated Daily Reach of Targeting a 1 Million African-American 

Voters Custom Audience in 2021. The estimated reach was 299K highlighted the red box. 
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Figure 2.16. Example of the Estimated Daily Reach of Targeting a 1 Million African-American 

Voters Custom Audience While Excluding a Lookalike Audience Based on African-American 

Voters in 2021.The estimated reach was 160K which is 139K fewer users than Figure 2.15. 

In this case, the estimated reach of the 1 million African-American voters decreased by 139,000 

when excluding the Lookalike audience based on African-Americans, but the estimated reach of the 1 

million White voters decreased by only 17,000 under the same circumstances. Thus, within the 

intersection of the Lookalike audience and the 2 million voter sample, 89% of the overlap were 

African-American voters while 11% were White voters as shown in Figure 2.17. This means that 

African-Americans were over-represented by being far above the 50% baseline in the 2 million voter 

sample. In this paper, I refer to statistics like the 89% as the sample share of African-American voters 
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in the Lookalike audience and statistics like the 11% as the sample share of White voters in the 

Lookalike audience. I also describe a demographic group being above the expected baseline level as 

“over-represented” and being under the baseline as “under-represented”. If the set theory approach 

found that a Lookalike or Special Ad audience over-represented a demographic group, then I describe 

that audience in this paper as being “biased” towards that race or ethnicity.  

 

Figure 2.17. Example Breakdown of the Intersection of the Lookalike Audience Based on African-

American Voters with the 1 Million African-American Voter Sample and the 1 Million White Voter 

Sample in 2021. Because 89% or 139,000 of the intersection were African-American voters versus 

just 11% being White voters, the Lookalike audience over-represented African-American voters 

and appears to be biased towards African-Americans. 

Since there are far fewer Asian voters in North Carolina compared to African-Americans and 

Whites, Figure 2.18 shows that the set theory approach used a 150,000 voter sample as the 

comparison set with 50,000 Asian, African-American, and White voter samples each to study the 

degree of bias in a Lookalike or Special Ad audience towards Asians. Similarly, Figure 2.19 shows that I 
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used a 200,000 voter sample as the comparison set with 100,000 Hispanic and Non-Hispanic voter 

samples to study the degree of bias in a Lookalike or Special Ad audience towards Hispanics. Finally, 

since Facebook doesn’t allow Special Ad audiences to be in the “Exclusion” position, I simply flipped 

the settings described earlier by first measuring the reach of the Special Ad audience on its own and 

then measuring the reach of the Special Ad audience while excluding a given voter sample, in order to 

implement the set theory approach for measuring biases of Special Ad audiences.  

 

 

Figure 2.18. Set Theory Approach to Study the Bias Towards Asians in Lookalike or Special Ad 

Audiences Using a 150,000 Sample of Asian, African-American, and White Voters. 



 

 86 

 

Figure 2.19. Set Theory Approach to Study the Bias Towards Hispanics in Lookalike or Special Ad 

Audiences Using a 200,000 Sample of Hispanic and Non-Hispanic Voters. 

Results 

Test 1 – Studying the Racial and Ethnic Breakdowns of Targeting Options By Facebook  

When compared to the relevant Census population estimates, Facebook’s ad targeting sizes 

became much closer to the Census estimates by 2021 for Asians and Hispanics. In addition, in 2021, 

Facebook’s “African-American Culture” ad targeting option contained 75% fewer White users than the 

old “African American (US)” option they removed in the previous year, while the number of non-Asians 

and Non-Hispanics increased significantly for the Asian and Hispanic related targeting options. 

In 2020, Facebook’s multicultural affinity group targeting option for “African-American (US)” 

had 2.49 times more people than the Census population estimate, while “Asian American (US)” was 

0.28 times the Census estimate and “Hispanic (US – All)” was 0.50 times the Census estimate (Figure 

2.20). In 2021, the number of Facebook users interested in “African-American Culture” was 2.26 times 

the Census estimate, while the target size of “Asian American Culture” was 0.96 times the Census 

estimate and that of “Hispanic American Culture” was 1.31 times the Census estimate (Figure 2.20). 
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Thus, the target size of Facebook’s Asian American Culture and Hispanic American Culture option 

grew closer to the Census population estimate in 2021 while the target size of the African-American 

Culture option stayed at twice the population estimate which was similar to the “African American 

(US)” option in 2020.  

 Facebook Advertising 
Targeting Option 

Facebook Target 
Size 

Census (Age 18+ 
Population) 

Facebook-Census 
Ratio 

2020 African American (US) 87,203,689  35,079,870 2.49x 
Asian American (US) 4,972,438  17,502,608 0.28x 
Hispanic (US – All) 21,542,628  43,089,980 0.50x 

2021 African-American Culture 79,388,010  35,079,870 2.26x 
Asian American Culture 16,807,470  17,502,608 0.96x 
Hispanic American Culture 56,515,880  43,089,980 1.31x 

Figure 2.20. Facebook Advertising Target Size to Census Population Estimate Ratio. The Census 

Population Estimates use the US Census’ 2019 Population Estimates [87] for each race or 

ethnicity for individuals 18 and older since that was the age limit for the Facebook Detailed 

Targeting. Facebook’s ad targeting sizes became much closer to the Census estimates by 2021 

for Asians and Hispanics. 

In 2020, the share of NC voters on Facebook that could be reached by targeting “African 

American (US)” was 43% of African-American voters, 23% of Asian voters, and 39% of White voters 

(Figure 2.21). However, since there are far more White voters overall than African-American voters in 

North Carolina, this means that the “African-American (US)” targeting option could reach 

approximately 150,000 African-American voters and 428,000 White voters (Figure 2.21). In 2021, the 

conditional probability of being interested in “African-American Culture” was significantly higher for 

African-American voters at 37% versus only 8% for Asian and White voters (Figure 2.21). This resulted 

in 142,000 African-American voters, 109,000 White voters, and only 2,000 Asian voters being interested 
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in “African-American Culture” (Figure 2.21). Thus, 75% fewer Whites were interested in “African-

American Culture” in 2021 compared to “African American (US)” in 2020. 

 

Figure 2.21. Share and Number of NC Voters on Facebook with African-American Related 

Targeting Attributes. 75% fewer Whites were interested in African-American Culture in 2021 

compared to “African American (US)” in 2020. 

In 2020, the share of Asian voters on Facebook reached by the “Asian American (US)” option 

was 8.9% which dwarfed the 0% of African-American voters and the 0.1% of White voters (Figure 2.22). 

However, in terms of absolute numbers, this means that approximately 1,600 Asian and White voters 

could be reached with the same multicultural affinity option (Figure 2.22). In 2021, the “Asian 

American Culture” target option could reach more non-Asians with a 7.4% share of Asian voters but 

also 2.5% share of African-American voters and 1.4% share of White voters (Figure 2.22). This means in 

absolute numbers that targeting “Asian American Culture” would reach only 1,400 Asian voters which 
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is far less than the corresponding 9,400 African-American voters and 18,000 White voters who share 

the same interest (Figure 2.22).   

 

Figure 2.22. Share and Number of NC Voters on Facebook with Asian-American Related Targeting 

Attributes. In 2021, the “Asian American Culture” target option reached far more non-Asians 

than Asians, with an estimated reach of 1,400 Asian voters but 9,400 African-American voters 

and 18,000 White voters.  

In 2020, Hispanic voters were more likely than Non-Hispanic voters to be reached by 

Facebook’s “Hispanic (US -All)” targeting option in both relative and absolute terms. 27.3% of 

Hispanic voters on Facebook had the “Hispanic (US – All)” attribute compared to only 0.5% of Non-

Hispanic voters, which represented approximately 15,000 Hispanic voters and 6,400 Non-Hispanic 

voters (Figure 2.23). In 2021, only 9.8% of Hispanic voters were classified as interested in “Hispanic 

American Culture”, and 1.1% of Non-Hispanic voters had the same interest (Figure 2.23). This results 
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in only 5,800 Hispanic voters but 16,000 Non-Hispanic voters being reached by the targeting option, 

since there are far more Non-Hispanic than Hispanic voters on Facebook (Figure 2.23).  

 

Figure 2.23. Share and Number of NC Voters on Facebook with Hispanic-American Related 

Targeting Attributes. In 2020, more than twice the number of Hispanic voters than Non-Hispanic 

voters are targeted by “Hispanic (US – All)”, but that ratio flips in 2021 with more than twice the 

number of Non-Hispanics than Hispanics reached by the “Hispanic American Culture” targeting 

option. 

I also found that in 2021, Lookalike audiences based on African-American, Asian, White, or 

Hispanic voters tended to have similar shares interested in “African-American Culture” or “Hispanic 

American Culture” as the shares of the corresponding voter lists themselves. However, all Lookalike 

audiences, regardless of which voter list was used to create them, had about 2-3% of their users being 
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interested in “Asian American Culture”, including the Lookalike audience based on Asian voters. For 

more details about these results, see Appendix A.  

Test 2 - Studying the Bias in Facebook’s Lookalike Audience and Special Ad Audience Tools 

Using A Set Theory Approach 

In both 2020 and 2021, Facebook’s Lookalike and Special Ad audiences were biased in over-

representing the sample share of African-American or White voters depending on which race was 

dominant in the customer list used as the source audience. This bias increased when using customer 

lists with stereotypically African-American or White names or ZIP codes. Similar biases were observed 

for Lookalike audiences based on Asians or Hispanics, with a Lookalike audience in one case having a 

100% sample share of Asian voters when using a customer list of Asians with stereotypically Asian 

names and ZIP codes. In a shift from 2020, I found that Special Ad audiences based on Asians did not 

significantly over-represent Asian voters in 2021.  

When studying the breakdown of the 2 million NC voter sample intersecting with Lookalike 

audiences, 83% of the overlap between the sample and a Lookalike audience based on African-

Americans were African-American voters in 2020 and that increased to 89% in 2021 (Figure 2.24). As 

the customer list used to create the Lookalike audience takes on more stereotypically African-

American traits by having commonly given African-American names, living in a ZIP code with >50% 

African-Americans, or both, the sample shares of African-American voters in the Lookalike audiences 

increased up to 93% in 2020 and up to 94% in 2021 (Figure 2.24). 
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Figure 2.24. Sample Share of African-American Voters in Lookalike Audiences Based on Lists of 

NC Voters with Different Traits. As the customer list used to create the Lookalike audience 

contain more stereotypically African-American traits in terms of names and ZIP codes, the 

sample shares of African-American voters in the corresponding Lookalike audiences became 

more biased, increasing up to 93% in 2020 and 94% in 2021. 

Similarly, I also found that Lookalike audiences based on Whites contained a large majority of 

White voters in their overlap with the 2 million NC voter sample in both waves. In 2020, 73% of the 

voters shared between the 2 million voter sample and the Lookalike audience based on White voters 

were also White, and in 2021 the rate was similar at 71% (Figure 2.25). As the White voters used to 

create the Lookalike audience took on additional White-affiliated traits with their name, living in a 

>90% White ZIP code, or both, the sample shares of Whites peaked at 87% in 2020 and 84% in 2021 for 

the resulting Lookalike audiences (Figure 2.25). 
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Figure 2.25. Sample Share of White Voters in Lookalike Audiences Based on Lists of NC Voters 

with Different Traits. Lookalike audiences based on Whites over-represented White voters in 

both waves, with a sample share of 73% White voters in 2020 and 71% in 2021.  

In 2020, Lookalike audiences based on Asian voters appeared to have a moderate tendency to 

favor Asians, which became a significantly stronger trend in 2021. In 2020, when intersecting the 

150,000 voter sample with Lookalike audiences based on Asian voters, 51% of the voters that 

overlapped were Asian, which steadily increased to 83% for the Lookalike audience based on Asian 

voters with commonly given Asian names and lived in Asian enclave ZIP codes (Figure 2.26). In 2021, 

those rates started at 68% for the Lookalike audience based on Asians and increased to 100% for the 

Lookalike audience based on Asians with stereotypically Asian traits by name and ZIP code (Figure 

2.26). In all cases, the sample shares of Asian voters were far above the 33% baseline in the 150,000 

voter sample. In addition, it’s possible that the actual sample share of Asian voters in the most 

extreme case was slightly below 100%. A few Black and White voters could have been part of the 

intersection between the Lookalike audience and the voter sample, but those voters were not 
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captured due to the way Facebook rounds the advertising reach estimate on its ad planning tool to 

the nearest 1,000.  

 

Figure 2.26. Sample Share of Asian Voters in Lookalike Audiences Based on Lists of NC Voters 

with Different Traits. In 2021, Lookalike audiences based on Asians were significantly biased 

towards including Asian voters, reaching up to 100% sample share of Asian voters in one case.  

In both 2020 and 2021, Lookalike audiences based on Hispanics had a bias for including more 

Hispanic voters than Non-Hispanic voters. In 2020, Hispanic voters accounted for 71% of the overlap 

between the 200,000 voter sample and the Lookalike audience based on Hispanics, which was similar 

to the 69% share seen in 2021 (Figure 2.27). As the customer list used to create the Lookalike audience 

appeared more stereotypically Hispanic by name or ZIP code, the sample share of Hispanic voters 

only increased slightly to 75% in 2020, and 79% in 2021 (Figure 2.27). 

51%
67% 72%

83%
68%

82% 80%

100%

0%

20%

40%

60%

80%

100%

Asian Asian with Commonly Given
Asian Names

Asian In ZIP Codes with
>20% Asians

Asian with Commonly Given
Asian Names & In ZIP Codes

with >20% Asians

Sa
m

pl
e 

Sh
ar

e 
of

 
As

ia
n 

Vo
te

rs

Traits of NC Voters on Facebook Used to Create Lookalike Audiences

Sample share of Asian voters in Lookalike Audiences based on lists of NC 
voters with different traits

2020 2021



 

 95 

 

Figure 2.27. Sample Share of Hispanic Voters in Lookalike Audiences Based on Lists of NC Voters 

with Different Traits. In both 2020 and 2021, Lookalike audiences based on Hispanics had a bias 

for including more Hispanic voters than Non-Hispanic voters, with a sample share of 71% 

Hispanic voters in 2020 and 69% in 2021. 

Even though Facebook created Special Ad audiences as an anti-discrimination tool for 

housing, employment, and credit-related ads, I found that Special Ad audiences could still be biased 

towards including more African-American or White voters depending on the demographics of the 

source audience.  

In 2020 and 2021, the Special Ad audiences based on African-Americans demonstrated 

significant biases towards including more African-American voters relative to Whites. In 2020, the 

sample shares of African-American voters in the relevant Special Ad audiences started at 83% and 

went up to 97% for the Special Ad audience based on African-Americans with stereotypically African-

American names and ZIP codes (Figure 2.28). These sample shares are similar to those observed for 

the Lookalike audiences based on African-Americans shown in Figure 2.24. In 2021, slightly fewer 
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African-Americans were in the intersection of the 2 million voter sample with the relevant Special Ad 

audiences, starting at a 76% sample share and increasing up to 89% for the Special Ad audience based 

on African-Americans with commonly given African-American names and living in ZIP codes with 

>50% African-Americans (Figure 2.28). 

 

Figure 2.28. Sample Share of African-American Voters in Special Ad Audiences Based on Lists of 

NC Voters with Different Traits. In both waves, the Special Ad audiences based on African-

Americans demonstrated significant biases towards including more African-American voters 

relative to Whites, with a sample share of 83% African-American voters in 2020 and 76% in 2021. 

Special Ad audiences based on Whites also exhibited strong biases towards including more 

White voters than African-Americans at sample shares similar to the Lookalike audiences shown in 

Figure 2.25. In 2020, White voters were 83% of the overlap between the 2 million voter sample and the 

Special Ad audience based on Whites, and in 2021 the sample share was 81% (Figure 2.29). In 2020, the 

Special Ad audience based on Whites with commonly given White names had the largest bias with a 

90% sample share of White voters (Figure 2.29). In 2021, the Special Ad audience based on Whites 
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living in >90% White ZIP codes had the largest bias with a sample share of 91% of White voters (Figure 

2.29).  

 

Figure 2.29. Sample Share of White Voters in Special Ad Audiences Based on Lists of NC Voters 

with Different Traits. In 2020, White voters were over-represented at 83% of the overlap 

between the 2 million voter sample and the Special Ad audience based on Whites, and same was 

true for 2021, with the sample share of White voters being 81%.  

Interestingly, while in 2020, Special Ad audiences based on Asian voters demonstrated a bias 

towards Asians, that bias was significantly reduced in 2021. For example, in 2020, the sample share of 

Asian voters in Special Ad audiences based on different types of Asian voters started at 44% and 

increased up to 67% when using Asians with stereotypically Asian names and ZIP codes to create the 

Special Ad audience (Figure 2.30). In 2021, those sample shares go from 36% to 44% for the 

corresponding Special Ad audiences (Figure 2.30). When considering that the 150,000 voter sample 

used for each test has a baseline of 33% or 50,000 Asian voters, this means that Asian voters were only 

slightly over-represented in the intersection of the voter sample and the relevant Special Ad 
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audiences in 2021. This contrasts significantly with the very strong bias towards Asians, up to 100% 

sample share in one case, observed in Lookalike audiences based on similar customer lists of Asians 

shown in Figure 2.26. 

 

Figure 2.30. Sample Share of Asian Voters in Special Ad Audiences Based on Lists of NC Voters 

with Different Traits. Interestingly, while in 2020, Special Ad audiences based on Asian voters 

demonstrated a bias towards Asians, that bias was significantly reduced in 2021, with sample 

shares of Asian voters within 8 percentage points of the expected baseline of 33% for all four 

tests of Special Ad audiences. 

I found that Special Ad audiences based on different types of Hispanics were not consistently 

biased towards including more Hispanic than Non-Hispanic voters in each wave. In 2020, only 3 of out 

of the 4 Special Ad audiences based on Hispanics had a sample share of Hispanic voters more than 10 

percentage points above the 50% baseline in the 200,000 voter sample (Figure 2.31). In 2021, it was 

also 3 out of 4 Special Ad audiences, though a slightly different combination of audiences (Figure 

2.31). For example, the Special Ad audience based on Hispanics with commonly given Hispanic names 
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had a relatively low 47% sample share of Hispanic voters in 2020, while a Special Ad audience based 

on similar individuals in 2021 had a much higher 82% sample share of Hispanic voters (Figure 2.31). 

These patterns contrast with the consistent over-representation of Hispanic voters in Lookalike 

audiences based on Hispanics shown in Figure 2.27. 

 

Figure 2.31. Sample Share of Hispanic Voters in Special Ad Audiences Based on Lists of NC Voters 

with Different Traits. Special Ad audiences based on different types of Hispanics were not 

consistently biased towards including more Hispanic than Non-Hispanic voters in 2020 and 2021. 

Discussion 

This study shows that despite the advertising boycott and Facebook’s response to address 

civil rights issues in 2020, there are multiple ways to use the tools of Facebook’s advertising platform 

such as its targeting options, Lookalike Audiences, and Special Ad Audiences to discriminate by race 

and ethnicity in 2021.  

Key Findings 

Based on the results of this study, I had the following key findings: 
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• In 2021, Facebook’s “African-American Culture” ad targeting option contained 75% 

fewer White users than the old “African American (US)” option they removed in the 

previous year. On the other hand, targeting options related to Asians and Hispanics included 

more non-Asians and Non-Hispanics by 2021. In 2020, 43% of African-American voters and 

39% of White voters can be reached by the “African American (US)” targeting option and. In 

2021, those rates were 37% and 8% respectively for the “African-American Culture” targeting 

option (Figure 21). In 2021, the number of White voters reached by the “Asian American 

Culture” targeting option increased by 16,400 compared to the White voters reached by the 

“Asian American (US)” option in 2020, while the number of Asian voters reached by the two 

options declined by 200 over the same period (Figure 22). Similarly, the number of Hispanics 

reached by the “Hispanic American Culture” targeting option in 2021 was 9,200 fewer than the 

reach of the “Hispanic (US – All)” option in 2020, while the number of Non-Hispanics increased 

by 9,600 over the same year (Figure 23).   

• Facebook’s tools to help advertisers find similar users to their existing customers 

exhibited bias towards including more African-Americans or Whites depending on which 

racial group was dominant in an advertiser’s customer list, and this was true for the 

Lookalike Audience tool, as well as the Special Ad Audience tool that Facebook designed 

to explicitly not use sensitive demographic attributes when finding similar users. In 2020, 

the sample share of African-American voters in Lookalike audiences based on African-

Americans was 83%, which increased to 89% in 2021 (Figure 2.24). For Special Ad audiences 

based on the same list of African-Americans, in 2020, the sample share of African-American 

voters was 83%, and in 2021, it was 76% (Figure 2.28). Lookalike audiences based on Whites 

saw a slightly smaller degree of bias with a 73% sample share of White voters in 2020 and a 
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71% sample share in 2021 (Figure 2.25). Special Ad audiences based on White voters had a 

83% sample share of White voters in 2020 and 81% in 2021 (Figure 2.29). 

• The degree of bias towards including more African-Americans or Whites in a Lookalike or 

Special Ad audience was larger when using customer lists of individuals with racially 

stereotypical names or ZIP codes as the basis for each tool. Lookalike audiences using a list 

of African-Americans with commonly given African-American names or living in ZIP codes with 

>50% African-Americans had sample shares of African-American voters up to 93% in 2020 and 

up to 94% in 2021 (Figure 2.24). Special Ad audiences based on similar customer lists had up 

to 97% sample shares of African-American voters in 2020 and 89% in 2021 (Figure 2.28). 

Lookalike audiences based on Whites with stereotypically White names or ZIP codes had 

sample shares of White voters up to 87% in 2020 and 84% in 2021 (Figure 2.25).  

• Similarly, Lookalike audiences can also become biased towards Asians, reaching up to 

100% Asian in one case when using a customer list of Asians with stereotypical names 

and ZIP codes, and Lookalike audiences based on Hispanics over-represented Hispanics 

versus Non-Hispanics. Finally, in a shift from 2020, Special Ad audiences based on Asians 

did not appear to over-represent them in 2021. Figure 2.26 shows that the sample share of 

Asian voters in a Lookalike audience based on Asians is 51% in 2020 and 68% in 2021, 

compared to a baseline of 33% Asian in the 150,000 voter sample. The sample share of Asian 

voters increased up to 83% in 2020 and 100% in 2021 for the Lookalike audience based on 

Asians with commonly given Asian names and living in ZIP codes with >20% Asians. Special Ad 

audiences based on Asians in 2020 had a 44% sample share of Asian voters, which increased 

up to 67% for audiences based on Asians with stereotypically Asian names and ZIP codes 

(Figure 2.30). On the other hand, in 2021, all of the Special Ad audiences based on Asians had 
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sample shares of Asian voters within 8 percentage points of the expected baseline of 33%. 

Finally, in 2020, the sample shares of Hispanic voters in Lookalike audiences based on 

different types of Hispanics ranged from 70-75% and in 2021 ranged from 69% - 79%, which 

are above the 50% baseline share of Hispanics in the 200,000 voter sample (Figure 2.27). 

I found that removing “African-American (US)”, “Asian American (US)”, and “Hispanic (US – 

All)” as targeting options in August 2020 did not mean other similar sounding cultural interest groups, 

which still existed, could not be used for racial and ethnic targeting in 2021. In fact, 75% fewer Whites 

were targeted by the “African-American Culture” option in 2021 when compared to the “African-

American (US)” option in 2020. I also found that Lookalike and Special Ad audiences can become 

biased to include more African-Americans or Whites based on which race is more dominant within the 

customer list used as the source audience, especially if the customers also have racially stereotypical 

names and ZIP codes. The sample shares of African-American voters reached up to 93%-94% for some 

Lookalike audiences in 2020 and 2021. Lookalike audiences based on Asians or Hispanics were also 

biased towards over-representing the corresponding demographic group in both 2020 and 2021, with 

the degree of bias reaching up to a 100% sample share of Asian voters for a Lookalike audience based 

on Asians with stereotypically Asian names and ZIP codes. One shift in 2021 was that Special Ad 

audiences based on Asians did not appear to over-represent them, unlike in 2020.   

Limitations of This Study  

While the results of this study describe how biased are Facebook’s ad targeting algorithms in 

2020 and 2021, they are not able to fully describe why these biases occur. Even if an algorithm wasn’t 

intentionally designed to be discriminatory, bias can still occur through a series of different 

mechanisms. 

• Underlying biases in the decisions made by humans may be reflected in the training data [60].   
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• The training data may be unrepresentative or incomplete [52, 88, 89].  

• A reinforcement learning algorithm may become biased over time due to the biased behaviors 

of users [57, 90].  

• Trade-offs in balancing an algorithm’s performance in different fairness and accuracy metrics 

may result in biased outcomes for different demographics groups [65, 91, 92, 93, 94, 95, 96, 97, 

98].  

• A complex algorithmic decision-making system like Facebook’s ad platform doesn’t have just 

one algorithm but rather a series of different algorithms interacting with one another, so even 

if individual algorithms are not biased on their own, their interactions may result in biased 

outcomes [99].  

In this case, it’s possible that a combination of multiple causes contributed to the biased 

outcomes observed in this study. Researchers have found that racial and ethnic groups tend to 

behave differently from each other online. They visit different websites [100, 101, 102, 103], follow 

different social media [104, 105], and even browse the web using different devices [106, 107]. In 

addition, as an online social network, Facebook also has data on the friends of each user. Researchers 

have found that Americans tend to have very racially homogenous friend networks [108]. For White 

Americans, on average 91% of their social network are also White [108]. While for Black Americans, on 

average 83% of their social network are also Black [108]. Similarly, 75% of White Americans and 65% 

of Black Americans report having a core social network defined as “people with whom they discuss 

important matters” being entirely of their own race [108]. Future work would need to be done, ideally 

with a deeper access to Facebook’s data and systems than what’s possible from this external digital 

audit approach, in order to explain why Facebook’s advertising algorithms are biased. 
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Finally, this study focused on how Facebook’s algorithms treated African-Americans, Whites, 

and Asians as racial groups and Hispanics and Non-Hispanics as ethnic groups. This was due to how 

these demographic groups are the focus of Facebook’s own ad targeting options and also exist as 

categories in the North Carolina voter data used for testing. Future studies may also examine other 

demographic groups such as Native Americans, multiracial individuals, and others. The way that 

Facebook generally rounds the reach estimate on its ad planning tool to the nearest thousand may 

require other approaches than the set theory approach used here for smaller demographic groups, 

since the reach estimate may not change by more than 1,000 users when using different ad targeting 

settings.  

Implications for Facebook  

While not every case of advertising discrimination is illegal or even potentially undesirable, 

such as the case of marketing textbooks to students, this study highlights how the lack of 

transparency by Facebook to the public and to its advertisers about how its ad platform can 

potentially discriminate by race and ethnicity may be exploited by discriminatory advertisers while 

undermining the goals of non-discriminatory ones. For example, discriminatory advertisers may 

already know that the “African-American Culture” targeting option contains fewer White users than 

the “African-American (US)” option Facebook removed in 2020. Discriminatory advertisers may also 

be using similar proxy variable techniques to the ones tested in this study based on racially 

stereotypical names and ZIP codes to create biased Lookalike and Special Ad audiences. On the other 

hand, non-discriminatory advertisers may be unintentionally choosing similar targeting settings as 

discriminatory ones but being unaware of how Facebook’s ad platform is carrying out racially and 

ethnically biased targeting on their behalf. 
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The data currently disclosed by Facebook’s Ad Library falls short of what’s needed to detect 

racial discrimination by an advertiser. As of January 2021, Facebook’s Ad Library is limited to 

publishing some data about political, housing, employment and credit-related ads [109]. For political 

ads, Facebook publishes metadata about how much was spent, how many viewed the ad, and who 

saw the ad in terms of gender and state (Appendix C). Facebook does not release data on the Ad 

Library about which targeting options, such as the racially-affiliated interest groups studied here, 

were used. It also does not release information about the racial and ethnic breakdown of who saw an 

ad. For housing, employment, and credit-related ads, no metadata about who was targeted nor who 

saw the ad is released (Appendix C). This is especially problematic in light of the final version of the 

U.S. Department of Housing and Urban Development’s (HUD) “Implementation of the Fair Housing 

Act’s Disparate Impact Standard” published on September 24, 2020. This regulation required a 

plaintiff to present evidence of a “robust causal link” in order to bring a disparate impact 

discrimination lawsuit in the first place [110]. This study demonstrates how Facebook’s targeting 

options, Lookalike Audiences, and Special Ad Audiences can be used to discriminate by race or 

ethnicity, but Facebook’s Ad Library doesn’t currently release any data to document a “robust causal 

link” between how an advertiser is using Facebook’s tools and the discriminatory impact on who sees 

their ads.  

Currently, Facebook’s anti-discrimination efforts are concentrated on limiting the targeting 

options for “Special Ads” related to housing, employment, or credit. Facebook disables the usage of 

certain sensitive targeting options for Special Ads such as multicultural affinity groups in 2020 and 

cultural interest groups in 2021 (Appendix C). Facebook only allows an advertiser to add more 

attributes as Detailed Targeting options and does not allow an advertiser to exclude any attribute 

(Appendix C). Facebook also provides notices on its ad planning tool to encourage advertisers to not 
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discriminate when targeting a Special Ad (Appendix C). Finally, Facebook does not allow Special Ads 

to use regular Lookalike audiences but rather they have to use Special Ad audiences, which Facebook 

designed to not use sensitive demographic attributes such as “age, gender or ZIP code” in considering 

which users to include [2]. However, this study has found that in 2020 and 2021 Special Ad audiences 

can become racially biased at similar rates to Lookalike audiences when using the same 

demographically homogenous customer list to create both types of audiences. Regular ads not 

related to housing, employment, or credit do not face any of these restrictions or notices.   

In order to better tackle discrimination in the future, Facebook can leverage its data and 

analytical capabilities to better detect potential racial and ethnic discrimination for both “Special” 

and regular ads. Right now, Facebook’s ad planning tool already provides daily reach estimates given 

any combination of different ad targeting options, Custom audiences, Lookalike audiences, or Special 

Ad audiences, which is how I collected data about Facebook’s ad platform for this study. As a potential 

feature, Facebook can enrich its estimated reach report by displaying the demographic distribution of 

who will see an ad on the basis of race, ethnicity, gender, age, geography, and other categories. If a 

particular Custom, Lookalike, or Special Ad audience is racially or ethnically biased, Facebook can flag 

those audiences when they are first created in order to notify the advertiser and potentially limit their 

usage.  

In order to carry out these digital audits for potential racial and ethnic biases in an advertiser’s 

target audiences, Facebook has a number of ways to collect or infer racial and ethnic data about its 

users. One option is similar to the North Carolina voter registration form, which asks a user to 

voluntarily provide their race and ethnicity. Facebook currently requests gender and date of birth on 

its account sign up page and includes an option for a “Custom” gender where a user can select their 

preferred pronouns and textbox for a preferred gender label. Facebook could adapt this approach to 
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collect racial and ethnic data directly from its users. It’s possible that many would find it unappealing 

to give Facebook more data about themselves given past controversies over how Facebook handled 

user data such as the Cambridge Analytica scandal [111]. Another option is for Facebook to infer the 

data indirectly by following other examples in the tech industry such as Airbnb’s Project Lighthouse, 

which was launched in 2020 to study the racial experience gap for guests and hosts on Airbnb [112]. 

Project Lighthouse used a third party contractor to assess the perceived race of an individual based 

on their profile picture and name [112]. Another approach is to use the name alone to infer race and 

ethnicity by using algorithmic approaches such as the ethnicolr Python library [78] or the U.S. Census 

Bureau’s Frequently Occurring Surnames dataset [79]. In fact, there is precedence at Facebook for 

doing exactly this type of analysis. In December 2009, Facebook researchers, Lars Backstrom, 

Jonathan Chang, Cameron Marlow, and Itamar Rosenn published a paper on the race and ethnicity of 

Facebook users from January 2006 to January 2009 by comparing the last names of users to the U.S. 

Census’ Frequently Occurring Surnames dataset [113]. They found that Facebook was becoming 

increasingly diverse over time by having more African-American and Hispanic users, which was 

reported at the time in The Wall Street Journal as “Facebook Touts Diversity of Its Members” [114].    

How “Fairness Through Unawareness” Doesn’t Prevent Algorithmic Discrimination 

Finally, this study has ramifications beyond Facebook in terms of how to detect and address 

the issue of algorithmic discrimination in an increasingly digital world. Many of the anti-discrimination 

changes that Facebook has implemented in recent years to its advertising platform are examples of 

trying to achieve “fairness through unawareness” [63], the idea that discrimination is prevented by 

eliminating the use of protected class variables or close proxies. For example, Facebook explicitly 

created the Special Ad Audiences tool – as an alternative to Lookalike Audiences – to not use sensitive 

attributes such as “age, gender or ZIP code” in considering which users are similar enough to the 
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source audience to get included [2]. However, this study demonstrates that Special Ad audiences 

based on African-Americans or Whites can be biased towards the race that is more dominant in the 

customer list used to create the audience, just like the corresponding Lookalike audiences. In fact, 

even though Facebook designed its Special Ad Audience tool to explicitly not use ZIP codes as part of 

its algorithm, in 2021, the sample shares of African-American voters were 12 percentage points higher 

for Special Ad audiences based on African-Americans with stereotypically African-American ZIP codes 

versus African-Americans from anywhere in North Carolina (Figure 2.28). Likewise, in 2021, the sample 

shares of White voters were 10 percentage points higher for Special Ad audiences based on Whites 

from >90% White ZIP codes versus Whites from anywhere in North Carolina (Figure 2.29).  

Statistics research has labelled this phenomenon as the Rashomon effect or the multiplicity 

effect [115]. This means that given a large dataset with many variables, there exists a large number of 

potential models that can perform approximately to equally as well as a prohibited model that uses 

protected class variables [63]. Thus, even though the Special Ad Audiences algorithm for finding 

similar users to a customer list does not use demographic attributes in the same way as the Lookalike 

Audiences algorithm, the two algorithms may end up making functionally comparable decisions on 

which users are considered to be similar enough to get included.  

In recent years, there have been regulatory efforts to promote “fairness through 

unawareness” as a means of protecting companies from the liability of a discrimination lawsuit. This 

study illustrates that Facebook’s “fairness through unawareness” changes such as its Special Ad 

Audiences tool doesn’t necessarily prevent discrimination on the platform, though it may have 

prevented the ability for plaintiffs to successfully sue Facebook for discrimination if the proposed 

federal policies were implemented. On August 19, 2019, the initial language of the “Implementation of 

the Fair Housing Act’s Disparate Impact Standard” rule by the U.S. Department of Housing and Urban 



 

 109 

Development’s (HUD), which was drafted in response to the Supreme Court’s Texas v. Inclusive 

Communities decision, stated that a defendant may successfully argue its model is not discriminatory 

if the model does not rely on “factors that are substitutes or close proxies for protected classes under 

the Fair Housing Act” [116]. After public comments criticized this language, it was removed in the final 

rule published on September 24, 2020 [110]. This study found that Facebook’s Special Ad Audience 

tool can exhibit racial and ethnic biases even though it doesn’t rely on sensitive attributes that are 

likely related to protected classes, which is the defense criteria established in the initial language of 

HUD’s disparate impact rule.  
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Chapter 3  

How Were Social Security Numbers Assigned?  

Jinyan Zang 

 

Highlights 

• I build upon earlier research to propose my own hypothesis about SSN assignment as 

following a nested loop protocol 

• For Americans born between 1989 and 2011, they have SSNs most vulnerable to prediction 

based on their state of birth and date of birth, due to the Social Security Administration’s 

Enumeration At Birth program 

• For SSNs in the Death Master File, I am able to accurately predict the first 5 digits 48% of the 

time and the first 6 digits 11% of the time 

• States with smaller populations were the most vulnerable: I am able to accurately predict the 

first 5 digits of the SSN in 19 states including DC more than 80% of the time, and for 5 states – 

Delaware, Idaho, North Dakota, South Dakota, and Wyoming – more than 90% of the time 

• It’s time for public policy to focus on solutions that can replace SSNs with alternatives that are 

designed to be strong authenticators from the start 
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Predictive Accuracy of First 5 Digits of SSN By State (1989 – 2011).  
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Abstract 

Social Security Numbers (SSNs) serve dual purposes in the US. They are used as identifiers, 

which are “unique data used to represent a person’s identity and associated attributes”, but also as 

authenticators, “the means used to confirm the identity of a user, process, or device”. However, they 

were never designed to be strong random authenticators in the first place. Before the Social Security 

Administration (SSA) started randomizing SSNs in 2011, SSNs were assigned based on a protocol, 

partially released by the SSA, which generates a coded number based on an individual’s state for the 

first 3 digits and serial numbers for the remaining digits. For Americans born after 1989 when the 

Enumeration At Birth program began giving SSNs to newborns, I test whether this assignment 

protocol created a new vulnerability by effectively encoding an individual’s state and date of birth into 

their SSN. I build upon earlier research to propose my own hypothesis about SSN assignment as 

following a nested loop protocol. I test my hypothesis using the Death Master File, which is a SSA 

dataset that contains the SSNs of deceased individuals. 

Results summary: I find strong evidence that my proposed SSN assignment protocol was used in all 

50 states and DC between 1989 and 2011. Using regression models based off my hypothesis, I am able 

to predict the first 5 digits accurately 48% of the time and the first 6 digits accurately 11% of the time. 

There was significant variation between states with smaller population states being the most 

vulnerable. I am able to accurately predict the first 5 digits of the SSN in 19 states including DC more 

than 80% of the time, and for 5 states – Delaware, Idaho, North Dakota, South Dakota, and Wyoming – 

more than 90% of the time. Since the coding of personal information in one’s SSN is not obvious upon 

first glance, we tend to think of our SSN as a secret number while our state of birth and date of birth 

are not secrets. But I show how this misconception creates another vulnerability when using SSNs as 
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authenticators. Thus, it’s time for public policy to focus on solutions that can replace SSNs with 

alternatives that are designed to be strong authenticators from the start.  
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Introduction 

The first Social Security Numbers (SSNs) were issued on December 1, 1936 [1]. One unique 

number in order to keep track of the wages earned and the Social Security benefit to be received by an 

individual at retirement.  

However, these numbers soon spread to usages for other purposes beyond Social Security. In 

1943, President Franklin Roosevelt issued Executive Order 9397 which stated:  

“Hereafter any Federal department, establishment, or agency shall, whenever the head 

thereof finds it advisable to establish a new system of permanent account numbers pertaining to 

individual persons, utilize exclusively the Social Security Act account numbers” [2]. 

Thus, the Internal Revenue Service (IRS) started using it for taxes in 1961. That same year, 

SSNs became the ID number for federal employees. Medicare used it for enrollment in 1965. The 

Veterans Administration started using it in 1966. The Department of Defense used it as the military ID 

number starting in 1969. Food stamps started using it in 1977. Housing and Urban Development (HUD) 

programs started using it in 1988. One federal program after another started adopting the SSN in 

order to track the individuals they service [3, 4]. State governments also used the SSN on driver’s 

licenses and marriage licenses [3].  

Why is the Social Security Number so useful?  

Because it is supposed to be one unique number for each individual, it works perfectly as an 

identifier, which is “unique data used to represent a person’s identity and associated attributes” [5]. 

First names and last names can also serve as identifiers, but many people share the same name. Thus, 

if two individuals both named “John Smith” requested assistance from a government agency, the 

government would need to request additional information to distinguish the two John Smiths apart 
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from each other. But if the government knew their Social Security Numbers, then there wouldn’t be a 

de-duplication problem to resolve in the first place [4]. 

The attractiveness of Social Security Numbers soon spread to the private sector, especially in 

financial services. Under the 1970 Bank Records and Foreign Transactions Act, all banks, savings and 

loan associations, credit unions and broker/dealers in securities are required to obtain the SSNs of all 

of their customers [6]. Beyond banks, other financial services companies such as the three major 

credit bureaus, Equifax, Experian, and TransUnion, also use SSNs to distinguish the credit histories of 

different individuals.  

As usage of SSNs spread, financial firms and government agencies weren’t simply using them 

as identifiers, but also as authenticators, “the means used to confirm the identity of a user, process, 

or device” [1]. This means if an individual submits a credit card application to a bank or submits their 

tax return to the IRS and includes their SSN on their form in addition to other identifiers such as their 

name and date of birth, the bank or the IRS will check to see if the given SSN is actually associated 

with the given name and date of birth. If the check is successful, then the bank or the IRS may assume 

that the individual has confirmed their identity successfully and continue processing the submitted 

form.  

There’s a feedback loop between the widespread usages of SSNs by different services and 

how that reinforces future usages of SSNs to link datasets together using one number that most likely 

exists in many places. For example, SSNs can be used as identifiers to link records about an individual 

from multiple financial, housing, criminal history, and other datasets together for a background 

check. It’s also a convenient authenticator to request an individual to fill out a 9-digit number on a 

credit card, rental, job, or other form, especially online, when compared to verifying other forms of 

government IDs such as driver’s licenses or passports. In the US today, potential customers do not 
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have to provide their SSNs when requested, but businesses then are able to refuse to service the 

customer, unless there are specific federal or state laws that regulate the transaction [7]. In Cassano v. 

Carb (2006), the US Court of Appeals, Second Circuit ruled that the “the Constitution does not provide 

a right to privacy in one's SSN… we decline to expand the constitutional right to privacy to cover the 

collection of SSNs” [8]. In this case, the court ruled against an employee seeking to not provide their 

SSN to their employer due to fears of identity theft.  

However, the same widespread usage of SSNs, especially as authenticators, has contributed 

to the identity theft problem. In 2019, the cost of identity theft was $16.9 billion and impacted 5.1% of 

Americans [9].   

What are the vulnerabilities to using SSNs as authenticators?  

First, the same number should not be used an identifier and an authenticator [10]. The issue is 

that an identifier can become more widely known and discoverable as more services start using it. 

However, this also undermines its strength as an authenticator, since besides the individual, now 

many other services also know of their SSN. In recent decades, the government has passed laws to 

limit the sharing of datasets with SSNs. For example, after 1990, datasets released by the federal 

government should not disclose SSNs [7]. In 2000, the amended Driver’s Privacy Protection Act 

required state departments of motor vehicles to obtain consent from individuals in order to release 

their SSNs [7]. The 1999 Gramm-Leach-Bliley Act regulated the sharing of personally identifiable 

information (PII) by financial institutions, the 1996 Health Insurance Portability and Accountability Act 

(HIPAA) regulated the sharing of PII in health data, and the Family Educational Rights and Privacy Act 

(FERPA) regulated the sharing of PII by educational institutions [7]. However, these laws are limited in 

scope and don’t address the issue of unintended release of SSNs through data breaches.  
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Second, large scale data breaches have made many SSNs available to identity thieves. For 

example, the 2017 Equifax data breach possibly revealed personal information including the SSNs of 

145.5 million individuals [11]. In prior research, I have found that dark web marketplaces sell breached 

datasets and SSNs for as low as $1 per SSN [12]. As the threat of data breaches and identity theft 

grows, Americans have become far more wary of giving out their SSNs. Research on how many 

respondents to the Census Bureau’s General Social Survey provided their SSN, which was an optional 

field in the contact information section, found a decrease from 60% in 1993 to 17% in 2008 [13].  

Third, Social Security Numbers, before 2011, were never designed to be strong random 

authenticators in the first place. According to the World Bank’s 2019 ID for Development report, 

random numbers are ideal for authenticators when compared to serial numbers (numbers assigned 

sequentially) or coded numbers (numbers that contain an individual’s attributes such as birth year, 

gender, nationality, location, or more) [10]. This is because random numbers (1) reveal no personal 

information, (2) are more secure by making it harder for an attacker to guess, and (3) are immutable 

by not needing to be updated over time like coded numbers if an individual’s gender or location 

changes [10]. However, before SSA started randomizing SSNs in 2011 [14], SSNs were assigned based 

on a protocol, partially released by the SSA, which generates coded and serial numbers [15]. The first 

three digits, the Area Number (AN), are a coded number for the state where the individual is applying 

from, and the middle two digits, the Group Number (GN), and the last four digits, the Serial Number 

(SN), are serial numbers that follow a sequence for assignment over time created by the SSA. What is 

not publicly confirmed by the Social Security Administration is the relationship between the Area 

Number, the Group Number, and the Serial Number in terms of how they get assigned over time. 

However, given enough SSNs to put into sequential order per state, this assignment protocol can 
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reveal the relationship between an individual’s state and date of SSN assignment and their SSN. But 

how can someone learn when did an individual apply for an SSN?   

In 1989, the SSA started the Enumeration At Birth (EAB) program, which was an anti-fraud 

program that integrated the application for SSNs into the birth certification process. By 1995, 50% of 

all new SSNs being assigned were given to newborns [16, 17]. Prior to this program, most individuals 

applied to receive an SSN when they started working as an adult and needed an SSN in order to track 

their contributions into Social Security. However, in 1988 Congress passed legislation requiring SSNs 

for children 2 years old or older to be claimed as dependents on tax returns, and in 1990, new 

legislation lowered that requirement to children 1 years  old or older [4], which created more of an 

incentive for parents to claim SSNs for their children at birth. Thus after 1989, for most individuals 

their state of assignment and date of assignment was likely their state of birth and date of birth. 

In 2009, Acquisti and Gross analyzed a database of Social Security Numbers published by the 

SSA of deceased individuals and demonstrated how it’s possible to predict SSNs based on an 

individual’s state of birth and date of birth, which is publicly accessible information that can be found 

online such as on social media websites [18]. They were able to accurately predict the first 5 digits for 

individuals born between 1989 and 2003, 44% of the time and all 9 digits 0.9% of the time.  

Based on their analysis of SSNs and its assignment to individuals over time, Acquisti and Gross 

propose that the SSN Assignment Protocol is as follows [18]: 

“The combined SSN assignment scheme consists of SNs transitioning first; after 9,999 SNs 
associated with a certain combination of AN and GN, the next AN in the issuance scheme is 
assigned; then, when all ANs assigned to a state or territory are exhausted, the next GN in the 
scheme is assigned.” 

However, they don’t actually fully demonstrate that this protocol was followed by all states 

over the years; nor do they actually exploit the implied sequential assignment of SSNs described by 

their proposed protocol to improve their SSN prediction accuracy.   
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Thus, in this study I propose an alternative SSN assignment protocol, which is based on the 

Acquisti and Gross hypothesis, and demonstrate that it was used by all 50 states and DC between 1989 

and 2011. Using an individual’s state and date of birth, I was able to predict the first 5 digits accurately 

48% of the time and the first 6 digits 11% of the time using a 2013 dataset of the SSNs of decedents.  

This means that the third vulnerability described above from having a non-random SSN as an 

authenticator can still potentially harm Americans even if they were fortunate enough to avoid the 

first two vulnerabilities. An individual can follow recommended best practices and be wary of sharing 

their SSN unless absolutely necessary [13], and the businesses and government agencies that have 

their SSNs may have strong security in place to prevent data breaches. If that individual was born after 

the start of the Enumeration At Birth program in 1989 and before the SSA started randomizing all 9 

digits of the SSN on June 25, 2011 [14], then they could have an SSN that an identity thief could 

predict based on their state of birth and date of birth. This attack becomes more potent if the last 4 

digits of their SSN, which are the hardest to predict, are already known to the attacker due to the 

common practice, endorsed by the Internal Revenue Service (IRS), of obscuring the first 5 digits while 

revealing the last 4 digits of an SSN on many forms and documents [19].  

How can an American respond to this vulnerability? Should they start hiding their birthday 

celebrations or stop showing hometown pride? That may not even make a big difference since their 

state of birth and date of birth are often already available in many datasets and on social media [12, 

18]. Since the coding of personal information in one’s SSN is not obvious upon first glance, we tend to 

think of our SSN as a secret number while our state of birth and date of birth are not secrets. But I 

show how this misconception creates another vulnerability when using SSNs as authenticators. Given 

all of these vulnerabilities, it’s time for public policy to focus on designing solutions that can replace 

Social Security Numbers with alternatives designed to be strong authenticators from the start.  
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Background 

History of SSNs 

When the Social Security system was being established after the passage of the Social Security 

Act in 1935, the federal government needed a way to track the earnings of 26 million workers as part 

of their “lifetime working record” [20]. Multiple options were considered. Using names would create 

“endless perplexities” given the number of people with similar names such as 294,000 Smiths, 227,000 

Johnsons, and 165,000 Browns over the age of 65 [20]. Another option was fingerprints, which were 

already used by the War and Navy departments and the Veterans Administration [20]. However, there 

were concerns that would be an unpopular solution given the “connotations attaching to it from 

police usage” [20]. The Social Security Board didn’t want American workers to think they were being 

treated like criminals. Thus, eventually the Social Security Board agreed to create unique account 

numbers, our Social Security Numbers [20]. But with SSNs, there were still concerns about how it can 

be dehumanizing and empower the federal government to limit the privacy and freedom of Americans 

[20]. For example, the Republican National Committee (RNC) chairman John D. M. Hamilton in 1936 

charged that eventually Americans would need to wear “dog tags” showing their SSN [20]. 

Newspapers made the comparison between dog tags of SSNs and being drafted even though there 

was no war [20]. The Social Security Board responded by accusing the RNC of spreading “deliberate 

falsehood” and a “hostile campaign to confuse, deceive, and scare the people of this country by 

threats, coercion and by misleading statements” [20]. However, the criticism likely contributed to the 

Board choosing to use a paper card for Social Card Cards rather than a metal token, which would have 

been more durable and error proof but potentially more similar to dog tags [20]. They also tried to 

emphasize in their communications that the SSN is simply a means of tracking one’s “account” and 

not the “person” in order to minimize the “charge of regimentation” [20]. The Social Security Board 
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also justified using SSNs since Title VIII of the Social Security Act stated that “an identifying number 

will be assigned to each employer and to each employee” [20].   

So how were the different parts of the Social Security Number assigned? 

Social Security Numbers have 3 parts that follow an XXX-YY-ZZZZ structure. Based on what has 

been released by the SSA, we know the following about how each part of the SSN is assigned.  

The first 3 digits (XXX) are the Area Numbers (ANs) assigned to each state according to  Table 

3.1.  

0xx  1xx 2xx 3xx 4xx 5xx 6xx 7xx 
001-003 NH 135-158 NJ 212-220 MD 303-317 IN 400-407 KY 501-502 ND 600-601 AZ 750-751 HI 
004-007 ME 159-211 PA 221-222 DE 318-361 IL 408-415 TN 503-504 SD 602-626 CA 752-755 MS 
008-009 VT  223-231 VA 362-386 MI 416-424 AL 505-508 NE 627-645 TX 756-763 TN 
010-034 MA  232-236 WV 387-399 WI 425-428 MS 509-515 KS 646-647 UT 764-765 AZ 
035-039 RI  237-246 NC  429-432 AR 516-517 MT 648-649 NM 766-772 FL 
040-049 CT  247-251 SC  433-439 LA 518-519 ID 650-653 CO  
050-134 NY  252-260 GA  440-448 OK 520-520 WY 654-658 SC  
  261-267 FL  449-467 TX 521-524 CO 659-665 LA  
  268-302 OH  468-477 MN 525-525 NM 667-675 GA   

   478-485 IA 526-527 AZ 676-679 AR   
   486-500 MO 528-529 UT 680-680 NV   
   

 
530-530 NV 681-690 NC 

 
 

   
 

531-539 WA 691-699 VA 
 

 
   

 
540-544 OR  

 

     545-573 CA   
     574-574 AK   
     575-576 HI   
     577-579 DC   
     585-585 NM   
     587-588 MS   
     589-595 FL   

 Table 3.1. Area Numbers assigned to each state 1989 – 2011 [21, 22]. 

The middle 2 digits (YY) are the Group Numbers (GNs) which are not assigned sequentially 01 

to 99 but rather following the order below (Table 3.2) [15].  

Assignment Order 1 2 3 4 5 6 … 50 51 52 53 54 55 … 99 
GN 01 03 05 07 09 10 Evens 98 02 04 06 08 11 Odds 99 
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Table 3.2. Group Number assignment order. 

The last 4 digits (ZZZZ) are the Serial Numbers (SNs) that are assigned sequentially from 0001 

to 9999 [15]. 

What is not publicly confirmed by the Social Security Administration is the relationship 

between the Area Number, the Group Number, and the Serial Number in terms of how they get 

assigned over time. 

In the beginning, Social Security Number applications were processed at post offices, then 

starting in July 1937 at regional Social Security offices, and finally, in 1961, all new SSN assignment 

was centralized to a Social Security office in Baltimore and done via computers starting in 1972 [4]. In 

1989, the SSA started the Enumeration At Birth (EAB) program, which was an anti-fraud program that 

integrated the application for SSNs into the birth certification process. By 1995, 50% of all new SSNs 

being assigned were given to newborns [16, 17]. Starting on June 25, 2011, the SSA started 

randomizing all 9 digits for new SSN assignments [14]. According to the SSA, randomization will 

“protect the integrity of the SSN” and “extend the longevity of the nine-digit SSN nationwide”, since 

Area Numbers are no longer designated for different states [23]. SSA acknowledged that 

randomization “will help protect an individual's SSN by making it more difficult to reconstruct an SSN 

using public information” [23], which is the attack first described by Acquisti and Gross in 2009 [18].  

Acquisti and Gross Hypothesis for SSN Assignment Protocol 

In their 2009 paper, Acquisti and Gross hypothesized that SSNs were assigned in a nested loop 

pattern starting with Group Numbers, then Area Numbers, and last Serial Numbers [18] as shown in 

the pseudo-code below and visualized for Massachusetts, which has the ANs 010 to 034. As shown in 

Figure 3.1, the first assigned SSN is 010-01-0001, and assignment would continue with the same 010-
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01 (AN-GN pair) until 010-01-9999. Then the next AN would be assigned while keeping the GN the same 

so the SSN would be 011-01-0001 incrementing the SN until 011-01-9999. The last possible SSN for GN 

01 would be 034-01-9999. Afterwards, the next SSN would increment the GN and restart the nested 

loops with the first possible AN and SN again resulting in 010-03-0001. This assignment pattern can 

continue until we reach the end of the loop for the last possible GN, 99, the last possible AN, 034, and 

the last possible SN, 9999, forming the SSN 034-99-9999. Since Massachusetts has 25 unique Area 

Numbers, this means there are approximately 25 million combinations of possible SSNs assigned to 

Massachusetts.  

For y in (𝐺𝑁!, 𝐺𝑁", 𝐺𝑁#, … ) : 

          For x in  (𝐴𝑁!, 𝐴𝑁", 𝐴𝑁#, … ) : 

                    For z in (𝑆𝑁!, 𝑆𝑁", 𝑆𝑁#, … ) : 

                              SSN = "𝐴𝑁$ − 𝐺𝑁% − 𝑆𝑁&" 

 

 

Figure 3.1. Acquisti and Gross hypothesis for SSN assignment protocol and example SSN 

assignment pattern for Massachusetts. Massachusetts has ANs (010 to 034). The figure above 

shows example ANs if the GN was 01 and example SNs if the GN was 01 and the AN was 010. Since 

01 03 05 … (07, 09, 10 to 98 evens, 
02, 04, 06, 08, 11 to 99 odds) 

010-01 011-01 012-01 … (013-!"# to 034-!"#) 

010-01-0001 … ($"%-!"#-0004 to 
$"%-!"#-9999)

1. Assign !"#

2. Assign $"%

3. Assign &"' 010-01-0002 010-01-0003

Example SSN Assignment Protocol for Massachusetts
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it follows a nested loop pattern, the next GN to be assigned would be 03, 05, etc. and each new 

GN would go through the nested set of ANs and SNs below it.  

While Acquisti and Gross provide examples supporting their hypothesis in their paper, they 

don’t comprehensively show it for all states across time. In addition, the primary prediction algorithm 

in their paper disregards the likely assignment order of SSNs based on their hypothesis, which likely 

reduced the accuracy of their predictions.  

Acquisti and Gross used a 2-step process for predicting SSNs for a target state of birth and 

date of birth [18]. 

1. Choose the modal ANGN within a variable window (vw) of days around the target date  

𝑣𝑤',% = 0.8 ∗
365

(𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑖𝑟𝑡ℎ𝑠	𝑖𝑛	𝑠𝑡𝑎𝑡𝑒	𝑖	𝑑𝑢𝑟𝑖𝑛𝑔	𝑦𝑒𝑎𝑟	𝑦)/9,999
 

The motivation for choosing 0.8 multiplier according to Acquisti and Gross is that: 

“Specifically, for each state and year, we extracted the number of births from 

NCHS data and calculated how many days during that year and in that state it would 

take, on average, to assign 9,999 SSNs (the number which marks the switch from one 

ANGN combination to the next). We then calculated 80% of that number of days, 

rounded that up to the closest odd integer, and used the resulting number as the 

window of days for all calculations performed in that state in that year...We selected 

windows of days 20% shorter than the number of days it would theoretically take to 

transition from one ANGN to the next one (under the simplifying assumption that all 

SSNs were assigned under EAB to newborns in the state), in order to reduce the 

number of such windows that would fall at the overlap between two or more assigned 

ANGNs.” 
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The calculated variable window is rounded up to the nearest odd number and then 

subtract 1 and divide by 2 to get the number of days before and after the target date to include 

in the variable window. 

2. Regress SNs against dates of birth and ANGN dummies within the variable window and predict 

the SN using the target date of birth and the modal ANGN from the Step 1 

𝑆𝑁' = 𝛼 + 𝛽!𝑑𝑜𝑏',)* +K 𝛽+𝐴𝑁𝐺𝑁+
,--	/0102	'3	)*

+4!
+ 𝜖',)*  

If the predicted SN for the target date of birth is < 1 or > 9999 then bound the prediction at 

0001 and 9999 respectively. 

In Step 1, Acquisti and Gross takes only the modal ANGN within the variable window, which is 

an inefficient prediction method that discards useful information, since ANGNs don’t even need to 

appear in the order described by their hypothesis in order to be predicted. Each ANGN just needs to be 

assigned for a given time period in its own cluster to become the modal choice. But knowing the likely 

ANGN for a given target date doesn’t provide additional information for the most likely ANGN in future 

dates with their method.  

There’s also lost accuracy in Step 2, especially if the target date falls within the overlap 

between two ANGN combinations. Since the SN predictions are bounded at 0001 or 9999 if the 

predicted SN is below 1 or above 9999, it’s not possible to modify the ANGN by 1 to the previous or 

next ANGN combination in the sequence and then take the take the remainder SN below 1 or above 

9999 as the new SN for the modified ANGN. 

Methods 

This paper is the first to take a comprehensive approach to test an extension of the Acquisti 

and Gross hypothesis for all states and DC for SSNs assigned between 1989 and 2011. The overall 

approach is to first convert all SSNs within the dataset to a modified SSN index that reflects the 
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sequential order of assignment according to my hypothesis. Then I regress the SSN index values on 

dates of birth for each state, and use the regression results to predict SSNs – after converting back 

from predicted SSN index values to SSNs – for a given state of birth and date of birth.  

Arriving at the Zang hypothesis for SSN Assignment Protocol 

In examining the 2013 DMF data we find that for 15 states not all ANs were being used before 

the GN changed: Arizona, Arkansas, Colorado, Florida, Georgia, Hawaii, Louisiana, Mississippi, Nevada, 

New Mexico, North Carolina, South Carolina, Tennessee, Utah, and Virginia. These 15 states have two 

sets of ANs, and there appears to be a Step 0 where the state exhausts all possibly SSNs in the first set 

of ANs before starting over with the second set (Figure 3.2). For example, in Colorado, the last SSN 

assigned using the first set of ANs was 524-99-9999 and the next SSN assigned starting with the second 

set of ANs would be 650-01-0001. This means, in contrast to the Acquisti and Gross hypothesis, a 

higher group number, 99, was assigned before a lower group number, 01, for the same state because 

the AN set changed which restarted the loop for iterating through GNs. The Zang hypothesis can also 

be generalized to apply to all states including states that only have just one set of ANs.  

Zang hypothesis for SSN Assignment Protocol 

For i in MN𝐴𝑁	𝑠𝑒𝑡	1: 𝐴𝑁!,!, 𝐴𝑁!,", … Q, N𝐴𝑁	𝑠𝑒𝑡	2: 𝐴𝑁",!, 𝐴𝑁",", … QS :  

          For y in (𝐺𝑁!, 𝐺𝑁", 𝐺𝑁#, … ) : 

                    For x in  N𝐴𝑁',!, 𝐴𝑁',", 𝐴𝑁',#, … Q : 

                              For z in (𝑆𝑁!, 𝑆𝑁", 𝑆𝑁#, … ) : 

                                        SSN = "𝐴𝑁',$ − 𝐺𝑁% − 𝑆𝑁&" 
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Figure 3.2. Example SSN assignment pattern for Colorado based on the Zang Hypothesis. Since 

Colorado has 2 sets of ANs, 521 to 524 and 650 to 653, SSN assignment according to Hypothesis 2 

exhausted all possible SSN combinations using the first set of ANs before moving onto the 

second set. Thus 524-99-9999 was the last SSN assigned using the first set of ANs and 650-01-

0001 was the next SSN assigned starting with the second set of ANs. The figure above shows the 

possible SSN assignments with the first AN set with AN being 521 and GN being 01. 

Approach Details 

I have a 3-step approach for data preparation, model training, and SSN prediction and 

analysis.  

Step 1. Data Preparation 

I downloaded the 2013 Death Master File (DMF) that contained the SSNs of deceased 

individuals who passed away before or during 2013 [24]. Since I’m only interested in predicting the 

SSNs of individuals after the start of the Enumeration at Birth program and before the start of SSN 

randomization, I subset the DMF to only include the 260,665 individuals born on or between 1/1/1989 

and 6/24/2011.  

01 03 05 … (07, 09, 10 to 98 evens, 
02, 04, 06, 08, 11 to 99 odds) 

521-01 522-01 523-01 … (521-!"# to 524-!"#) 

521-01-0001 … ($"%,'-!"#-0004 to 
$"%,'-!"#-9999)

1. Assign !"#

2. Assign $"%,'

3. Assign (") 521-01-0002 521-01-0003

Example SSN Assignment Protocol for Colorado

650 to 6530. Assign $"_+,-' 521 to 524
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I then converted the ANGN combination into an index value based on the predicted order of 

assignment according to the Zang hypothesis.  

First, I converted GNs into GN index values based on the known GN assignment order from the 

Social Security Administration (Table 3.2).  

Then, for each state, I created a GNAN index based on the Zang hypothesis and the observed 

ranges of GNs assigned in combination with the relevant sets of ANs. For example, for Colorado, for 

the first set of ANs, 521 to 524, GN index values ranging from 84 to 99 were observed; for the second 

set of ANs, 650 to 653, GN index values ranging from 1 to 32 were observed. This means that 521-84 

would be the first observed AN-GN index value during the 1989 – 2011 study period from the first set of 

ANs which iterates until 524-99, the 64th assigned GNAN index value, before switching to the second set 

of ANs starting with 650-01 until 653-32 (Table 3.3).  

GNAN Index AN-GN Index 
1 521-84 
2 522-84 
3 523-84 
4 524-84 
5 to 64 521-85 to 524-99 
65 650-01 
66 651-01 
67 652-01 
68 653-01 
69 to 192 650-02 to 653-32 

Table 3.3. GNAN Index to AN-GN Index mapping for Colorado. For GNAN index 1 to 64, the first AN 

set of 521 to 524 is iterated through in combination with GN index values of 84 to 99. For GNAN 

index 65 to 192, the second AN set of 650 to 653 is iterated through in combination with GN index 

values of 01 to 32. 

Finally, in order to calculate the SSN index value, I calculated  
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𝑆𝑆𝑁_𝐼𝑛𝑑𝑒𝑥 = 𝐺𝑁𝐴𝑁_𝐼𝑛𝑑𝑒𝑥	 ∗ 	10,000	 + 𝑆𝑁  

Thus, for an SSN from the state of Colorado with a GNAN index of 1 and an SN of 1234, the SSN 

index value would be 11234. Since the maximum SN is only 9999 before the GNAN index value 

increments, the SSN index formula linearizes the SSN according to the assignment protocol predicted 

by the Zang hypothesis.  Figure 3.3 shows the predicted assignment of SSNs converted into SSN index 

values for Colorado. While the majority of the observations, likely due to the Enumeration at Birth 

program, increments at a predictable rate forming a black line, there are some observations far above 

the line. For example, Point A is an outlier most likely of an individual who didn’t receive their SSN at 

birth in 1990 but rather much later in life around 2005, when other newborns in 2005 were receiving 

their own SSNs through the EAB program. In addition, in 1989 to 1994, the early years of the EAB 

program, there appears to be a ramp-up process with noisier data due to some individuals likely 

receiving their SSNs a few months or years after their birth, resulting in more points slightly above the 

line.  
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Figure 3.3. SSN index values by Date of Birth for Colorado. Point A is an outlier most likely of an 

individual who was born in 1990 but wasn’t assigned an SSN until 2005 around the same time as 

other newborns in 2005 were receiving their own SSNs through the Enumeration At Birth (EAB) 

program. The observations within Area B is likely due to the ramp-up for EAB when not every 

child received their SSN at birth, but with some children receiving their SSNs a few months or 

years later.  

In order for my prediction to be reliable using an individual’s date of birth, focusing on only 

individuals who likely received their SSNs through the Enumeration At Birth program as newborns or 

young children in the US, I wanted to exclude outlier data points similar to Point A from Figure 3.3, far 

above the bulk of the post-EAB observations.  To identify these outliers, I used the Cook’s Distance 

formula to exclude outliers with a Cook’s Distance value > 4 / # of observations, which is a common 

benchmark for outlier detection of influential points that may bias a regression [25]. To estimate the 

Cook’s Distance value for each point, I regressed SSN index value on date of birth and quadratic and 

cubic transformations of date of birth to allow for some non-linearity in SSN assignment rate over 

time. Figure 3.4 shows the points identified as outliers by the Cook’s Distance rule for Colorado. Upon 

visual inspection for all states and DC, the Cook’s Distance metric appears to perform well at 

eliminating desired outliers while still being a conservative measure, with only 2.33% of observations 

identified as outliers. 

𝐼𝑓	𝐶𝑜𝑜𝑘5𝑠	𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒' =
∑ N𝑌]+ − 𝑌]+(')Q

"3
+4!
(𝑝 + 1)�̀�"

>
4
𝑁
	, 𝑡ℎ𝑒𝑛	𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑖𝑎𝑙	𝑜𝑢𝑡𝑙𝑖𝑒𝑟 
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Figure 3.4. Identifying Cook’s Distance Outliers in Colorado. Red points are outliers with Cook’s 

Distance values > 4 / # of observations. 

I compared the foreign born percentage of the population in each state from the 2000 

Decennial Census versus the percentage of SSNs identified as Cook’s distance outliers in each state 

from 1995 – 2011, after the ramp-up of the EAB program, which is shown in Appendix A. I didn’t find a 

significant relationship between the two variables, which may be due to confounders such as states 

with high foreign born populations also being more likely to have undocumented foreign born 

residents who are included in the Census data but not in the SSN data.  

Step 2. Model Training 

I used a 5-fold cross validation approach in order to test the robustness of my model.  

Since SSN assignment rate within the same state may fluctuate over time due to changes in 

birth rates, I used a robust loess regression, also known as a robust locally weighted polynomial 

regression, in order to fit locally optimal regressions for model training using 5% of the data around 
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each x, or date of birth, and a tricubic kernel that reduces the weight of points further away from x 

when calculating the local regression [26].  

At each x, I find 𝛽d8, 𝛽d!, 𝛽d" to minimize: 

K 𝑝(𝑦' − 𝛽8 − 𝛽!(𝑥 − 𝑥') −	𝛽"(𝑥 − 𝑥')")𝐾 f
𝑥 − 𝑥'
ℎ

g ,𝑤ℎ𝑒𝑟𝑒	𝑥 = 𝑑𝑎𝑡𝑒	𝑜𝑓	𝑏𝑖𝑟𝑡ℎ
3

'4!
 

where the resulting estimate is: 

𝑚h(𝑥) =K 𝛽d+𝑥+
"

+48
 

I used Iteratively Reweighted Least Squares algorithm using Tukey’s biweight function for the 

reweighting to reduce the weight for any remaining outliers. K(·) is a compacted support kernel with a 

local weight function that downweights 𝑥'  that are far away from x. The kernel function is tricubic:  

𝐾(𝑥) = 	 i
(1 − |𝑥|#)#		𝑖𝑓|𝑥| < 1	
0																				𝑖𝑓	|𝑥| ≥ 1  

The parameter h in the kernel is the bandwidth, which I specified to 5% of the data to be 

within the support of 𝐾(·/h).  

I used the loess function in the stats library in R for model training. 

Step 3. SSN Prediction and Analysis 

Using the loess model based on the training data, I predicted SSN index values for dates of 

birth for each state in the test data. I then do a reverse look-up to convert the SSN index value into an 

SSN in order to analyze the accuracy of the SSN predictions. All results are reported as the average 

across the 5-fold cross validation, and since people likely die randomly with regards to their dates of 

birth and thus enter the DMF, the pseudo-out-of-sample testing of the 5-fold cross validation is likely 

reflective of the what the results of the prediction would be for the whole population. Figure 3.5 shows 

the close fit from the loess regression based on the training data for Colorado as compared to the 

remaining test data points in Fold #1.  
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Figure 3.5. Loess curve from the training data and the test data points for Colorado in Fold #1. 

The orange curve is from the loess regression using the 80% of the dataset subsample that is the 

training data for Fold #1 and the black points are the 20% of data subsample that is test data. 

Results 

Confirming the Zang Hypothesis as the SSN Assignment Protocol 

After converting the SSNs of every state into their respective SSN index values according to 

the data preparation steps described above, which is based on the Zang hypothesis for the SSN 

assignment protocol, I found that all 50 States and DC exhibited a nearly linear relationship between 

SSN index values and dates of birth during the study period (Figure 3.6), which provides strong 

evidence that the Zang hypothesis was the SSN assignment protocol for all of the US from 1989 to 

2011. If a state did not follow this protocol, then we would expect irregularities and non-linear gaps 

when plotting SSN index values against dates of birth, which is a proxy variable for date of assignment 
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after the start of the EAB program in 1989. For most states, only 2% or less of the SSNs were 

considered Cook’s distance outliers (Appendix A). 
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Figure 3.6. SSN Index vs. Date of Birth for all states and DC 1989 – 2011. 

Predictive Accuracy 

Since every state appeared to have followed the Zang hypothesis SSN assignment protocol, 

my loess regressions of SSN index values on dates of birth for each state performed well. The median 

prediction error weighted by annual births per state in terms of the difference in SSN index values for 

the actual SSN versus the predicted SSN after 5-fold cross validation was 6,724 for 1989 to 2011 and 

just 3,581 for 1995 to 2011. Since there was a ramp up period in the implementation of EAB, the 

median prediction error quickly declined from more than 30,000 in 1989 to less than 5,000 after 1996 

and continued to decline to less than 2,000 by 2011 when Randomized Assignment starts (Figure 3.7).  
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Figure 3.7. Median Prediction Error by Year of Birth from 1989 to 2011 and a zoomed-in look at 

1995 -2011. 

For the whole study period of 1989 – 2011, the loess models were able to accurately predict the first 5 

digits 48.5% of the time and the first 6 digits 10.8% weighted by annual births per state, and for 1995 – 

2011, and the loess models were able to accurately predict the first 5 digits 55.2% of the time and the 

first 6 digits 12.8% of the time. Figure 3.8 shows that predictive accuracy increased from 19.3% for the 

first 5 digits in 1989 to 66.3% by 2011. The loess models also improved their accuracy for the first 6 

digits from 2.8% in 1989 to 16.1% by 2011. The loess models were not very accurate in predicting 

beyond the first 6 digits. 



 

 151 

 

Figure 3.8. Predictive Accuracy by Year of Birth.  

There is significant variation between the states in terms of the median error of the loess 

models over the entire study period from 1989 to 2011 (Figure 3.9). Generally, states with small 

populations such as Delaware, South Dakota, Wyoming, and Maine had the lowest median errors all 

below 520, while larger states such as California (21,142), New York (10,034), and Illinois (11,313) had 

very large median errors.  
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Figure 3.9. Median Error of SSN Prediction By State (1989 – 2011).  

Figure 3.10 shows the median error of SSN prediction versus mean daily births by state for 

1989 to 2011. The x and y-axis are log-scaled, so there’s an exponential relationship between the two 

variables, which is shown as a linearly positive trend on the plot with higher median errors as daily 

births increase. The x-axis becomes a potential lower bound on how low median errors of SSN 

predictions can go even with more data since multiple SSNs are being assigned for each a state per 

date of birth.  
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Figure 3.10. Median Error of SSN Prediction vs. Mean Daily Births by State (1989 - 2011). The x- 

and y-axis are log-scaled. 

I was able to accurately predict the first 5 digits of the SSN in 19 states including DC more than 

80% of the time, and for 5 states – Delaware, Idaho, North Dakota, South Dakota, and Wyoming – more 

than 90% of the time (Figure 3.11).  
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Figure 3.11. Predictive Accuracy of First 5 Digits of SSN By State (1989 – 2011).  

I was able to accurately predict the first 6 digits of the SSN in 15 states including DC more than 

30% of the time, and for 6 states – Delaware, Idaho, North Dakota, South Dakota, Vermont, and 

Wyoming – more than 40% of the time (Figure 3.12).  
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Figure 3.12. Predictive Accuracy of First 6 Digits of SSN By State (1989 – 2011).  

When examining median error by state for 1995 – 2011 after Enumeration At Birth becomes 

more established, there are moderate improvements. While large states such as California and New 

York still have median errors above 10,000, 24 states had median errors below 1,000. I was able to 

accurately predict the first 5 digits for 26 states more than 80% of the time and accurately predict the 

first 6 digits for 19 states more than 30% of the time. Plots for these results are shown in Appendix B. 

While more individuals enter the Death Master File each year as they pass away, when running 

historical simulations of the prediction models trained on subsets of the 2013 Death Master File (DMF) 

that would only contain individuals who died and entered the dataset from 1999 to 2012, there was a 
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very fast convergence in predictive accuracy for each birth year cohort towards their current 

predictive accuracy levels (Figure 3.13). Older cohorts, such as those born in 1990 had much lower 

predictive accuracy for the first 5 digits since Enumeration At Birth was just beginning. For the 2000 

cohort, the additional individuals entering the DMF in 2001 did improve predictive accuracy but it 

quickly plateaued. There was no significant improvement observed for the 2005 cohort over time, 

while there was a 6 percentage point improvement for the 2010 cohort when comparing the predictive 

accuracy of the simulated 2010 DMF versus the simulated 2011 DMF.  

 

Figure 3.13. Predictive Accuracy for Accurately Predicting the First 5 Digits for Each Birth Year 

Cohort by DMF Year. 

Discussion 

The results show the vulnerability in Social Security Numbers as authenticators by uncovering 

the SSN Assignment Protocol as following the Zang hypothesis of nested loops of Area Number sets, 

Group Numbers, Area Numbers, and Serial Numbers. This assignment protocol also creates a strong 

relationship between an individual’s SSN and their state of birth and date of birth if they were born 
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between 1989 and 2011 due to the Enumeration At Birth program. Using loess regression models 

based on this relationship, I was able to accurately predict the first 5 digits of SSNs 48% of the time 

and the first 6 digits 11%. There was also significant variation between states with the most vulnerable 

ones having relatively small populations such as Delaware, Idaho, North Dakota, South Dakota, and 

Wyoming, where I was able to accurately predict the first 5 digits of the SSNs more 90% of the time. 

These results raise questions about the how vulnerable to the disruptive effects of identity theft these 

young people will be when they grow up and enter the financial system and begin employment.  

In addition, since the SSN assignment protocol would iterate the fastest through the Serial 

Numbers, while changing the Area Numbers and Group Numbers (ANGNs) more slowly over time, this 

means it’s harder to accurately predict the last 4 digits for a given date of birth than the first 5 digits. 

However, it is often common practice to reveal the last 4 digits while obscuring the first 5 digits on 

forms and documents. For example, according to the IRS, in order “to reduce the risk of identity 

theft”, employers and other taxpayers “may replace the first five digits of the nine-digit number with 

an asterisk (*) or X on most payee statements” [19]. If the goal is to actually reduce the risk of identity 

theft, then this practice actually has the opposite effect due to the SSN assignment protocol.  

Social Security Numbers are not suitable to be used as authenticators. There are two 

vulnerabilities that already exist due to their widespread use as identifiers and the many data 

breaches of datasets that contain SSNs that have made many SSNs accessible to identity thieves. This 

study demonstrates a third vulnerability in how their assignment protocol effectively encodes the 

state and date of birth of Americans born over the 22-year period from 1989 to 2011 due to SSA’s 

Enumeration At Birth program. Even the SSA recognized the need to address this vulnerability when it 

started randomizing all 9 digits for SSNs assigned after 2011, but no solution came for those who were 

already assigned SSNs [23]. Americans are already wary of sharing their SSNs due to fears of identity 
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theft [13]. It’s time for public policy to address these fears by designing alternatives to SSNs to use as 

strong authenticators throughout American society.  

Potential alternatives to SSNs 

Public sector alternatives 

In recent years, we’ve seen examples of the government beginning to limit the use of SSNs as 

identifiers and authenticators. For example, Medicare originally had SSNs on its ID cards for seniors. In 

2015, Medicare started a $320 million, four year program to issue new Medicare cards that do not 

show the individual’s SSN on them [27]. In 1996, 29 states used the SSN as their driver’s license ID 

number or showed it on their driver’s licenses, and there were plans to expand it to all states [17]. 

Instead, the Intelligence Reform and Terrorism Prevention Act of 2004, “prohibits Federal, State, and 

local governments from displaying SSNs, or any derivative thereof, on drivers' licenses, motor vehicle 

registrations, or other identification documents issued by State departments of motor vehicles” [28]. 

The IRS has spent years working on methods to go beyond relying on SSNs as authenticators on tax 

returns in order to prevent identity theft tax fraud. Identity thieves would use the SSNs of taxpayers to 

claim fraudulent tax refunds before the legitimate returns get filed, with estimated costs peaking at 

$5.8 billion in 2013 [29]. The IRS has implemented a number of different methods to detect these 

fraudulent tax returns, and in 2019, the IRS reports that the number of ID theft tax returns has 

decreased to 13,737 claiming $184 million in refunds [30]. One of the IRS’ response measures is the 

creation of the Identity Protection PIN (IP PIN) for victims of identity theft to include on their 

legitimate tax returns. In 2021, the IRS opened up the IP PIN to be available to any taxpayer [31]. In 

order to sign up, a taxpayer has to verify their address and a financial account number, such as a 

credit card, student loan, mortgage, or car loan [32]. Then the IRS would send an activation code to 
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log into the IP PIN website either to a mobile phone number associated with the taxpayer or by mail 

[32]. 

Private sector alternatives 

In the private sector, we see alternative technologies with device-based authentication, single 

sign-on solutions, knowledge-based authentication, and verification of driver’s licenses and other 

photo IDs.  

Given the ubiquity of mobile phones and smartphones as part of everyday life, device-based 

authentication methods using SMS or one time pad (OTP) apps have become popular as the second 

factor for two-factor authentication [33]. In two-factor authentication, a user would often first 

authenticate with their password and then again with a short code they receive on their phone before 

being able to log in to a service. Thus, even if an attacker manages to steal or guess the user’s 

password, they still can’t log in without knowing the short authentication code. Criticisms of this 

method include the possibility for a “SIM swapping attack” to allow an attacker to receive the short 

code on a phone they control and the complicated nature of setting up an OTP app and migrating it to 

a new phone, which may frustrate less technically savvy users [34, 35].  

Single sign-on (SSO) solutions from Facebook, Google, Twitter, Apple, Amazon, and other tech 

companies can provide identification and authentication to a service provider such as a dating, e-

commerce, or gaming app that incorporate them [36]. A user of the service provider would sign-on 

through their accounts with Facebook, Google, Twitter, or another SSO service, and on the backend 

the SSO solution would authenticate that user and present their ID string to the service provider [36]. 

This removes the need for the service provider to build its own user identification and authentication 

system by setting up usernames, passwords, and possibly two-factor authentication with mobile 
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phones or security keys. The trade-off is that the user must establish an account with the SSO 

company first. 

Knowledge Based Authentication (KBA) has also become a popular authentication method 

used by banks and other financial institutions. Credit reporting agencies, Equifax, Experian, and 

TransUnion, would generate questions for a user to answer based on information in their credit 

report, such as the names of financial institutions where they have accounts, their former employers, 

or their old addresses. If a user is able to answer the questions correctly, then they are authenticated, 

and their credit card or bank account application will be processed. There are multiple criticisms of 

this method. First, the 2017 Equifax data breach may result in identity thieves being able to answer 

the KBA questions for 145.5 million Americans [37]. Second, while the data may exist in an individual’s 

credit report, they may not remember the names of old bank accounts, employers, or addresses from 

years ago, and thus, fail to provide the right answers for KBA [37].  

Since 212 million Americans have a state driver’s license and even non-drivers can apply for a 

state ID card, some digital services try to authenticate their users by requesting these state-issued ID 

documents [38]. For example, online education platform, edx, requires students to take a photo of 

their ID with their webcam and upload it on their browser for each proctored exam [39]. Some 

financial technology companies go even further by requiring users to take an “ID Selfie” of their face 

and their ID in the same photo [40]. A drawback of this method is that not all individuals have a state 

driver’s license or even state ID, especially if they are undocumented [41]. 

International alternatives 

The US can also look to how other countries have tried to create a national ID and 

authentication system.  
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One alternative is to use biometrics. For example, India enrolled 1.2 billion Indians into the 

Aadhar system, which can provide a 12-digit ID number that can be authenticated by the individual’s 

irises or fingerprints [42]. There are criticisms of the accuracy of Aadhar in verifying clouded irises of 

the elderly or smooth fingerprints of manual laborers [42]. Privacy is another issue in this massive 

biometric data collection effort by the Indian government. In 2018, the Indian Supreme Court declared 

that Aadhar is constitutional but its uses need to be restricted to government services only, thus 

businesses can no longer require it for opening new bank accounts or cellphone plans [43].   

Another alternative is to use national ID cards with embedded digital chips for authentication. 

This technology was used by the Estonian national ID card since 2002 [44]. It uses public-private key 

cryptography to authenticate Estonians for digital government services [44]. An individual would 

insert their national ID card into a chip reader, which can then authenticate the card as being genuine 

and belonging to the individual. A major crisis occurred in November 2017 when security researchers 

found that a bug in the manufacturing of some national ID cards resulted in generating weak RSA keys 

that an attacker could guess [45]. As a result, the Estonian government took the drastic step of 

shutting down access to digital government services such as paying taxes or managing healthcare 

information for 760,000 Estonians or 58% of the population, who had the vulnerable national ID cards, 

until they could update the certificates on their cards to fix the problem [45]. 

Social Security Numbers were never designed to be de facto national authenticators, and their 

reach grew since their launch in 1936 as different government policies pushed government agencies 

and private firms to integrate SSNs into their processes. This study demonstrates how millions of 

young Americans born between 1989 and 2011 have vulnerable SSNs that effectively encoded their 

state of birth and date of birth into their number. We’re seeing a variety of alternative authentication 
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solutions in the public sector, private sector, and internationally. It’s time for public policy to address 

this issue with alternative technologies that are designed to be strong authenticators from the start. 
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Chapter 4  

Building A Collocation Detection System Using 

A Wi-Fi Sensor Array for COVID-19 Contact 

Tracing in A University Setting 

Jinyan Zang and Latanya Sweeney 

 

Highlights 

• TraceFi is a Wi-Fi based collocation detection system that uses a sensor array to accurately 

detect mobile devices within 6 feet of each other for possible use in contact tracing without 

the burden of requiring a user to install an app in order to participate 

• We tested multiple machine learning models in a TraceFi pilot across 12 different spaces in 3 

different buildings under regular use conditions and found XGBoost models had a peak 

sensitivity of 91% and a peak specificity of 86%, with a high median sensitivity of 77% and a 

high median specificity of 81%  

• TraceFi can be used for accurate real-world collocation detection for contact tracing to 

determine whether 2 devices were within 6 feet for 15 minutes or more and is the first Wi-Fi 

technology to do so 
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• We engaged with stakeholders around the university to incorporate their concerns around the 

ease of adoption, accuracy, cost, and privacy into how we propose including TraceFi data into 

the contact tracing data flow 

• We designed a system for using TraceFi data for contact tracing according to Fair Information 

Practices that seek to preserve the privacy of the location and collocation data of individuals 

until they tested positive for COVID-19 or were potentially exposed to someone who tested 

positive 

 

Diagram of Steps for How A Human Contact Tracer Would Be Able to Use TraceFi Data. 
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Abstract 

COVID-19 highlights the risk of exposure from close contact between individuals. The Google-

Apple Exposure Notification (GAEN) API, a popular digital contact tracing technology, presents 

challenges for implementation of contact tracing in a university setting due to its requirement for a 

decentralized app. Thus, we developed TraceFi, a Wi-Fi based collocation detection system that uses a 

sensor array to accurately detect mobile devices within 6 feet of each other for use in contact tracing 

without the burden of requiring a user to install an app. TraceFi builds on existing research and 

implementations of Wi-Fi based indoor location prediction that uses Received Signal Strength data 

from Wi-Fi packets to locate a mobile device within a building. TraceFi addresses the propagation of 

uncertainty problem that arises from using conventional Wi-Fi based location predictions for 

collocation detection. We tested TraceFi’s machine learning models based on Wi-Fi fingerprint data in 

a pilot study in 12 different spaces in 3 different buildings. We also engaged with stakeholders around 

the university to incorporate their concerns around the ease of adoption, accuracy, cost, and privacy 

into how we propose including TraceFi data into the contact tracing data flow.  

Results summary: The pilot results found that XGBoost models used in TraceFi had a peak sensitivity 

of 91% and a peak specificity of 86%, with a high median sensitivity of 77% and a high median 

specificity of 81% across all 12 spaces. This pilot demonstrates that TraceFi can achieve high accuracy 

in identifying collocated devices and supports its use in contact tracing systems. Based on 

stakeholder feedback, we designed a system for using TraceFi data for contact tracing according to 

Fair Information Practices that seek to preserve the privacy of the location and collocation data of 

individuals until they tested positive for COVID-19 or were potentially exposed to someone who tested 

positive.  
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Introduction 

Contact tracing of COVID-19 positive individuals is an effective method of containing the 

spread of the disease [1]. When a person tests positive to COVID-19, a human contact tracer interviews 

them and asks questions about places they have been and the people with whom they have had 

contact. The goal is to identify and notify others who were likely infected so that they can take 

precautions to not further spread the disease.  

Recent research has shown that effective contact tracing may be able to control community 

outbreaks if more than 70% of contacts can be traced [2]. Another benchmark for effective contact 

tracing according to Roadmap to Pandemic Resilience report at Harvard University published on April 

20, 2020 is for exposed contacts of a COVID-19 positive individual to be notified within 12 hours of a 

positive test result [1]. According to CDC guidelines, a COVID-19 close contact is defined as an 

individual who is within 6 feet for 15 minutes or more of a person who tested positive; the 15 minutes 

does not have to be contiguous [3].  

Research has found that contact tracers using real-time location data are able to double the 

number of contacts identified versus self-reported contacts alone [4, 5]. Even a single individual who 

uses technology to document their location and proximity information can dramatically enhance 

contact tracing efforts; if they become infected, they can provide detailed recollection. So how can 

contact tracers leverage technology and data to identify potential close contacts to reach out to 

within that 12-hour time window?  

In 2020, we saw the rise of digital contact tracing technologies that track the location of 

mobile phones that most people carry with them everywhere. Nations such as Singapore with its 

TraceTogether mobile app were early adopters. In April 2020, Google and Apple formed a partnership 

to create the Google-Apple Exposure Notification API or GAEN, which was first released in May [6]. 
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GAEN used Bluetooth signal strength to estimate the distance between two devices. While the 

technology is innovative and potentially useful for detecting if two devices are collocated (i.e. within 6 

feet of each other), GAEN also presented its own challenges for implementation of contact tracing in a 

university setting. First, GAEN is an API that would need to be incorporated into an app installed by 

both collocated device owners in order to function properly. This creates an adoption hurdle since 

GAEN apps would have to be created and promoted in order to increase GAEN’s effectiveness in a 

campus environment. Most GAEN apps were created by governmental authorities, with 20 states in 

the US representing 45% of the population announcing interest in GAEN by July 2020 [7]. Thus, there’s 

a question of should non-state entities such as a private university even try to build their own GAEN 

apps that may compete with their local state government’s app for public attention. Second, Google 

and Apple enforced strict criteria on ensuring GAEN apps on the Play Store and the App Store are 

“decentralized”, meaning that private data about one’s COVID-19 exposure stays on one’s phone 

rather than in a centralized database accessible for contact tracing [8]. This means that a GAEN app 

can show an exposure notification alert on the devices owned by someone who was potentially 

exposed to COVID-19, but a contact tracer can’t use GAEN apps to learn who got exposed and reach 

out to them.  

Is it possible to build a digital contact tracing technology that overcomes the operational 

challenges that GAEN poses to effective contact tracing for use in a university setting?  

After working closely with many stakeholders around Harvard University from May to 

November of 2020, we found there were four primary areas of concern regarding a digital contact 

tracing technology: ease of adoption, accuracy, cost, and privacy.  

• The ideal digital contact tracing technology should be easy to adopt, since requiring users to 

install and run a contact tracing app on their phone may pose a significant behavioral barrier. 
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One simulation study found that 56% of a population would need to use contact tracing apps 

in order to ensure enough opportunities of exposure occur when both collocated devices have 

the apps running in order to slow down the spread of COVID-19 [9, 10].  

• The ideal digital contact tracing technology should also be accurate in determining when two 

devices are close enough to each other for potential COVID-19 exposure. A false negative 

occurs when an individual who was a close contact by the CDC guidelines was not identified 

by the technology as a close contact. A false positive occurs when an individual who was not a 

close contact but the technology identified the person as being one. There are adverse effects 

in both types of cases. For false negatives, a potentially infected individual is not notified and 

thus may spread COVID-19 to others. For false positives, a person may quarantine needlessly 

or suffer other harms from unnecessary fear of exposure. Over time an unreliable system that 

creates too many false positives may create apathy among its users due to constantly 

receiving false alarms. An ideal technology should minimize both false positives and false 

negatives, though the relative importance of each measurement may depend on the 

stakeholder.  

• The ideal digital contact tracing technology should be low cost to implement. Given the tight 

budgets brought on by the COVID-19 pandemic, cost is another major concern. 

• The ideal digital contact tracing technology should preserve privacy as much as possible. 

Different stakeholders had varying views on how much privacy should be preserved. For 

potential data subjects, such as students on campus, having an ability to opt-out of being 

tracked is highly important. For contact tracers in University Health Services, replicating the 

decentralized approach of GAEN may be going too far since it would prevent them from 

learning who got exposed to COVID-19. Thus, we sought to approach the ideal privacy model 
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of preserving the privacy of the location and collocation data of individuals until they tested 

positive for COVID-19 or were potentially exposed to someone who tested positive.  

Wi-Fi emerged as a potentially promising alternative for a digital contact tracing technology 

that can address the primary concerns of university stakeholders. The Wi-Fi protocol itself requires all 

Wi-Fi devices, such as smartphones, to be constantly emitting data, management, or control packets, 

which can be sensed by any nearby Wi-Fi antennas on the same channel without disturbing the 

emitting device or its associated Access Point (AP). No changes are needed to the device and no 

special software needs to be installed. Using the metadata from these packets, such as the Received 

Signal Strength (RSS), a sensor can predict the distance between itself and the device. When data 

from multiple sensors are combined, a Wi-Fi based system can predict the location of the emitting 

device with approximately 6 feet or 2 meters of error under ideal circumstances [11] and with 10 to 16 

feet or 3 to 5 meters of error  under more real-world conditions using leading vendor solutions [11, 

12]. However, this poses a significant propagation of uncertainty problem when simply using 

Euclidean distance between the predicted locations of a device pair in order to predict if they are 

collocated within 6 feet of each other or not (Figure 4.1).  
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Figure 4.1. The Propagation of Uncertainty Problem with Wi-Fi Collocation Detection Using 

Predicted Locations. Device A and B are located 6 feet apart in reality. However, even under 

ideal circumstances, the mean prediction error for device A and B’s locations using Wi-Fi signal 

strength is 6 feet. Thus, there’s a significant propagation of uncertainty problem in simply using 

Euclidean between the predicted locations of a device pair in order to predict if they are 

collocated within 6 feet of each other or not.  

We found that it is possible address this propagation of uncertainty problem while using Wi-Fi 

as a digital contact tracing technology. 

Thus, this paper describes how we built a collocation detection system using a Wi-Fi sensor 

array, which we call TraceFi, in order to target the stakeholder concerns of ease of adoption, accuracy, 

and cost. This paper will provide an overview of TraceFi and the results of tests we conducted in pilot 

buildings with more technical details discussed in a separate forthcoming paper in Technology 

Science. This paper also describes how we engaged with stakeholders around the university to create 
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a contact tracing data flow that incorporates TraceFi data while addressing privacy concerns. Finally, 

in the Discussion section, we use the four primary concerns described by stakeholders to compare the 

proposed TraceFi digital contact tracing technology to GAEN, the dominant alternative in the 

marketplace.  

Background 

GAEN 

How does GAEN work?  

Each mobile device is given a unique random ID string which changes every 10 to 20 minutes 

and is broadcasted over Bluetooth to nearby devices [6]. GAEN apps on each device will collect a log of 

all ID strings, timestamps, and Bluetooth signal strengths that a device has come into contact with. If 

at a later date, a potential close contact tested positive for COVID-19, then with confirmation from 

their local public health authority and consent from the individual, their GAEN app would upload the 

ID strings associated with their device over the last 14 days to a cloud server. Everyone else’s GAEN 

apps will periodically download from the server a list of ID strings associated with positive cases in 

their region. If that list contains an ID string that the device has come into contact with in the last 14 

days, then the GAEN app would show an exposure notification alert to the device owner that they may 

be exposed to COVID-19. The GAEN app should also provide information about next steps from their 

local health authority that the exposed individual can take. Figure 4.2 shows how Google and Apple 

described GAEN through a scenario with two individuals, Alice and Bob.  
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Figure 4.2. An Explanation of How GAEN Apps Work from Google and Apple [13]. When Alice and 

Bob are in close contact with each other, their phones exchange random identifiers through 

Bluetooth. A few days later when Bob tests positive for COVID-19, with confirmation from his 

local public health authority and his consent, his GAEN app would upload the last 14 days of his 
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identifiers to a server. Alice’s phone would periodically download lists of identifiers associated 

with positive cases in her region and determine Bob’s identifier as matching the log on her 

phone. Alice’s phone would then show her an exposure notification alert and information about 

next steps from her local public health authority. 

There have been multiple criticisms of GAEN as a digital contact tracing solution.  

First, its reliance on Bluetooth signal strength may not accurately identify if two devices are 

close contacts according to CDC guidelines of being within 6 feet of each other. GAEN uses the 

received signal strength indicator (RSSI) as a proxy for how far apart two devices are with higher 

strength representing closer proximity. However, RSSI can fluctuate due to noise, Bluetooth antenna 

layout, transmitter strength, battery settings, and other device-related attributes [14]. As a result, 

Google and Apple have created calibration files for more than 12,000 types of mobile devices, but 97% 

of them are listed as low confidence of correct calibration [14]. In addition, real world factors such as 

having a phone in a pocket, having signals bounce off walls, having signals being absorbed by carpets 

and furniture, and more can significantly reduce the accuracy of collocation detection [14]. 

Researchers have found that signal strengths can increase instead of decrease as expected when two 

devices move from 6 feet to 12 feet apart in a tram [15] or in a supermarket with nearby metal shelves 

[16]. Thus, Google and Apple allow the public health authorities building a GAEN app to set the RSSI 

thresholds for triggering exposure notification alerts. However, research on the thresholds set by the 

Swiss and Germany apps had a 100% false negative rate while the Italian app had a 50% false negative 

rate and a 50% false positive rate [15]. 

Second, Google and Apple enforced a strict requirement for decentralized exposure 

notification on GAEN apps approved for the Play Store and the App Store, which meant that contact 

tracers at public health authorities can’t learn the identity of device owners who received GAEN 
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exposure notifications [17]. Governments, such as France and the UK, that tried to build more 

centralized apps were not allowed to use the GAEN API to have their apps run in the background on 

the device [18, 19, 20]. Instead, their apps would have required the user to constantly have the app 

running in the foreground and the phone unlocked, which is far more cumbersome [20]. French junior 

minister for digital affairs, Cédric O, stated, “It is highly abnormal that you are constrained as a 

democratic state in your technical choice because of the internal policies of two private companies” 

[21]. GAEN apps that use Bluetooth are also not able to track users with GPS or other location services 

on the device [22]. According to Google and Apple, enforcing a requirement for decentralization 

allows them to provide a stronger privacy guarantee to the users of GAEN apps. Users can be 

reassured that “user identity will not be shared with other users, Apple and Google as part of this 

process” [22]. Google and Apple also argue that decentralization means that it will be more difficult 

for governments to conduct surveillance and for data breaches to expose private data en masse [23].  

Third, since GAEN apps require users to install and run them on their devices in order to be 

effective, it imposes a significant adoption burden that public health authorities have to overcome. As 

of October 3, 2020, only 10 states in the US had a GAEN app, with download rates up to 11% of a 

state’s population in the case of Virginia [24]. Internationally, Ireland’s COVID Tracker GAEN app has 

seen one of the highest adoption rates at 35% of the population as of October 2020 [25].  

Location prediction with Wi-Fi 

Wi-Fi based indoor location prediction is a well-established technology for tracking devices 

and individuals in commercial spaces such as shopping malls [26, 27, 28]. There are 4 types of data 

used for Wi-Fi based location prediction: Time of Arrival (ToA), Time Difference of Arrival (TDoA), Angle 

of Arrival (AoA), and Received Signal Strength (RSS), with RSS being the most popular method since it 

doesn’t require time synchronization or line of sight between the device and the Access Points [29].  
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The Received Signal Strength (RSS) is related to the distance between the transmitting device 

and a receiving Wi-Fi sensor, with stronger signal strength representing closer proximity [29]. Similar 

to Bluetooth, significant differences in Wi-Fi RSS may be observed for devices of similar distances 

apart due to environmental, device and other factors.  

The use of RSS data, Cell of Origin, trilateration, and fingerprinting are the most common 

methods, with fingerprinting providing the most accurate location predictions [11, 29].  

RSS Fingerprinting usually has 2 phases: an initial phase to collect reference points within the 

coverage area and a deployment phase to predict the location of an observed device given known 

fingerprint data at a given location [11].  

The TraceFi approach described in this paper focuses on the use of machine learning 

algorithms with RSS data to make collocation predictions of whether two Wi-Fi devices are within 6 

feet of each other. Machine learning models have been used previously to predict the point location of 

a physical device using RSS fingerprints; common methods include weighted K Nearest Neighbors 

(wKNN), Decision Trees, Support Vector Machines, Neural Networks, and other machine learning 

methods [11, 29, 30]. But the prediction errors on these earlier approaches  were approximately 6 feet 

under ideal conditions [11].  More real-world conditions of leading vendor solutions have greater 

error: 10 to 16 feet or 3 to 5 meters of error with a properly calibrated model due to the density and 

placement of sensors and the test environment [11, 12]. These prior efforts suggest that using the 

Euclidean distance of the predicted locations of two Wi-Fi devices to accurately predict their 

collocation within 6ft of each other would not be reliable due to the propagation of uncertainty 

problem. As reported later in this writing, the TraceFi approach reliably achieves its goal by focusing 

on collocation and not point location prediction, using the latest machine learning algorithms and the 

introduction of a novel invention. 
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Wi-Fi fingerprints can be collected in one of two ways depending on how one wants to design 

a location prediction system. One method is for a device-centric system where a device, such as a 

smartphone, can collect RSS data from nearby APs at each fingerprinting location. Thus, when devices 

observe similar RSS data in the future, they can use the trained models to predict its location. A 

second method is for a network-centric system where sensors connected the Wi-Fi network is 

collecting RSS data from nearby clients at each fingerprinting location to train the location prediction 

models. The TraceFi pilot described used a network-centric system.  

Another Wi-Fi based approach proposed by UMass Amherst researchers uses the connection 

of multiple devices to the same Access Point (AP) for collocation detection. This provides coarse 

location and collocation information with a large and significant number of false positives because 

commonly used commercial APs having ranges of 600 feet [31]. Devices located hundreds of feet apart 

would be identified as being collocated because they are associated with the same AP. The TraceFi 

pilot described in this study uses an array of independent Wi-Fi sensors. 

Other digital contact tracing technologies 

Other digital contact tracing technologies have their own trade-offs such as GPS and 

ultrasound.  

GPS was used in some non-GAEN apps such as Iceland’s Rakning C-19 app, which was 

launched in April 2020. It collected GPS data for possible sharing with a contact tracer and has been 

downloaded by more than 38% of the Icelanders [32, 33]. GPS location accuracy on smartphones is 

typically within 16 feet or 4.9 meters outdoors [34], and GPS is readily available on most consumer 

smartphones. However, GPS location accuracy is much lower indoors, where COVID-19 exposure risk 

is higher due to less airflow than outdoors, at 19.8 feet or 26.3 feet, or 6 – 8 meters, depending on the 

building’s material [35]. Due to its significant location accuracy errors, using GPS to calculate the 
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collocation of two devices within 6 feet of each other would be between 2 and 3 times lower than what 

is required to do reasonable contact tracing [14]. 

A mobile app could also use ultrasound time-of-flight to measure distance and exchange 

identification tokens with nearby collocated devices for potential contact tracing. NOVID launched in 

April 2020 using ultrasound and was deployed at many colleges around the country [36]. When testing 

under different conditions, the NOVID team found that its technology had a sensitivity of 55% and a 

specificity of 99.6% based on the CDC guideline of collocation at £ 6 feet apart [36]. In a separate 

contact tracing project on campus, we worked with the NOVID team to incorporate the NOVID app as 

part of the MyDataCan personal data repository system that we created for the campus community. 

The details of that project will be described in a future paper. Since NOVID also requires an 

identification token exchange similar to GAEN apps, this means that both devices would need to have 

NOVID installed and running in the background when they are collocated. 

The university context 

There is a clear risk in students, staff, and affiliates living, learning, and working on campus 

and spending extended periods of time in close contact indoors to spread COVID-19 to each other [37]. 

At the same time, there is an opportunity to design a technology model as a “local” solution to cover 

the campus community that can quickly reach a high effectiveness rate for contact tracing without the 

same barriers faced by more “global” technology solutions at the city, state, or national level that 

require high rates of adoption in disparate social and technological settings.  

We were able to leverage important aspects of the university setting for this project.  

First, University Health Services had its own contact tracing team to follow-up on positive 

cases in the university’s community, and this team was part of the Massachusetts Contact Tracing 

Collaborative and coordinated with public health authorities. In 2020, the US saw a fairly 
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decentralized contact tracing effort primarily by state and local governments rather than the federal 

government [38]. In Massachusetts, the state partnered with Partners in Health to create a coalition of 

contact tracers working for state and local public health departments as well as other local partners 

[39]. While many states started rolling out their GAEN apps in 2020, Massachusetts was a relatively late 

adopter, only beginning tests of the MassNotify GAEN app in April 2021 [40].  

Second, the university’s Information Technology (IT) department had a robust Wi-Fi network 

on campus which required all affiliates to register their devices onto the network using their university 

ID and all guests to provide an email address. This meant that it was possible for the IT department to 

associate either an affiliate’s ID or an email address for a guest to every Wi-Fi device on the campus 

network.   

Methods 

From May to November 2020, we engaged in two simultaneous efforts on campus. Effort 1 was 

the TraceFi pilot, which built and tested a collocation detection system using a sensor array for Wi-Fi 

based contact tracing in 3 buildings on-campus. An overview of the methods and results will be 

presented here, with more technical details discussed in a separate forthcoming paper in Technology 

Science. Effort 2 was reaching out and communicating with different stakeholders around the 

university to incorporate their concerns, especially around privacy, in how we proposed integrating 

TraceFi data into the contact tracing data flow.  

Effort 1. TraceFi pilot  

TraceFi’s approach 

Figure 4.3 describes TraceFi’s data flow, which has the following steps: 

1. Sensors in the Wi-Fi Sensor Array collect timestamped Received Signal Strength (RSS) data 

and MAC address about nearby devices. 
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2. Each sensor regularly sends its collected data to a central repository of “Sensor Data”. 

3. Data for the same device from multiple sensors in the “Sensor Data” at around the same 

timestamp can be input into pre-trained Location Prediction Models, which will predict the 

location of a device given its sensor data, which may include a sensor array coverage area, a 

sub-coverage area such as a floor of a building, and/or a specific point-in-space location. The 

outputs are: 

a. “Device Location Predictions” 

b. “Location Predictions” per device pair   

c. “Sensor Data” per device pair, which is a novel approach of TraceFi to create a large 

number of additional features per device per device pair for use by the Collocation 

Detection Models 

4. Data about a device pair in “Device Pair Data” can be input into the Collocation Detection 

Models to predict if the two devices are collocated or not based on the £ 6 feet apart CDC 

guideline to generate the “Device Pair Collocation Data”. 

5. A Data User with appropriate access permissions can see and use the “Device Location 

Predictions” and “Device Pair Collocation Data” from TraceFi for their authorized use case 
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Figure 4.3. Diagram of the TraceFi data flow of a Collocation Detection System using a Sensor 

Array for contact tracing through 5 steps: (1) sensor array; (2) sensor capture; (3) location 

prediction; (4) device pair collocation detection; and, (5) authorized user.  

Materials and algorithms 

A TraceFi pilot was conducted on Harvard University’s campus in July-October 2020 involving 

3 buildings. In Buildings A and B, we used a sensor array of Aruba Access Points (APs) which collected 

the Received Signal Strength (RSS) of Wi-Fi packets from nearby laptops and phones being used for 

fingerprinting. The RSS data from all APs were accessed through the Aruba Analytics and Location 

Engine (ALE) API. In Building C, we designed and built our own sensor array using Raspberry Pi 4 

computers with dual-band Alfa AWUS036ACS USB Wi-Fi antennas. Every minute, each Raspberry Pi 

sent the RSS data that it collected on nearby devices to a TraceFi REST API endpoint. 

For the TraceFi pilot, we trained and tested models using Euclidean distance, weighted K 

Nearest Neighbor (wKNN), neural network, random forest, LightGBM [41], XGBoost [42], and soft 

voting algorithms in order to predict the locations of each device and the collocations of device pairs. 

Testing TraceFi’s performance in pilot buildings 

The pilot followed the three main steps described below.  

Step 1. Collect Wi-Fi fingerprints in pilot buildings 

We collected RSS data about known devices at different known locations within the pilot 

buildings for “Wi-Fi fingerprinting” in order to generate training and test data for Steps 2 and 3.  

Buildings A and B were lab buildings with a mix of common spaces, offices, and lab spaces across 

multiple floors. Floors in each building differed by content, configuration and the number and 

placement of APs. The fingerprinting process consisted of data collection over the course of ~1 week 

for each building in July 2020. Building C was an IT office building that was unoccupied due to the 
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pandemic. We configured a conference room on one floor with 8 low-cost Raspberry Pi 4 computers 

with a dual-band Alfa AWUS036ACS USB Wi-Fi antenna of our design as sensors. We then collected 

fingerprint data in Building C on September 24, 2020 and October 2, 2020. 

 

Figure 4.4. Example Raspberry Pi 4 with Alfa AWUS036ACS USB Wi-Fi antenna as a sensor. 

The fingerprint process was as follows: 

1. We obtained raster versions of the floor plans for each building scaled down to 1 pixel equals 

0.2 square feet (Figure 4.5).  

2. We marked data collection (i.e. “fingerprinting”) locations on the floor plan by laying out 

sticky notes in a 4’ x 4’ or 5’ x 5’ grid through spaces accessible to the team, with each sticky 

note marking the (x, y) pixel coordinates on the relevant floor plan raster map file (Figure 4.6). 

We also added ~15% additional “test point” fingerprinting locations off the grid to use for 

testing the performance of our location prediction and collocation detection models. 

3. At each fingerprinting location, we placed a cart with a laptop (either a dual-band Macbook or 

Windows laptop) on the top level and a smartphone (either a dual-band Android Motorola E5 
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or iPhone 11) on the bottom level and used the Aruba ALE API or the Raspberry Pis to record 

the RSS data for 2 minutes for Wi-Fi packets sent by the target devices that were observed by 

the sensor array (Figure 4.7). When the 2 minutes of fingerprinting was over, we moved the 

cart with the devices to the next fingerprinting location.  

 

Figure 4.5. Example floor plan of Building A. Blue lines are windows, green lines are walls, and 

red lines and arcs are doors. Black squares are sensors. Light blue small squares are fingerprints 

that were training points. Orange circles are fingerprints that were test points. 
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Figure 4.6. Sticky notes for data collection locations in Building A (Left). Each sticky note 

contained the (X, Y) pixel coordinates of that location on the relevant floor plan raster map file 

(Right).  

 

Figure 4.7. Carts with 1 laptop and 1 phone on each over a fingerprinting location in Building B. 

Step 2. Train and test location prediction models using fingerprinting data 
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Because our coverage area in the pilot buildings included fingerprint locations within different 

coverage areas, we found through testing that the approach with the highest predictive accuracy and 

lowest error is a two-step approach where: 

1. Predict the coverage area, whether that’s a specific floor in the case of Buildings A and B or a 

specific room in the case of Building C. 

2. Predict the point-in-space location, or the (x, y) variables on the relevant floor plan raster map 

file that represent a device’s location in pixel values, using a machine learning regression 

model based off training points within the predicted coverage area 

Step 3. Train and test collocation detection models using fingerprinting data 

For the device pair data for collocation detection, we created a dataset of sensor data and 

predicted locations for each fingerprint pair for each floor. For n fingerprints collected on a floor in 

Step 1, each floor’s dataset had !!""	unique permutations of fingerprint pairs. This creates a significant 

increase in the number of observations for model training for Step 3, since for example, 400 

fingerprints on a given floor, a typical number in Building B, would generate 159,600 permutations. We 

then sampled with replacement the fingerprint pairs that are collocated in order to have balanced 

collocation classes per floor. Each model we tested had to predict whether the fingerprint pair is 

within a collocation definition of £ 6 feet apart as a classification problem. 

We trained and tested a simple Euclidean distance calculation of the predicted x and y, Neural 

Network, Random Forest, LightGBM and XGBoost models for each floor in each building. We also 

trained and tested a meta-learner soft voting model that uses the predicted probabilities of Neural 

Network, LightGBM, and XGBoost models as base learners to generate a consensus prediction.  

Testing model performance 
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We focused on measuring the sensitivity and specificity of each model given their common 

usage in the medical and public health fields and implications for contact tracing effectiveness.  

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠	 + 	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑓𝑎𝑙𝑠𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑢𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑢𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠	 + 	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑓𝑎𝑙𝑠𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

Sensitivity measures how many true collocations were detected relative to those being missed 

as false negatives, which is a priority in the public health context in order to do effective contact 

tracing to ensure all collocated and exposed individuals are notified. Specificity measures how many 

true non-collocations were detected relative to false alarms or false positives, which may create 

distress for an individual who’s being unnecessarily notified of their COVID-19 exposure and apathy to 

exposure notifications in the long run.   

Effort 2. Stakeholder outreach 

We reached out and communicated with different stakeholders at the university continuously 

from May to November 2020 in order to solicit feedback and understand their concerns.  

• We hosted 13 town halls on Zoom where we explained how the TraceFi pilot worked and how 

TraceFi could be used by contact tracers, solicited feedback from attendees, and answered 

their questions. We had 12 town halls for each of the undergraduate dorms on campus where 

some students were invited back to live on-campus in the fall. We also had a town hall for the 

researchers and faculty who worked in the TraceFi pilot buildings. Since many of the 

attendees of these town halls were potential device owners who would be tracked by TraceFi, 

it became quickly apparent the importance of offering privacy protections such as an 

accessible opt-out option and clearly demarcating which areas on campus would be 

monitored by a TraceFi sensor array. 
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• In each of the pilot buildings, we placed posters describing TraceFi at every location within the 

coverage areas of the pilot. 

• We had daily meetings with a team from the university’s IT department to discuss the TraceFi 

pilot and how the Data Privacy Lab, which would set-up and maintain TraceFi, would work 

with IT and UHS to integrate TraceFi into a contact tracer’s data flow while addressing the 

concerns around privacy.  

• We had regular contact with University Health Services to understand the needs and concerns 

of contact tracers.   

• We had regular contact with university administration and leaders of related efforts on 

pandemic response to understand the broader needs, resources, and efforts of the university.   

• We consulted attorneys at the Office of the General Counsel to ensure all proposals related to 

TraceFi comply with relevant laws and policies.  

• We published information about the TraceFi pilot and other digital contact tracing 

technologies on campus at https://covidtech.harvard.edu/  

o This includes creating an example demonstration of how data can flow between UHS, 

IT, and TraceFi (Figure 4.8).  
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Figure 4.8. Screenshot of Example Demonstration of How Data Can Flow Between UHS, IT, and 

TraceFi on https://covidtech.harvard.edu/ . 

o We partnered with the IT department to create an example TraceFi contact tracer 

dashboard (Figure 4.9).  
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Figure 4.9. Screenshot of Example TraceFi Contact Tracer Dashboard on 

https://covidtech.harvard.edu/ . 

• We responded to the university newspaper reporting about TraceFi in August 2020 [43] and 

also wrote a letter to the editor explaining the latest updates on digital contact tracing 

technologies in September 2020 [44].  

• We also considered how TraceFi would integrate with MyDataCan, a personal data repository 

system that we at the Data Privacy Lab were also creating for the campus community as part 

of its pandemic response. The details of that project will be described in a future paper. The 

primary integration details between the two projects are that it was possible to design an 

option for users to opt-out of TraceFi through their MyDataCan account and also to obtain a 

copy of their TraceFi data on MyDataCan.   
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Results 

Effort 1. TraceFi pilot  

Step 1. Collect Wi-Fi fingerprints in pilot buildings 

Over a few weeks in July 2020, we collected 3,127 fingerprints in Buildings A and B and on 

September 24, 2020 and October 2, 2020, we collected 249 fingerprints in Building C using laptops and 

phones. 

Step 2. Train and test location prediction models using fingerprinting data 

We tested 4 machine learning algorithms to build models to classify a device’s floor or 

coverage area within a building based on the RSS values observed by nearby sensors as the first step 

in our two-step approach. XGBoost generally performed well at 93% accuracy in Building A, 98% 

accuracy in Building B, and 90% accuracy in Building C.  

As the second step in the two-step approach, we trained 4 machine learning models to 

predict the (x, y) position of a device on a given floor based on the floor plan raster file. XGBoost 

models performed well with a Root Mean Squared Error (RMSE) of the actual versus predicted location 

of a device of 11.4 feet in Building A, 13.7 feet in Building B, and 7.6 feet in Building C.  

Step 3. Train and test collocation detection models using fingerprinting data 

Figure 4.10 shows the collocation classification sensitivity and specificity by model as a box-

and-whisker plot based on the metrics for the 12 coverage areas.   

The simplest model of calculating the Euclidean distance between the predicted x and y of 

each device had a low median sensitivity of 32% and a very high median specificity of 96%. Similarly, 

the Random Forest models had the lowest median sensitivity of 20% but very high median specificity 

of 99% due to these models being very pessimistic in favoring predictions of non-collocation for 

nearly all device pairs. 
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The Neural Network, LightGBM, and XGBoost models performed better with higher sensitivity 

rates while maintaining fairly high specificity rates. The Neural Network models had a median 

sensitivity of 64% but a high median specificity of 90%. The LightGBM models had higher median 

sensitivity of 72% but lower median specificity of 83%. XGBoost had the highest median sensitivity of 

77% and a nearly similar median specificity of 81%. It had the highest peak sensitivity of 91% and peak 

specificity of 86%. Finally, the soft voting models that used weighted probabilities from Neural 

Network, LightGBM, and XGBoost models had a lower median sensitivity of 69% than that of the best 

base estimator, the XGBoost models, but also high median specificity of 89%, which is similar to that 

of the best base estimator, the Neural Network models.  

The sensitivity-specificity trade-off is clearly displayed. For public health contact tracing 

purposes, high sensitivity and thus XGBoost models may have the highest utility, but in a different 

context, other machine learning models may be best.   
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Figure 4.10. Collocation Classification Sensitivity and Specificity by Model for All 12 Floors in 

Pilot Buildings. This is a box-and-whisker plot that shows the whiskers extending to data points 

within 1.5 times of the interquartile range and outliers are drawn as additional points. 

We also analyzed if the number of sensors that can observe the RSS of each device in a device 

pair has an impact on the XGBoost collocation prediction models. For sensitivity, it appears that there 

needs to be at least 3 sensors that can observe each device in a device pair to have a non-zero 

sensitivity rate of 65% which quickly approaches 76% when there are 5 sensor observations (Appendix 

A). For specificity, having a mean of 2 sensors observe each device in a device pair resulted in a 
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specificity of 70% which quickly approaches near a maximum of 80% when there is a mean of 4 

sensors observing each device in a device pair (Appendix A). 

Effort 2. Stakeholder outreach 

Based on the input from our stakeholder outreach, we describe below the proposed flow of 

data from the TraceFi sensor array to the human contact tracer at University Health Services. 

• The TraceFi sensor array captures the signal strengths emitted from mobile devices at a 

particular time and records the internal MAC addresses of the mobile devices that sent the 

signals. A MAC address is a unique code assigned to each mobile device by the manufacturer 

of the device. 

• The information from the TraceFi sensor array does not contain a person’s name or Harvard ID 

or any explicit personal identifier. 

• The TraceFi sensor data flows into "Raw," a secure data storage container that resides on a 

system that applies Level 4 (high risk information) protection under Harvard’s information 

security policy. No backups or copies are made of the data. Data are kept no longer than 14 

days. On the 15th day from collection, the data are no longer available. 

• The TraceFi algorithms read data from the Raw storage, compute proximity and collocations, 

and write the derived information into “Processed,” a secure data storage container that also 

resides system secured to Level 4 requirements. No backups or copies are made of the data. 

Data are kept no longer than 14 days. On the 15th day from collection, the data are no longer 

available. Access to both the Raw and Processed storage containers is locked down and 

secured. The TraceFi algorithms are the only reader from the Raw storage and the only writer 

to the Processed storage. 
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• Harvard University Information Technology has produced a "Dashboard" for a human contact 

tracer at Harvard University Health Services to use when interviewing patients who have 

tested positive for and/or have been diagnosed with COVID-19. The human contact tracer 

enters the person’s HUID into the Dashboard, which automatically fetches information from 

the Processed storage at TraceFi based on the MAC addresses of the person’s known devices. 

The Dashboard then displays the proximity information for the person’s devices and any 

collocations registered by the system. 

• The two readers of TraceFi’s Processed storage are the Dashboard of the contact tracer and an 

automated regularly timed function that allows individuals to get their TraceFi data copied 

into private storage on MyDataCan, a data management and apps platform Harvard has 

provided for members of the Harvard community. Each access to the Processed storage 

records in a one-way immutable log that is not readable by TraceFi or the members of the 

Data Privacy Lab responsible for the operation of TraceFi. The immutable log allows external 

review to confirm that each instance of access to TraceFi data relates to a specific COVID-19 

diagnosis or positive test result. 

• Only a human contact tracer at Harvard University Health Services can use the Dashboard to 

access information from TraceFi. The human contact tracer can receive proximity information 

relevant to a positive test case and collocation information relative to a positive test case. The 

retrieved information is sufficient to review the information with the infected person and to 

notify collocated people as needed. Details are covered under medical and public health 

confidentiality. 
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• Security tests and audits are done regularly. Data access is reviewed monthly and reported to 

the University Electronic Communications Policy Oversight Committee, which prepares public 

reports of aggregated information. 

• Members of the community can opt out of the system, using their MyDataCan dashboards: the 

TraceFi sensors will not accept or process any information from the MAC addresses of people 

who have opted out. The TraceFi sensors will also not receive information from any device 

that has Wi-Fi turned off. 

Here is how the proposed approach would work in practice. The numbered steps correlate to 

the numbers in Figure 4.11.   

1. Adam is a Harvard person who tested positive to COVID-19.  

2. Adam’s test result forwards to a contact tracer at Harvard University Health Services.   

3. The human contact tracer enters Adam’s name and HUID into the Dashboard that Harvard 

University Information Technology provided to interface with TraceFi.  

4. The Dashboard operation looks up all MAC addresses registered on Harvard’s network for 

Adam’s HUID and requests information about those devices from the TraceFi Processed 

repository. 

5. The TraceFi system sends back date-time locations for Adam’s MAC addresses. It also sends a 

list of other MAC addresses of devices that were collocated with Adam’s.   

6. The human contact tracer can then view Adam’s devices on the Dashboard. 

7. The human contact tracer can also view the places Adam went on campus and people whose 

devices were collocated with Adam’s, but only those places that are within designated 

operational areas of TraceFi sensors. 
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8. The human contact tracer works with Adam to review places and encounters with people. This 

process may take some time. 

9. The human contact tracer will notify people deemed to be at risk to infection. 

 

Figure 4.11. Diagram of Steps for How A Human Contact Tracer Would Be Able to Use TraceFi 

Data. 

Importantly, there is a privacy wall between the TraceFi System maintained by the Data 

Privacy Lab and Harvard University Health Services (HUHS) and Harvard University Information 

Technology. The TraceFi side of the privacy wall has location information with no identity. The 

Harvard University Health Services and Harvard University Information Technology side has identity 

but does not have open access to location information. The only disclosures of location information 

outside of the TraceFi System at the Data Privacy Lab are to human contact tracers at HUHS, through 

the Dashboard and, potentially, by automated means to collocated persons who have not opted out 

of TraceFi. 
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We designed TraceFi according to the following practices related to the Fair Information 

Practices and GDPR principles.  

• The minimum collection practice: collect only what is necessary to accomplish the task.  

o TraceFi sensors only capture signal strength and MAC address and record the date and 

time of the recording. These three pieces of information (signal strength, MAC address, 

and date-timestamp) are the only information collected. These are the minimum 

information needed to help the human contact tracer. 

• The minimum sharing practice: shared information is the minimal information needed to 

accomplish the task.  

o The only information shared from TraceFi is with a human contact tracer in the service 

of a specific positive tested person. TraceFi only provides the date and time, duration, 

location, if known, and collocations for each of the person’s devices. The human 

contact tracer then reviews exactly this information with the positive tested person to 

make a determination about who may have been infected.  

• The limited time practice: keep personal data no longer than is needed to accomplish the 

task.  

o Contact tracers need only go back for the last 14 days, so only the last 14 days of 

information is kept in TraceFi and only the last 14 days of information is made 

available to contact tracers.  

• The access practice: the person who is the subject of the data should have a copy of their 

data.  

o A person can receive a copy of their own TraceFi data in their private storage on 

MyDataCan. This option is available on MyDataCan. This copy is for the person’s own 
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use and is independent of the copy maintained in TraceFi for up to 14 days. The 

person’s copy in MyDataCan is not subject to the 14 day limit. 

o MyDataCan is architected around the principle that the person who is the subject of 

the data is in control of a copy of their data. Each app and service on the MyDataCan 

platform therefore stores a copy of the person’s location information into the person’s 

own private storage on MyDataCan. This copy is under the control of the person, who 

can opt to share their information with human contact tracers.  

• The accuracy practice: individuals should be able to make corrections to their own data.  

o The human contact tracer receives proximity and collocation information from 

TraceFi specific to a case of a positive tested person and for the purpose of reviewing 

the retrieved information with the positive tested person, who can attest to its 

accuracy and whose attestations are the basis for the determinations of likely 

infections to others. 

• The accountability and transparency practice: the ability to audit any accesses made to the 

data.  

o Each access to TraceFi data is recorded in an immutable log that is not accessible to 

the Data Privacy Lab which provides it, but whose contents are available to others for 

monthly review and audit and reported to the University Electronic Communications 

Policy Oversight Committee which makes public summaries. 

• The consent practice: individual participation is optional.  

o A person can opt-out of TraceFi and the TraceFi sensors will not capture information 

from the person’s devices and the person can still use Harvard’s Wi-Fi. A person can 
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also turn Wi-Fi off on their devices (but then those devices would not be able to use 

Harvard’s Wi-Fi). 

• The security practice: technologies comply with stringent security practices.  

o Both MyDataCan and TraceFi store and process information compliant to Harvard’s 

highest online security level (Level 4). In addition, both systems have routine security 

audits and tests. 

Discussion 

The pilot results demonstrate that TraceFi performs very well in multiple buildings with both 

Aruba APs and Raspberry Pis as the sensor array for collocation detection of device pairs in 

accordance to the CDC’s COVID-19 guidelines of less than 6 feet apart. XGBoost models had a peak 

sensitivity of 91% and a peak specificity of 86%, with a median sensitivity of 77% and median 

specificity of 81% across all the diverse floor settings.  

A variety of factors likely contributed to the variation in model performance such as a 

building’s material, the location of the sensors, the number and type of barrier objects between each 

sensor and the device pair, and more. Given the fast-developing field of machine learning and the 

limits of the pilot study conducted under pandemic conditions, future studies can further examine 

methods to improve model performance by both optimizing the machine learning models and the 

physical environment for the sensor array.  

Comparing TraceFi and GAEN for contact tracing 

We found through stakeholder outreach that there are four primary areas of concern 

regarding contact tracing: ease of adoption, accuracy, cost, and privacy. Since GAEN apps are the 

dominant alternative option in the marketplace, how do TraceFi and GAEN compare for each area of 

concern? 
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Ease of adoption 

Since TraceFi uses a sensor array for collocation detection of two devices rather than using 

apps installed and running on the devices themselves, it’s likely easier for users to adopt than GAEN 

apps. No changes are needed to the device and no special software needs to be installed. The TraceFi 

sensor array is using signal strength data that is already being sent out by the standard Wi-Fi protocol. 

The ease of adoption of TraceFi is important since research simulations have found that 56% of a 

population would need to adopt digital contact tracing technologies in order to reduce the spread of 

COVID-19 [9, 10]. 

Accuracy 

The accuracy of TraceFi and GAEN are both mixed.  

TraceFi is an innovative technology that tries to address the propagation of uncertainty 

problem of using traditional Wi-Fi location prediction for collocation detection by training models to 

evaluate collocation detection as a classification problem instead. We found that XGBoost models had 

a peak sensitivity of 91% and a peak specificity of 86%, with a median sensitivity of 77% and median 

specificity of 81% across all the diverse floor settings. However, there were still significant variation in 

performance between the environments of the 3 pilot buildings. Future studies can examine methods 

to improve model performance by both optimizing the machine learning models and the physical 

environment for the sensor array. Appendix B also describes how online learning after TraceFi’s 

deployment can potentially help refine the the location prediction and collocation detection models 

trained on fingerprinting data.  

GAEN apps have been shown to have mixed real-world results as well due to how variation in 

the characteristics of devices, their positions, and the environment can significantly reduce the 

accuracy of collocation detection with Bluetooth [14]. Research on the signal strength thresholds for 
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collocation detection set by the Swiss and Germany GAEN apps had a 100% false negative rate while 

the Italian app had a 50% false negative rate and a 50% false positive rate [15]. 

One potential differentiator between TraceFi and GAEN in terms of accuracy is the use of 

fingerprinting to train models for each sensor array with TraceFi. This means that TraceFi can 

theoretically be optimized for each environment where a sensor array is deployed. The trade-off is 

that TraceFi models optimized for one environment may not necessarily translate to another one. 

GAEN apps are trying to function in any environment where two phones can exchange identifiers over 

Bluetooth, which is a far more ambitious goal with a trade-off of not being able to optimize according 

to where the two phones are located.   

Cost 

TraceFi will likely have higher initial deployment costs in terms of setting up the sensor arrays 

and doing the fingerprinting, but GAEN apps have their own costs related to promoting adoption by 

users on campus.  

We found in the TraceFi pilot that using low cost $35 Raspberry Pis for the sensor array in 

Building C resulted in similar performance as using high cost >$500 Aruba APs for the sensory array in 

Buildings A and B. During the pilot, we tested TraceFi’s performance while having more than 2,500 sq. 

ft. of floor coverage per sensor. Nevertheless, there’s likely to be significant initial costs to do the Wi-Fi 

fingerprinting for each TraceFi sensor array. In the pilot, we took a fingerprint reading for 2 minutes 

approximately every 5 sq. ft, though skipping locations blocked by walls or furniture. Since TraceFi 

sensor arrays can be deployed independently of one another, this means it’s possible to spread out 

the deployment cost over time as new coverage areas get added.  

GAEN apps do not require the same physical infrastructure-related costs as TraceFi, but they 

may require significant promotion costs in order to encourage adequate levels of adoption. In the US, 
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state-sponsored GAEN apps have not seen widespread adoption, with Virginia being a leader at 21% 

as of December 2020 [45].  

Privacy 

TraceFi and GAEN approach the privacy concern with different goals. With TraceFi, contact 

tracers are one of the core stakeholders. Thus, we sought to approach the ideal privacy model of 

preserving the privacy of the location and collocation data of individuals until they tested positive for 

COVID-19 or were potentially exposed to someone who tested positive. With GAEN apps, Google and 

Apple’s requirement for decentralization means that only exposed individuals would receive exposure 

notifications and that information is kept private or locally on the device. Thus, contact tracers can’t 

immediately learn the identity of who got exposed through GAEN apps.  

In order for TraceFi to achieve its privacy goal, we propose a privacy wall between the TraceFi 

System maintained by the Data Privacy Lab and Harvard University Health Services (HUHS) and 

Harvard University Information Technology (HUIT). The TraceFi side of the privacy wall has location 

information with no identity. The HUHS and HUIT side has identity but does not have open access to 

location information. The only disclosures of location information outside of the TraceFi System at the 

Data Privacy Lab are to human contact tracers at HUHS, through the Dashboard and, potentially, by 

automated means to collocated persons who have not opted out of TraceFi. The privacy wall has the 

additional benefit of ensuring that the Data Privacy Lab, which maintains TraceFi, doesn’t learn any 

medical information such as which devices belong to owners who tested positive for COVID-19, which 

resolves any ambiguity with regards to the Health Insurance Portability and Accountability Act 

(HIPAA). Legal scholars have pointed out how digital contact tracing apps such as the GAEN apps “fall 

completely outside HIPAA’s parameters” [46]. In May 2020, the COVID-19 Consumer Data Protection 
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Act was introduced though not yet passed in the Senate to address how digital contact tracing 

technologies should collect and share data [47].   

Another differentiator is that we proposed for TraceFi to be opt-out while GAEN apps are opt-

in by nature since a user has to choose to install and run them in the first place. With TraceFi, a user 

can opt out using their MyDataCan dashboards: the TraceFi sensors will not accept or process any 

information from the MAC addresses of people who have opted out. Similar to what occurred in the 

pilot buildings, there would also be prominent posters indicating when an area is covered by a TraceFi 

sensor array. The TraceFi sensors would also not receive information from any device that has Wi-Fi 

turned off. Since a big advantage of TraceFi over GAEN apps is its ease of adoption, which is highly 

important for reaching a high enough population adoption rate to reduce the spread of COVID-19, 

making TraceFi opt-in would significantly reduce that advantage. Stanford professors Michelle Mello 

and Jason Wang have argued that the ethics of controlling the COVID-19 pandemic supports making 

contact tracing technologies opt-out [48]. They cite how studies of electronic health record sharing 

have found that people tend to stick with the default choice, with only 2 to 5% opting out of health 

information exchange [48]. In the case of contact tracing apps, some surveys found up to 70% of US 

respondents report that they will probably or definitely use a contact tracing app, which is far more 

than the actual opt-in rates that’s been observed [48]. Mello and Wang argue that contact tracing 

technologies offer users reciprocal benefits: notification if they come into contact with someone 

dangerous and assistance in protecting friends and family whom they may have endangered [48]. 

Thus, providing an opt out would allow “those with strong preferences to act on them while not 

conflating philosophical objections with simple inertia” [48]. 

We designed TraceFi to follow the privacy practices described by the Fair Information 

Practices and GDPR principles, which sought to minimize the collection, sharing, and storage of data 
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to what’s necessary for the purposes of contact tracing. A person can also receive a copy of their own 

TraceFi data in their private storage on MyDataCan. Data will also be stored according to the 

university’s highest security level (Level 4). Finally, to ensure accountability and transparency, there 

will be an immutable log that records each access of TraceFi data which is audited and reported to the 

University Electronic Communications Policy Oversight Committee which makes public summaries. 

Thus, if these practices were violated in some way, the immutable log can serve as evidence of the 

violation. With regards to GAEN, Bradford, Aboy, and Lidell argue that GAEN apps fall “within the 

governance system of the GDPR and … can be operated in a way that is compatible with the GDPR 

rules” [46], and many EU nations have built and deployed their own GAEN apps. However, in February 

2021, researchers at AppCensus found implementation flaws with how the GAEN API stores its logs on 

an Android device that may have exposed COVID-19 status, social graph data, and location trails 

collected by a GAEN app to other third-party apps on the phone [49]. After not addressing the bug 

report for more than two months, a lawsuit was filed against Google over this issue by two affected 

users in April 2021 [50].  

Conclusion 

The university did not end up choosing to implement TraceFi on campus beyond the pilot 

study. There was a strong set of other pandemic response measures that were implemented to 

support the re-opening of campus in Fall 2020. For example, individuals on-campus had to attest daily 

to whether they have potential COVID-19 symptoms on the Crimson Clear web app. There was a 

vigorous self-administered testing regime that required individuals on-campus to get tested for 

COVID-19 every three days. Social distancing and mask wearing requirements were in place 

throughout campus. Only a limited number of students and staff were invited back on campus for the 

fall, and most classes were virtual.  
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We demonstrated with the TraceFi pilot that Wi-Fi can be a promising collocation detection 

technology for COVID-19 contact tracing. We also described how we engaged with stakeholders 

around the university to incorporate their input in how we proposed including TraceFi into the 

contact tracing data flow while protecting privacy. TraceFi presents a unique opportunity for a close-

knit community such as a university campus, an office park, a cruise ship, a summer camp, and more 

to build an easily adoptable solution to support contact tracing within their community.  
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Chapter 5  

Conclusion 

 

This chapter shows how the Three Forces Model can be applied to each of the case studies.  

Chapter 2 – How Facebook’s Advertising Algorithms Can Discriminate By 

Race and Ethnicity 

Current State 

 

Figure 5.1. The Three Forces Model (Current State) for Chapter 2’s Research Project and Project 

Focus. The technology is Facebook’s advertising algorithms and the public interest is anti-

discrimination. The law is likely exerting a weaker force on Facebook’s advertising algorithms 
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than norms and the market. The research project focused on how Facebook’s advertising 

algorithms impacted anti-discrimination.  

The technology is Facebook’s different advertising targeting options: its prepackaged 

“Detailed Targeting” options, its Lookalike Audiences, and its Special Ad Audiences tools. The public 

interest is anti-discrimination by race and ethnicity.  

Law 

In the last few years, Facebook has been sued by the National Fair Housing Alliance [1], the 

ACLU [2], the Communications Workers of America [3], the U.S. Department of Housing and Urban 

Development [4], and others [5] over issues of discrimination on its advertising platform violating civil 

rights laws such as the Fair Housing Act and the Civil Rights Act of 1964. On July 24, 2018, Facebook 

signed a legally binding agreement with the state of Washington to pay $90,000 in costs and fees to 

Washington State’s Attorney General’s Office and agree to remove targeting options that may allow 

advertisers to exclude on the basis of race, religion, sexual orientation, veteran status, and other 

protected classes for housing, employment, credit, and insurance ads [5]. On March 19, 2019, 

Facebook settled with the ACLU, the Communications Workers of America, the National Fair Housing 

Alliance, and others on their multiple lawsuits against Facebook over advertising discrimination by 

agreeing to create a separate portal for ads regarding housing, employment, and credit [6, 7, 8]. On 

this portal, Facebook will offer “a much more limited set of targeting options so that advertisers 

cannot target ads based on Facebook users’ age, gender, race, or categories that are associated with 

membership in protected groups, or based on zip code or a geographic area that is less than a 15-mile 

radius, and cannot consider users’ age, gender, or zip code when creating ‘Lookalike’ audiences for 

advertisers” [8].  
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Facebook has repeatedly argued in court that it is not liable for discrimination on its platform 

due to the actions of its advertisers, because it is protected by Section 230 of the Communications 

Decency Act [9, 10]. According to Facebook, since it is a platform rather than a publisher, then Section 

230 means that it should not be liable for the content that it hosts [10]. In 2018, the U.S. Department of 

Justice has filed Statements of Interest in two different discrimination-related lawsuits against 

Facebook arguing that it does not believe Section 230 liability protections apply to Facebook’s 

advertising platform [11, 12]. However, Facebook settled both lawsuits before a judge ruled on this 

issue.  

Thus, the law likely exerts the weakest force despite Facebook having faced multiple lawsuits 

over discrimination and its advertising platform over the last 5 years, because Facebook hasn’t faced 

significant financial or criminal risks from the law over this issue and there’s an open question about 

whether Section 230 means Facebook is ultimately immune from liability for the discrimination of 

advertisers on its platform. 

Norms 

Researchers have found that racial and ethnic groups tend to behave differently from each 

other online. They visit different websites [13, 14, 15, 16], follow different social media [17, 18], and 

even browse the web using different devices [19, 20]. In addition, researchers have found that 

Americans tend to have very racially homogenous friend networks [21]. For White Americans, on 

average 91% of their social network are also White [21]. While for Black Americans, on average 83% of 

their social network are also Black [21]. Similarly, 75% of White Americans and 65% of Black 

Americans report having a core social network defined as “people with whom they discuss important 

matters” being entirely of their own race [21]. Research on algorithmic bias has found that algorithms 

often learn to replicate existing biases in society through the training data that’s used and the 
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reinforcement from user input [22, 23, 24, 25, 26, 27]. In the case of Facebook’s ad platform, it’s using 

data from the biggest online social network in the world. 

However, just because minority groups may behave differently online, many minority users 

may not expect to see discriminatory ad targeting online especially for housing, employment, or 

credit where anti-discrimination laws exist, and even legal areas for discriminatory targeting like 

political advertising can be controversial. For example, researchers studying the 3,519 ads that 

Facebook shared with Congress as part of the investigations into Russian interference with the 2016 

elections found that many of the ads focused on black identity issues, such as police shootings, 

BlackLivesMatter, and discrimination [28]. 17 ads even used Facebook’s “African-American (US)” 

multicultural affinity group [29]. Another study found that across all the Russian-linked ads disclosed 

by Facebook, 52% had more than double the proportion of African-Americans in their target audience 

compared to Facebook’s US baseline [30]. In 2020, a significant amount of misinformation targeted 

Hispanics, particularly Hispanic voters in Florida [31, 32, 33, 34]. Due to the widespread 

misinformation, often targeting minority users, on Facebook, on June 17, 2020, civil rights groups 

such as the NAACP, the Anti-Defamation League, Color of Change, and others launched the “Stop Hate 

for Profit” campaign to pressure major corporate advertisers to stop advertising on Facebook for the 

month of July 2020 [35].  

Market 

More than 1,000 major advertisers joined the July 2020 Stop Hate for Profit boycott including 

Microsoft, Starbucks, Unilever, Target, and more [36]. The organizers of the boycott outlined 10 

recommendations for Facebook to adopt such as hiring a C-suite executive to review the company’s 

products for discrimination, hate, and bias, participating in a regular third-party audit on identity-

based misinformation and hate, stopping the amplification of content with ties to hate, 
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misinformation, or conspiracies, ending the exemption of politicians from fact-checking, and other 

changes [35]. 

Facebook responded to the boycott on July 8, 2020 by releasing its civil rights audit [37] and 

on August 11, 2020 by announcing the removal of its controversial multicultural affinity groups – 

including “African American (US)”, “Asian American (US)”, and “Hispanic (US – All)” – as ad targeting 

options [38]. This event in the middle of 2020 presents an interesting opportunity for my study to 

examine racial and ethnic discrimination on Facebook’s ad platform in January 2020 and January 

2021, before and after the boycott.  

Ultimately, Facebook does not appear to have suffered significant financial damage as a result 

of the boycott, though the boycott also coincided with the COVID-19 pandemic, which benefited 

Facebook as many small and medium businesses increased their online marketing and sales [39]. In 

addition, as a for-profit company, Facebook wants to maximize profits by serving the needs of 

advertisers as best as possible, which may reinforce discriminatory ad targeting.  

Research project 

The research project focused on the dyadic relationship between Facebook’s advertising 

algorithms and anti-discrimination. The project found that while Facebook’s retirement of 

multicultural affinity groups in August 2020 has removed one way to target minorities on the platform, 

its other targeting options, as well as Lookalike and Special Ad Audience tools, can still discriminate 

by race and ethnicity. While some discriminatory ad targeting may be legal or even desirable, this 

project demonstrates how there’s a lack of transparency on the discriminatory potential of 

Facebook’s ad platform which may help cover up the behavior of discriminatory advertisers and 

undermine the intent of non-discriminatory ones. 
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• In 2021, Facebook’s “African-American Culture” ad targeting option contained 75% fewer 

White users than the old “African American (US)” option they removed in the previous year. 

• Facebook’s tools to help advertisers find similar users to their existing customers exhibited 

bias towards including more African-Americans or Whites depending on which racial group 

was dominant in an advertiser’s customer list, and this was true for the Lookalike Audience 

tool, as well as the Special Ad Audience tool that Facebook designed to explicitly not use 

sensitive demographic attributes when finding similar users. 

• Lookalike or Special Ad audiences based on customer lists with either stereotypically African-

American or White names or ZIP codes would be even more biased towards including more 

users of that demographic group. 

• Similarly, Lookalike audiences based on Asian customer lists can also become biased towards 

Asians, reaching up to 100% Asian in one case, and Lookalike audiences based on Hispanics 

over-represented Hispanics versus Non-Hispanics. 

Goal state 
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Figure 5.2. The Three Forces Model (Goal State) for Chapter 2’s Research Project. The public 

interest of anti-discrimination can be an input to how the law, norms, and market affect 

Facebook’s advertising algorithms. 

Law 

Chapter 2 demonstrates the need for greater transparency by Facebook on how advertisers 

are using its targeting tools that have the potential to discriminate by race and ethnicity including for 

sectors covered by existing anti-discrimination law such as housing, employment, and credit. 

Regulators can require Facebook’s Ad Library for political, housing, employment and credit-related 

ads to be updated to show the relevant metadata for establishing a “robust causal link” for racial or 

ethnic discrimination lawsuits [40]. This is especially important since HUD’s “Implementation of the 

Fair Housing Act’s Disparate Impact Standard” published on September 24, 2020 now requires a 

plaintiff to present evidence of a “robust causal link” in order to bring a disparate impact 

discrimination lawsuit in the first place [41].  

In addition, Chapter 2 shows the risks of implementing a “fairness through unawareness” 

standard, which was initially proposed by HUD on August 19, 2019 [42], that would likely protect 

companies like Facebook from being successfully sued for discrimination by an algorithm such as its 

Special Ad Audience tool that does not rely on “factors that are substitutes or close proxies for 

protected classes under the Fair Housing Act” [42].  

While the U.S. Department of Justice has filed Statements of Interest in two different 

discrimination-related lawsuits against Facebook arguing that it does not believe Section 230 liability 

protections apply to Facebook’s advertising platform [11, 12], Congress can reform Section 230 to 

make that position explicit.  
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Finally, federal regulators such as the Federal Trade Commission (FTC) can audit Facebook’s 

ad platform for discrimination and use their enforcement powers to address violations of Section 5 of 

the FTC Act, the Fair Credit Reporting Act, and the Equal Credit Opportunity Act [43]. 

Norms 

Facebook released its civil rights audit on July 8, 2020, right after the start of a major boycott 

of its ad platform by corporate advertisers organized by civil rights groups. One of the demands of the 

boycott organizers is for Facebook to conduct regular civil rights audits of its platform [35]. Thus, 

having established a new precedent in 2020, Facebook can use Chapter 2 as an example of how future 

audits can test its ad platform for racial and ethnic discrimination and go even further in examining 

why these biases exist and how to address them. In fact, Facebook and many other large US tech 

companies already participate in the similar norm of releasing annual workforce diversity reports in 

order to document progress on gender, racial, and other demographic diversity in their labor force.  

Chapter 2 studied Facebook’s ad platform over two time periods: January 2020 and January 

2021. Future civil rights audits by Facebook can continuously examine its different targeting tools for 

racial and ethnic bias as Facebook itself makes changes to their algorithms. Since Facebook can 

provide its own auditors with privileged access to its data and systems, these audits can go even 

further than Chapter 2 in order to study the causes of the bias due to the training data, user feedback, 

complex interactions between multiple algorithmic systems, and more. As Facebook’s Chief Operating 

Officer Sheryl Sandberg noted in July 2020, “it is the beginning of the journey, not the end” [44].  

Since 2014, many large US tech companies, including Facebook, have participated in the 

related norm of releasing annual workforce diversity reports [45]. Facebook published its first 

diversity report on June 25, 2014, which showed that its technical workforce had significant gender 

bias with 85% male vs. 15% female and also significant racial bias with 53% White, 41% Asian, and 
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only 1% Black [46]. By 2019, Facebook has seen an increase of female tech workers to 23% but a 

smaller increase of its Black workers to 3.8% [45]. Other major US tech companies who participate in 

this trend include Apple, Google, Microsoft, Amazon, Twitter, and more [45]. 

Market 

Digital ad platforms like Facebook and its competitors can build discrimination detection into 

their tools in a transparent way to leverage market forces to compete on the basis of reducing 

discrimination.  

For example, right now Facebook’s ad planning tool only provides an estimated reach number 

given a combination of different ad targeting options, Custom audiences, Lookalike audiences, or 

Special Ad audiences. In the future, Facebook can enrich its estimated reach report by displaying the 

demographic distribution of who will see an ad on the basis of race, ethnicity, gender, age, geography, 

and other categories. If a particular Custom, Lookalike, or Special Ad audience is racially or ethnically 

biased, Facebook can flag those audiences when they are first created in order to notify the advertiser 

and potentially limit their usage. Other competitors to Facebook, such as Google or Amazon, may also 

implement similar features to their own ad planning tools.  

Since tech companies don’t usually directly ask their users for their race, they could use 

algorithmic or human evaluators to generate that information for their anti-discrimination tools. For 

example, they could use the names or pictures of a user. This was the approach taken by Airbnb’s 

Project Lighthouse, launched in 2020 to study the racial experience gap for guests and hosts on Airbnb 

[47]. Project Lighthouse used a third party contractor to assess the perceived race of an individual 

based on their name and profile picture [47]. 

In 2020, the International Counsel for Ad Self Regulation (ICAS) found that the following 

nations have advertising self-regulation standards that address non-discrimination: Australia, 
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Belgium, Brazil, Canada, Chile, France, Ireland, India, Netherlands, New Zealand, Peru, Phillipines, 

Portugal, Romania, Spain, United Kingdom, and South Africa. While self-regulation is likely not a 

panacea, the US advertising industry should still join that list [48]. 

Chapter 3 – How Were Social Security Numbers Assigned?  

Current state 

 

Figure 5.3. The Three Forces Model (Current State) for Chapter 3’s Research Project and Project 

Focus. The technology is Social Security Number assignment and the public interest is the risk of 

identity theft. The law, norms, and market are all powerful forces in this case. The research 

project focused on how Social Security Number assignment impacted the risk of identity theft. 

The technology is Social Security Number (SSN) assignment. The public interest is the risk of 

identity theft. 

Law 
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The first Social Security Numbers (SSNs) were issued on December 1, 1936 [49]. One unique 

number in order to keep track of the wages earned and the Social Security benefit to be received by an 

individual at retirement. From the beginning, there were concerns about how it can empower the 

federal government to limit the privacy and freedom of Americans [50]. For example, the Republican 

National Committee (RNC) chairman John D. M. Hamilton in 1936 charged that eventually Americans 

would need to wear “dog tags” showing their SSN [50]. Newspapers made the comparison between 

dog tags of SSNs and being drafted even though there was no war [50]. In the 1930s, the Social 

Security Board tried to emphasize in their communications that the SSN is simply a means of tracking 

one’s “account” and not the “person” in order to minimize the “charge of regimentation” [50]. 

Social Security Numbers have 3 parts that follow an XXX-YY-ZZZZ structure. The first 3 digits 

(XXX) are the Area Numbers (ANs) assigned to each state. The middle 2 digits (YY) are the Group 

Numbers (GNs) which are assigned sequentially based on a custom protocol. The last 4 digits (ZZZZ) 

are the Serial Numbers (SNs) that are assigned sequentially from 0001 to 9999 [51]. What is not 

publicly confirmed by the Social Security Administration (SSA) is the relationship between the Area 

Number, the Group Number, and the Serial Number in terms of how they get assigned over time. 

In the beginning, Social Security Number applications were processed at post offices, then 

starting in July 1937 at regional Social Security offices, and finally, in 1961, all new SSN assignment 

was centralized to a Social Security office in Baltimore and done via computers starting in 1972 [52]. In 

1989, the SSA started the Enumeration At Birth (EAB) program, which was an anti-fraud program that 

integrated the application for SSNs into the birth certification process. By 1995, 50% of all new SSNs 

being assigned were given to newborns [53, 54]. Starting on June 25, 2011, the SSA started 

randomizing all 9 digits for new SSN assignments [55]. According to the SSA, randomization will 

“protect the integrity of the SSN” and “extend the longevity of the nine-digit SSN nationwide”, since 
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Area Numbers are no longer designated for different states [56]. SSA acknowledged that 

randomization “will help protect an individual's SSN by making it more difficult to reconstruct an SSN 

using public information” [56], which is the attack first described by Acquisti and Gross in 2009 [57] 

and further tested in Chapter 3.  

Since 1936, the law has also played a role in spreading the use of SSNs beyond Social Security. 

In 1943, President Franklin Roosevelt issued Executive Order 9397, which encouraged federal agencies 

to use SSNs as account numbers for public services [58]. The Internal Revenue Service (IRS) started 

using it for taxes in 1961. That same year, SSNs became the ID number for federal employees. 

Medicare used it for enrollment in 1965. The Veterans Administration started using it in 1966. The 

Department of Defense used it as the military ID number starting in 1969. Food stamps started using it 

in 1977. Housing and Urban Development (HUD) programs started using it in 1988. One federal 

program after another started adopting the SSN in order to track the individuals they service [52, 59]. 

State governments also used the SSN on driver’s licenses and marriage licenses [59]. For the private 

sector, under the 1970 Bank Records and Foreign Transactions Act, all banks, savings and loan 

associations, credit unions and broker/dealers in securities are required to obtain the SSNs of all of 

their customers [60]. 

Finally, federal courts have ruled that the right to privacy does not extend to one’s SSN. In 

Cassano v. Carb (2006), the US Court of Appeals, Second Circuit ruled that the “the Constitution does 

not provide a right to privacy in one's SSN… we decline to expand the constitutional right to privacy 

to cover the collection of SSNs” [61]. In this case, the court ruled against an employee seeking to not 

provide their SSN to their employer due to fears of identity theft. 

Norms 
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Since SSNs are used as both identifiers and authenticators in the US today, it’s normal for 

Americans to be protective of their SSN while openly sharing relevant information to predict their SSN 

such as their date of birth and state of birth. Research on how many respondents to the Census 

Bureau’s General Social Survey provided their SSN, which was an optional field in the contact 

information section, found a decrease from 60% in 1993 to 17% in 2008 [62].  

Market 

There’s a feedback loop between the widespread usages of SSNs by different services and 

how that reinforces future usages of SSNs to link datasets together using one number that most likely 

exists in many places. For example, SSNs can be used as identifiers to link records about an individual 

from multiple financial, housing, criminal history, and other datasets together for a background 

check. It’s also a convenient authenticator to request an individual to fill out a 9-digit number on a 

credit card, rental, job, or other form, especially online, when compared to verifying other forms of 

government IDs such as driver’s licenses or passports. In the US today, potential customers do not 

have to provide their SSNs when requested, but businesses then are able to refuse to service the 

customer, unless there are specific federal or state laws that regulate the transaction [63]. 

However, the same widespread usage of SSNs, especially as authenticators, has contributed 

to the identity theft problem. In 2019, the cost of identity theft was $16.9 billion and impacted 5.1% of 

Americans [64]. Large scale data breaches have made many SSNs available to identity thieves on dark 

web marketplaces. For example, the 2017 Equifax data breach possibly revealed personal information 

including the SSNs of 145.5 million individuals [65]. In prior research, I have found that dark web 

marketplaces sell breached datasets and SSNs for as low as $1 per SSN [66]. 

Research project 
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The research project focused on the dyadic relationship between Social Security Number 

assignment and the risk of identity theft. The project found strong evidence that SSNs were assigned 

in a nested loop protocol based on sets of Area Numbers, Group Numbers, Area Numbers, and then 

Serial Numbers in all 50 states and DC between 1989 and 2011. This means that Americans born 

between 1989 – 2011 face an additional SSN-based identity theft vulnerability due to how SSA 

assigned their SSNs at birth.  

• I build upon earlier research to propose my own hypothesis about SSN assignment as 

following a nested loop protocol 

• For Americans born between 1989 and 2011, they have SSNs most vulnerable to prediction 

based on their state of birth and date of birth, due to the Social Security Administration’s 

Enumeration At Birth program 

• For SSNs in the Death Master File, I am able to accurately predict the first 5 digits 48% of the 

time and the first 6 digits 11% of the time 

• States with smaller populations were the most vulnerable: I am able to accurately predict the 

first 5 digits of the SSN in 19 states including DC more than 80% of the time, and for 5 states – 

Delaware, Idaho, North Dakota, South Dakota, and Wyoming – more than 90% of the time 

• It’s time for public policy to focus on solutions that can replace SSNs with alternatives that are 

designed to be strong authenticators from the start 

Goal state 
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Figure 5.4. The Three Forces Model (Goal State) for Chapter 3’s Research Project. The public 

interest of reducing the risk of identity theft can be an input to how the law, norms, and market 

affect the role of Social Security Numbers in society, with a change in norms likely being the 

weakest force since many Americans are already protective of giving out their SSNs. 

Law 

In recent years, the federal government has passed laws to limit the sharing of datasets with 

SSNs. For example, after 1990, datasets released by the federal government should not disclose SSNs 

[63]. In 2000, the amended Driver’s Privacy Protection Act required state departments of motor 

vehicles to obtain consent from individuals in order to release their SSNs [63]. The 1999 Gramm-

Leach-Bliley Act regulated the sharing of personally identifiable information (PII) by financial 

institutions, the 1996 Health Insurance Portability and Accountability Act (HIPAA) regulated the 

sharing of PII in health data, and the Family Educational Rights and Privacy Act (FERPA) regulated the 

sharing of PII by educational institutions [63]. However, these laws are limited in scope and don’t 

address the issue of unintended release of SSNs through data breaches nor the vulnerability 
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documented in Chapter 3 of how SSNs of individuals born between 1989 and 2011 are linked to their 

date of birth and state of birth. 

Instead, US public policy can invest in creating better technology design solutions to replace 

Social Security Numbers as de facto national identifiers and authenticators. The Discussion section of 

Chapter 3 describes a variety of alternative authentication solutions in the public sector, private 

sector, and internationally.   

Norms 

Changing the current common practice, endorsed by the IRS, of obscuring the first 5 digits of 

an SSN on a form or paycheck while revealing the last 4 digits, may have a moderate benefit on 

preventing the revealing of SSNs [67]. But ultimately changing norms is likely the weakest force since 

many Americans are already protective of giving out their SSNs, but Chapter 3 demonstrates how 

there’s underlying correlations in their SSN and their date and state of birth, which individuals can’t 

fix on their own. 

Market 

In the public sector, the IRS has implemented a number of different methods to detect 

fraudulent tax returns that have historically been filed with the SSNs of their victims. The IRS reports 

that the amount of ID theft tax fraud has decreased from $5.8 billion in 2013 [68] to $184 million in 

2019 [69]. One of the IRS’ response measures is the creation of the Identity Protection PIN (IP PIN) for 

victims of identity theft to include on their legitimate tax returns. In 2021, the IRS opened up the IP PIN 

to be available to any taxpayer [70]. In order to sign up, a taxpayer has to verify their address and a 

financial account number, such as a credit card, student loan, mortgage, or car loan [71]. Then the IRS 

would send an activation code to log into the IP PIN website either to a mobile phone number 

associated with the taxpayer or by mail [71]. 
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In the private sector, we see alternative technologies with device-based authentication, single 

sign-on solutions, knowledge-based authentication, and verification of driver’s licenses and other 

photo IDs, which are described in more detail in the Discussion section of Chapter 3.  

While these alternatives have their own trade-offs, they are potentially less vulnerable as 

strong authenticators than SSNs are today.  

Chapter 4 - Building A Collocation Detection System Using A Wi-Fi Sensor 

Array for COVID-19 Contact Tracing in A University Setting 

Current state 

 

Figure 5.5. The Three Forces Model (Current State) for Chapter 4’s Research Project and Project 

Focus. The technology is collocation detection tech for COVID-19 exposure and the public 

interest is COVID-19 contact tracing. The law is the weakest force primarily due to the lack of 

coordination by the US federal government on contact tracing in 2020. The research project 
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focused on how collocation detection tech for COVID-19 exposure impacted COVID-19 contact 

tracing.  

The technology is collocation detection tech for COVID-19 exposure. The public interest is 

COVID-19 contact tracing. 

Law 

In 2020, the US saw a fairly decentralized COVID-19 contact tracing effort primarily by state 

and local governments rather than the federal government [72]. In Massachusetts, the state partnered 

with Partners in Health to create a coalition of contact tracers working for state and local public 

health departments as well as other local partners [73]. While many states started rolling out their 

GAEN apps in 2020, Massachusetts was a relatively late adopter, only beginning tests of the MassNotify 

GAEN app in April 2021 [74]. At Harvard, University Health Services had its own contact tracing team to 

follow-up on positive cases in the university’s community, and this team was part of the 

Massachusetts Contact Tracing Collaborative and coordinated with public health authorities. While 

the law could have been a strong force in leading contact tracing efforts in the US, in 2020, it was likely 

the weakest force due to the highly decentralized approach that was taken.  

Internationally, Google and Apple’s requirement for GAEN apps to be decentralized rather 

than centralized also undermined their utility for contact tracers hoping to learn who were exposed to 

COVID-19. French junior minister for digital affairs, Cédric O, stated, “It is highly abnormal that you are 

constrained as a democratic state in your technical choice because of the internal policies of two 

private companies” [75].  

Norms 

Using digital contact tracing technology was a brand-new norm in 2020, which faced 

challenges due to ease of adoption and privacy concerns. After Google and Apple released the GAEN 
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API in May 2020 [76], states and countries then had to build and promote GAEN apps to the public. In 

the US, adoption rates were generally low, with Virginia being a leader at 21% as of December 2020 

[77]. This fell far short of the 56% adoption rate that a simulation study found as necessary for slowing 

down the spread of COVID-19 [78, 79]. Different surveys found a wide range of 17 – 70% of Americans 

reporting being willing to use contact tracing apps [80]. Mello and Wang argues that it could be 

ethically justified to have digital contact tracing be opt out rather than opt in due to the public health 

benefits while still providing “those with strong preferences to act on them while not conflating 

philosophical objections with simple inertia” [80]. Privacy concerns around who would have access to 

the data being collected by digital contact tracing apps were also significant. Google and Apple 

required GAEN apps to be decentralized in order to be in the Play Store and the App Store, meaning 

that private data about one’s COVID-19 exposure stays on one’s phone rather than in a centralized 

database accessible for contact tracing [81]. This means that a GAEN app can show an exposure 

notification alert on the devices owned by someone who was potentially exposed to COVID-19, but a 

contact tracer can’t use GAEN apps to learn who got exposed and reach out to them.   

Market 

Google and Apple were able to leverage their duopoly in the market on mobile operating 

systems and the corresponding app stores to require GAEN apps to be decentralized. GAEN apps that 

use Bluetooth are also not able to track users with GPS or other location services on the device [82]. 

Research project 

The research project focused on the dyadic relationship between collocation detection tech 

for COVID-19 exposure and COVID-19 contact tracing. The project built and tested TraceFi, a Wi-Fi 

based collocation detection system that uses a sensor array to accurately detect mobile devices 
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within 6 feet of each other, for possible use in contact tracing without the burden of requiring a user to 

install an app in order to participate. 

• TraceFi is a Wi-Fi based collocation detection system that uses a sensor array to accurately 

detect mobile devices within 6 feet of each other for possible use in contact tracing without 

the burden of requiring a user to install an app in order to participate 

• We tested multiple machine learning models in a TraceFi pilot across 12 different spaces in 3 

different buildings under regular use conditions and found XGBoost models had a peak 

sensitivity of 91% and a peak specificity of 86%, with a high median sensitivity of 77% and a 

high median specificity of 81%  

• TraceFi can be used for accurate real-world collocation detection for contact tracing to 

determine whether 2 devices were within 6 feet for 15 minutes or more and is the first Wi-Fi 

technology to do so 

• We engaged with stakeholders around the university to incorporate their concerns around the 

ease of adoption, accuracy, cost, and privacy into how we propose including TraceFi data into 

the contact tracing data flow 

• We designed a system for using TraceFi data for contact tracing according to Fair Information 

Practices that seek to preserve the privacy of the location and collocation data of individuals 

until they tested positive for COVID-19 or were potentially exposed to someone who tested 

positive 

Goal state 
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Figure 5.6. The Three Forces Model (Goal State) for Chapter 4’s Research Project. The public 

interest was an input from the outset to how we considered the law, norms, and market forces 

in the design of the data flow system for TraceFi’s collocation predictions to support the work of 

contact tracers at Harvard University Health Services while protecting the privacy of individual 

device owners. 

Law 

Legal scholars have pointed out how digital contact tracing apps such as the GAEN apps “fall 

completely outside HIPAA’s parameters” [83]. In May 2020, the COVID-19 Consumer Data Protection 

Act was introduced though not yet passed in the Senate to address how digital contact tracing 

technologies should collect and share data [84]. Ideally, the law should be updated to clarify how 

HIPAA protections should apply to digital contact tracing technologies. In the case of TraceFi, we 

propose a privacy wall between the TraceFi System maintained by the Data Privacy Lab and Harvard 

University Health Services (HUHS) and Harvard University Information Technology (HUIT). The TraceFi 

side of the privacy wall has location information with no identity. The HUHS and HUIT side has 
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identity but does not have open access to location information. The only disclosures of location 

information outside of the TraceFi System at the Data Privacy Lab are to human contact tracers at 

HUHS, through the Dashboard and, potentially, by automated means to collocated persons who have 

not opted out of TraceFi.  

At Harvard, we were able to work with contact tracers at University Health Services that were 

also part of the Massachusetts Contact Tracing Collaborative. For organizations that may want to 

adopt TraceFi but don’t have in-house contact tracers, they may still be able to collaborate with their 

local public health departments and implement a privacy wall along with strict access controls and 

immutable logs to ensure that only the necessary data for contact tracing is being shared with logs 

that would record evidence of any violations.  

Norms 

We designed the data flow system to follow best practices described in the Fair Information 

Practices and GDPR principles. We sought to minimize the collection, sharing, and storage of data to 

what’s necessary for the purposes of contact tracing. A person can also receive a copy of their own 

TraceFi data in their private storage on MyDataCan. Data will also be stored according to the 

university’s highest security level (Level 4). Finally, to ensure accountability and transparency, there 

will be an immutable log that records each access of TraceFi data which is audited and reported to the 

University Electronic Communications Policy Oversight Committee which makes public summaries. 

Thus, if these practices were violated in some way, the immutable log can serve as evidence of the 

violation. 

We also proposed making TraceFi opt out in order to ensure ease of adoption. A big advantage 

of TraceFi over GAEN apps is its ease of adoption, which is highly important for reaching a high 

enough population adoption rate to reduce the spread of COVID-19. Studies of electronic health 
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record sharing have found that people tend to stick with the default choice, with only 2 to 5% opting 

out of health information exchange [80]. Making TraceFi opt out would still allow users to exercise 

their privacy preferences while ensuring the inertia to not act doesn’t undermine effective contact 

tracing.  

Finally, we sought to approach the ideal privacy model for contact tracing of preserving the 

privacy of the location and collocation data of individuals until they tested positive for COVID-19 or 

were potentially exposed to someone who tested positive. This meant creating the privacy wall where 

the TraceFi side has location information with no identity and the HUHS and HUIT side has identity 

but does not have open access to location information. 

Market 

Since TraceFi is a new digital contact tracing technology that we developed, we were able to 

engage with stakeholders throughout the process to ensure that TraceFi would meet the “market” 

needs of the university. 

We sought out stakeholder input throughout the pilot study with 13 digital town halls and 

regular discussions with partners throughout the university as explained in the Methods section of 

Chapter 4. We also compared TraceFi to GAEN apps based on stakeholder concerns of ease of 

adoption, accuracy, cost, and privacy, which is detailed in the Discussion section of Chapter 4. 
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Appendix 
Chapter 2  

How Facebook’s Advertising Algorithms Can Discriminate By Race and 
Ethnicity 

 

Appendix A – The Share of Multicultural Affinity Groups (2020) vs. Cultural Interest Groups 
(2021) in Lookalike Audiences 

In 2020, I found that Lookalike audiences had similar shares of users with the “African-American (US)” 
attribute at 40 – 48% regardless of whether a list of only African-American, Asian, or White voters was 
used to create the Lookalike audience (Figure 2.32). In 2021, Lookalike audiences based on Asian or 
White voters had far lower shares of users interested in “African-American Culture” at 13-14% than the 
34% share of the Lookalike audience based on African-American voters (Figure 2.32). 
Figure 2.1. Figure 2.2. Figure 2.3. Figure 2.4. Figure 2.5. Figure 2.6. Figure 2.7. Figure 2.8. Figure 2.9. Figure 2.10. Figure 2.11. Figure 2.12. Figure 2.13. Figure 2.14. Figure 2.15. Figure 2.16. Figure 2.17. Figure 2.18. Figure 2.19. Figure 2.20. Figure 2.21. Figure 2.22. Figure 2.23. Figure 2.24. Figure 2.25. Figure 2.26. Figure 2.27. Figure 2.28. Figure 2.29. Figure 2.30. Figure 2.31. 

 

 

Figure 2.32. Share of Facebook Audiences with African-American Related Targeting Attributes in 
2020 and 2021. 
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I found that the opposite pattern for Facebook’s Asian-American related targeting attributes. In 2020, 
2.1% of the Lookalike audience based on Asian voters can be reached by targeting “Asian American 
(US)” while only 0.2% of the Lookalike audiences based on African-American or White voters (Figure 
2.33). In 2021, approximately 2-3% of the Lookalike audiences based on African-American, Asian, or 
White voters can be targeted by Facebook’s “Asian American Culture” option (Figure 2.33). 

 

Figure 2.33. Share of Facebook Audiences with Asian-American Related Targeting Attributes in 
2020 and 2021. 

In both 2020 and 2021, Lookalike audiences based on Hispanic voters were significantly more likely to 
be reached by Facebook’s Hispanic-American targeting attributes than Lookalike audiences based on 
Non-Hispanic voters. In 2020, 13% of the Lookalike audience based on Hispanic voters can be targeted 
with the “Hispanic (US – All)” option, compared to 2% of the Lookalike audience based on Non-
Hispanic voters (Figure 2.34). In 2021, those rates are 7% and 2% for the “Hispanic American Culture” 
targeting option (Figure 2.34). 
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Figure 2.34. Share of Facebook Audiences with Hispanic-American Related Targeting Attributes 
in 2020 and 2021. 

Appendix B – Lookalike Audiences Overlap Analysis 

I used Facebook’s audience overlap tool to study how many users are shared between two Lookalike 
audiences based on different racially-biased or ethnically-biased lists of voters. For example, Figure 
2.35 shows that the Lookalike audience based on White voters and the Lookalike audience based on 
African-American voters shared 19% of the same Facebook users in 2021. Facebook didn’t allow the 
audience overlap tool to be used for Special Ad audiences.  
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Figure 2.35. Example of Audience Overlap Between a Lookalike Audience Based on White Voters 
Vs. a Lookalike Audience Based on African-American Voters in 2021.  

Lookalike audiences based on voters of different races generally had nearly 1/3 or less of their users 
be in both groups and the overlap rates decreased from 2020 to 2021. In 2020, 25-26% of the Lookalike 
audiences based on African-American versus White voters or African-American versus Asian voters 
overlapped (Figure 2.36). In 2021, that rate decreased to 18-19% (Figure 2.36). Lookalike audiences 
based on White versus Asian voters had higher overlap rates of 36% in 2020 and 29% in 2021 (Figure 
2.36). Finally, the Lookalike audience based on Hispanic voters shared 46% of its users with the 
Lookalike audience based on Non-Hispanic voters in 2020 and 36% in 2021 (Figure 2.36). 
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Figure 2.36. Share of Overlap in Lookalike Audiences Based on Lists of NC Voters with Different 
Traits. 

Appendix C – Facebook Ad Library Example Screenshots and Restrictions and Notices for 
Special Ads Related to Housing, Employment, or Credit 

 

Figure 2.37. Example Political Ad on Facebook’s Ad Library. 
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Figure 2.38. Example Housing Ad on Facebook’s Ad Library. 
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Figure 2.39. Example Anti-Discrimination Restrictions and Notices on Facebook’s Ad Planning 
Tool for Housing, Employment, or Credit-Related Ads. 

Chapter 3  

How Were Social Security Numbers Assigned?  
Figure 3.1. Figure 3.2. Figure 3.3. Figure 3.4. Figure 3.5. Figure 3.6. Figure 3.7. Figure 3.8. Figure 3.9. Figure 3.10. Figure 3.11. Figure 3.12. Figure 3.13. 

Appendix A 
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Figure 3.14. Foreign born percentage of the population in each state that entered the US from 
1990 to 2000 from the 2000 Decennial Census versus the percentage of SSNs identified as Cook’s 
distance outliers in each state from 1995 – 2011. 

Appendix B 
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Figure 3.15. Median Error of SSN Prediction By State (1995 – 2011).  
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Figure 3.16. Predictive Accuracy of First 5 Digits of SSN By State (1995 – 2011).  
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Figure 3.17. Predictive Accuracy of First 6 Digits of SSN By State (1995 – 2011).  

Chapter 4  

Building A Collocation Detection System Using A Wi-Fi Sensor Array for 
COVID-19 Contact Tracing in A University Setting 
Figure 4.1. Figure 4.2. Figure 4.3. Figure 4.4. Figure 4.5. Figure 4.6. Figure 4.7. Figure 4.8. Figure 4.9. Figure 4.10. Figure 4.11.  

 

Appendix A   
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Figure 4.12. Collocation XGBoost Sensitivity and Specificity By Mean Number of Sensor 
Observations Per Device in Device Pair. 

Appendix B  

Online learning after deployment can help refine the existing location prediction and collocation 
detection models through multiple methods shown in Figure 4.13. The location predictions per device 
can be used as potential new fingerprints to update the location prediction models, since different 
subsets of sensors may be observing the same device at a given location for each timestamp. The 
number of possible fingerprints collected in the initial offline phase will always be limited due to how 
time-consuming it is compared to the significant increase in data after deployment. Similarly, the 
device pair collocation data can be used to update the collocation detection models. This process also 
allows the models to adapt over time as old sensors are removed and new sensors are added as long 
as it’s a gradual process. Finally, the data user may learn more information about the accuracy of a 
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given location prediction or collocation status due to accessing external data sources, talking to the 
device owner, or other methods and be able to provide that feedback as part of an online learning 
system for both models.  

 

Figure 4.13. Diagram of the possibilities for online reinforcement learning in TraceFi. 
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