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A search for long-lived particles with large ionization energy
loss in the ATLAS silicon pixel detector using 139 fb−1 of√

s = 13TeV pp collisions

Abstract

The results from a search for long-lived, heavy charged particles with the ATLAS Run-2 dataset

are presented. As charged particles move through a material, the amount of energy they lose via

ionization depends only on their mass for a given momentum. This property can be used to search

for new Beyond the Standard Model particles in
√
s = 13 TeV proton-proton collisions at the Large

Hadron Collider. This search is conducted using data collected by the ATLAS detector, with an

integrated luminosity of 139 fb−1. Events are required to have large missing transverse energy and an

isolated, high-quality track with large transverse momentum and large ionization energy loss. The

analysis tests the data for evidence of supersymmetric particles including gluinos, charginos, and

sleptons. The observed yields in the signal regions are consistent with Standard Model expectation

for low reconstructed track mass. At high mass, there is an excess of observed events over data, with

the largest deviation in a mass region spanning 1150 to 2500 GeV, where 6 events are observed and

0.61± 0.31 events are predicted.
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1
Introduction

The field of particle physics has been marked by countless theoretical and experimental achieve-

ments. Its progress has included not only a deeper theoretical understanding over the years but also

the development of technologies that help us probe the smallest length scales and the highest ener-

gies. There could not exist one without the other. The simple cathode ray tube showed the world

that atoms were peppered with tiny electrons in J.J. Thomson’s famous experiment [1], paving the
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way for a theoretical understanding of the atom. Many years later, Murray Gell-Mann and Yuval

Ne’eman’s Eightfold Way [2, 3] predicted the omega baryon, which was then discovered in 1964 at

Brookhaven National Laboratory [4].

Arguably the most fundamental, experimentally verified theory of this world is the Standard

Model (SM) of physics. Its predictive power guided many experimental physicists, who in turn

saw unexpected signatures in their data that motivated theorists to pen more equations. The final

particle predicted by the SM was theorized by Higgs [5, 6], Englert and Brout [7], and Guralnik,

Hagen, and Kibble [8] in 1964. It was discovered by experimentalists almost 50 years later with the

A Toroidal LHC Apparatus (ATLAS) and Compact Muon Solenoid (CMS) detectors at the Large

Hadron Collider (LHC) [9, 10].

After the experimental discovery of the last SM particle, a sea of theories predicting physics be-

yond the SM have been proposed to solve the shortcomings of the SM. This thesis work explores

some of those theories to look for signs of new physics. In particular, the work is guided by but not

restricted to theoretical predictions, in hopes that there is something unpredicted in the data. The

thesis describes a search for new physics using a technique which is sensitive to Beyond the Standard

Model (BSM) theories but dependent only on the generic properties of charged particle interactions.

Chapter 2 describes the SM as well as BSM theories that this thesis work could potentially verify.

The theory of energy loss by a charged particle in material, which forms the fundamental basis of

this search, is described in Chapter 3.

Chapter 4 describes the machines built to collect the dataset used in this thesis work: the LHC

and the ATLAS detector. Chapter 5 describes how ATLAS triggers on interesting collisions and
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reconstructs the collected data into useful physics objects. Chapter 6 explains how the energy loss

measurement is conducted, corrected, and calibrated. Chapters 7–9 present the details of the search

strategy, estimation of Standard Model background, and systematic uncertainties.

Finally, Chapter 10 presents the results of the search in data. Chapter 11 concludes this work.

Much of this thesis is adapted from the ATLAS internal note on this topic,

ANA-SUSY-2018-42-INT1, of which the thesis author is a contributor [11]. Figures and

tables adapted from the internal note will be marked with a dagger symbol (†) in the caption.
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2
The Standard Model and Beyond

Physicists have been both blessed and cursed with the theory of the SM. The theory has led us to

discoveries and given us a description of the universe, but its shortcomings are numerous and can be

likened to breadcrumbs leading physicists out of the dark woods.

To provide context for this analogy, the SM is described qualitatively in the following chapter

with a particle-based perspective. Several questions that the SM does not answer will be pointed out
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and discussed. A few potential solutions, provided by BSM theories, will be described in Section 2.2

with a focus on supersymmetric theories.

2.1 The Standard Model

The Standard Model can be viewed as a portrait of the fundamental particles of the universe and

their interactions (see Figure 2.1).

Figure 2.1: The StandardModel particles. There are three generations of leptons and quarks whichmake up the

fermions. The force carriers, or bosons, include the spin-1 gauge bosons as well as the scalar Higgs boson.

The set of particles described by the Standard Model include three generations of matter, or

fermions. There are six quarks and six leptons, as well as their antiparticles, each with quantum spin

1/2. Three of the quarks have+2/3 electric charge and three have−1/3. The leptons with electric
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charge−1 include the familiar electron which makes up ordinary matter and its heavier unstable

cousins the muon and the tau. There are also three neutrinos, which are neutral massless particles. *

These particles interact by exchanging bosons, or particles of integer spin which serve as the force

carriers. The spin 1 bosons include the photon, the W and Z bosons, and the gluon. The photon is

the carrier of the electromagnetic force, and the W and Z are carriers of the weak force. The gluon

is the carrier of the strong force. Particles must be charged under the force to interact with the asso-

ciated bosons; the quarks are charged under color and interact via the strong force, but the leptons

do not carry color charge. All fermions carry weak and electromagnetic charge, with the exception of

the neutrinos which are neutral.

The Higgs boson is the only scalar fundamental particle. Through the mechanism of Electroweak

Symmetry Breaking (EWSB), the inclusion of the Higgs field in the SM gives the other particles

mass.

The SM can be encapsulated in a Lagrangian with 19 parameters which are experimentally de-

termined. The parameters include the fermion masses and Higgs mass, as well as the Higgs vaccum

expectation value, the quark mixing angles, a CP violating phase, the Quantum Chromodynam-

ics (QCD) theta term, and the coupling constants [14, 15].

*Neutrinos are massless in the Standard Model, but experiments in the past few decades have shown that
they have non-zero mass. [12, 13]

6



2.2 Beyond the Standard Model

While measurements continue to test different aspects of the SM with greater and greater preci-

sion [16], several discoveries of the past century revealed paradigm-shifting physics not described

by the theory. In the 1930s, Oort and Zwicky saw hints that galaxies contained more mass than was

visible or luminous by measuring stellar velocities in the Milky Way and the velocity dispersion of

galaxies in the Coma Cluster [17–19]. Rubin measured galactic rotation curves in the 1970s and

found that the velocity of stars orbiting the galactic center did not decrease with increasing radius

from the center, which implied that the galactic mass was not concentrated in the visible region [20].

In 1979, Walsh and collaborators provided supporting evidence that there was some form of non-

visible mass by measuring gravitational lensing effects [21]. Further details, as well as other evidence

for the existence of some sort of non-visible matter, called dark matter, are summarized in [22]. The

SM provides no particle which could explain the observed dark matter.

Another weakness of the SM is the “hierarchy problem”. The hierarchy problem arises from the

fact that the Higgs mass corrections include extremely large terms from any particles that the Higgs

interacts with (either at tree-level or through loops). Each particle adds a one-loop correction term

∆m2
h proportional toΛ2, whereΛ is a cutoff scale at which the theory is no longer valid. This is

generally taken to beMP , or the Planck mass, which can be considered the next scale at which new

physics modifies the SM. These quantum corrections are about 30 orders of magnitude larger than

the Higgs mass of 125 GeV, necessitating fine-tuning [23].

There are countless theories which offer solutions to the various weaknesses of the SM, but this
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thesis will focus on Supersymmetry (SUSY). SUSY can be motivated by considering the correc-

tions to the Higgs mass,∆m2
h, which include contributions from the interaction of the Higgs with

fermions and bosons. A key observation is that terms from fermions and bosons contribute with

opposite sign in the loop. Therefore if there were corresponding partner particles for every SM par-

ticle, except with differing spin, the problematically large corrections to the Higgs mass would be

canceled.

The general principle of SUSY introduces superpartner particles to the SM particles, which solves

the hierarchy problem for exactly this reason. In the Minimal Supersymmetric Extension of the

Standard Model (MSSM), each SM particle is embedded into a mathematical object called a super-

multiplet along with its superpartners.

If we require a renormalizable theory there are two relevant supermultiplet objects: chiral and

gauge supermultiplets [23]. The chiral supermultiplets each consist of a two-component Weyl

fermion with spin 1/2 (one for each helicity state) and a complex scalar field. The gauge supermulti-

plets each consist of a two-component Weyl fermion with spin 1/2 and a spin 1 vector field, where

the two fermionic components have the same gauge transformations. The SM fermions can be em-

bedded into the chiral supermultiplets, resulting in scalar superpartners, and the SM bosons can be

embedded into gauge supermultiplets, resulting in spin 1/2 superpartners. The SM Higgs fields are

embedded in chiral supermultiplets, of which two are required to avoid gauge anomalies [23]. An

important consequence of this is the prediction of multiple Higgs bosons in SUSY theories.

In summary, each fermion has a bosonic superpartner with spin 0, and each spin 1 boson has

a fermionic superpartner with spin 1/2. The scalar bosonic superpartners are called squarks and
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sleptons, while the fermionic superpartners include winos (superpartner of the bosonsW+,W−,

W 0), bino (superpartner of theB), and the gluino (superpartner of the gluon). The superpartners

of the Higgses are the higgsinos, and the superpartner of the graviton (mediator of the gravitational

force) is the gravitino. After EWSB, the higgsinos and gaugino (wino and bino) fields mix to form

four neutral states and two charged states, called neutralinos and charginos [23]. The sparticles are

summarized in Figure 2.2.

Figure 2.2: TheMinimal Supersymmetric Extension of the StandardModel particles. There are scalar superpartners

for the SM fermions, and fermionic superpartners for the SM bosons. After EWSB, the higgsinos and gauginosmix to

form the neutralinos and charginos.

Naively this natural extension of the SM built out of these supermultiplets would set the super-

partner masses at the original SM masses. However, no supersymmetric particles have been found

to-date, so this leads us to require a mechanism which breaks the supersymmetry. This is usually

done by adding a soft supersymmetry breaking termLsoft, such that the full theory is expressed as
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L = LSUSY + Lsoft [23].

Lsoft allows for the supersymmetric partners, or sparticles, to have larger masses than the SM parti-

cles. The origin of the terms inLsoft is discussed in 2.2.1.

Another problem with the simplest supersymmetric theory is that it allows the proton to decay

quickly through a intermediate sparticle, in contrast with current experimental bounds on the pro-

ton lifetime [24]. To solve this, a new symmetry called R-parity is explicity added so that all particles

have even R-parity and all sparticles have odd R-parity. Note that this results in a Lightest Super-

symmetric Particle (LSP) which is stable due to this symmetry, providing an excellent dark matter

particle candidate.

The full set of vertices allowed in the MSSM assuming R-parity conservation can be found

in [25].

2.2.1 Supersymmetry breaking mechanisms

Adding a generalLsoft to the MSSM which preserves gauge invariance and R-parity introduces 105

seemingly arbitrary new parameters to the theory [23, 26]. A key aspect of constructing a SUSY

theory is explaining the origin of the terms inLsoft and the associated free parameters.

(Hidden sector)
(Visible sector)

Supersymmetry
breaking origin

     MSSMFlavor-blind

interactions

Figure 7.2: The presumed schematic structure for supersymmetry breaking.

candidate gauge singlet whose F -term could develop a VEV. Therefore one must ask what effects are

responsible for spontaneous supersymmetry breaking, and how supersymmetry breakdown is “com-
municated” to the MSSM particles. It is very difficult to achieve the latter in a phenomenologically
viable way working only with renormalizable interactions at tree-level, even if the model is extended to
involve new supermultiplets including gauge singlets. First, on general grounds it would be problematic
to give masses to the MSSM gauginos, because the results of section 3 inform us that renormalizable
supersymmetry never has any (scalar)-(gaugino)-(gaugino) couplings that could turn into gaugino mass
terms when the scalar gets a VEV. Second, at least some of the MSSM squarks and sleptons would
have to be unacceptably light, and should have been discovered already. This can be understood from
the existence of sum rules that can be obtained in the same way as eq. (7.1.13) when the restrictions
imposed by flavor symmetries are taken into account. For example, in the limit in which lepton flavors
are conserved, the selectron mass eigenstates ẽ1 and ẽ2 could in general be mixtures of ẽL and ẽR.
But if they do not mix with other scalars, then part of the sum rule decouples from the rest, and one
obtains:

m2
ẽ1 +m2

ẽ2 = 2m2
e, (7.4.1)

which is of course ruled out by experiment. Similar sum rules follow for each of the fermions of the
Standard Model, at tree-level and in the limits in which the corresponding flavors are conserved. In
principle, the sum rules can be evaded by introducing flavor-violating mixings, but it is very difficult to
see how to make a viable model in this way. Even ignoring these problems, there is no obvious reason
why the resulting MSSM soft supersymmetry-breaking terms in this type of model should satisfy
flavor-blindness conditions like eqs. (6.4.4) or (6.4.5).

For these reasons, we expect that the MSSM soft terms arise indirectly or radiatively, rather than
from tree-level renormalizable couplings to the supersymmetry-breaking order parameters. Supersym-
metry breaking evidently occurs in a “hidden sector” of particles that have no (or only very small)
direct couplings to the “visible sector” chiral supermultiplets of the MSSM. However, the two sectors
do share some interactions that are responsible for mediating supersymmetry breaking from the hidden
sector to the visible sector, resulting in the MSSM soft terms. (See Figure 7.2.) In this scenario, the
tree-level squared mass sum rules need not hold, even approximately, for the physical masses of the
visible sector fields, so that a phenomenologically viable superpartner mass spectrum is, in principle,
achievable. As a bonus, if the mediating interactions are flavor-blind, then the soft terms appearing in
the MSSM will automatically obey conditions like eqs. (6.4.4), (6.4.5) and (6.4.6).

There have been two main competing proposals for what the mediating interactions might be.
The first (and historically the more popular) is that they are gravitational. More precisely, they are
associated with the new physics, including gravity, that enters near the Planck scale. In this “gravity-
mediated”, or Planck-scale-mediated supersymmetry breaking (PMSB) scenario, if supersymmetry is
broken in the hidden sector by a VEV 〈F 〉, then the soft terms in the visible sector should be roughly

msoft ∼ 〈F 〉/MP, (7.4.2)

79

Figure 2.3: Hypothesized framework of SUSY breaking. The breaking happens in a hidden sector of particles which

couple indirectly to the visible sector [23].
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There are numerous mechanisms proposed to generate the supersymmetry-breaking terms. Dis-

cussion of these mechanisms can be found in [23]. Two mechanisms in particular can easily result

in long-lived particle signatures at the LHC, which will be the target of this thesis. One of these is

Gauge-Mediated Supersymmetry Breaking (GMSB) [27]. GMSB predicts a set of messenger parti-

cles which couple to the SUSY breaking sector as well as the SM particles and their partners. In this

scenario, the LSP is predicted to be the gravitino. Any other supersymmetric particle X̃ will eventu-

ally decay to the gravitino, and the decay rate can be calculated as [23]:

Γ(X̃ → XG̃) =
m5

X̃

48πMP
2m2

3/2

(
1−m2

X/m
2
X̃

)4
(2.1)

wherem3/2 is the gravitino mass. In these scenarios, the Next-To-Lightest Supersymmetric Parti-

cle (NLSP) is predicted to be either a bino or a slepton, the latter of which could leave a track in the

particle detector. Ifm3/2 ≳ 1 keV, then the slepton is likely to be stable on the order of length scale

of the ATLAS detector [23].

Another proposed mechanism is Anomaly-Mediated Supersymmetry Breaking (AMSB), where

the SUSY breaking results from a superconformal anomaly [28, 29]. The gaugino masses in this

scenario can be calculated to be [23]:

M1 =
33

5

m3/2

16π2
g21

M2 =
m3/2

16π2
g22

M3 = −
m3/2

16π2
3g23,

(2.2)
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where g1 =
√
5/3e/cos θW , g2 = e/sin θW , and g3 =

√
4παS are the SM gauge couplings.

M1,M2, andM3 are the masses of the bino, wino, and gluino, respectively. This results in the neu-

tralino with a large wino-content as the LSP and a chargino about 200 MeV heavier in mass. Due to

this small mass splitting, the decay rate of the chargino can be suppressed, which implies a long-lived

chargino.

2.2.2 Split-Supersymmetry

A different model of SUSY is split-SUSY, where the SUSY-breaking scalemS is far above a TeV [30,

31]. The scalar superpartners in this case will have masses aroundmS , but the gauginos can be pro-

tected by chiral symmetries to be lighter in mass and discoverable at the LHC. Because the decay

of the gluino is mediated by a virtual heavy squark, this model can result in long-lived gluinos with

lifetime [30]

τ = 3× 10−2s
( mS

109 GeV

)4(1TeV
mg̃

)5

. (2.3)

These long-lived gluinos, which are carry color charge, will then hadronize and form compos-

ite particles calledR-hadrons. A single gluinoR-hadron consists of bound state of the gluino and

various quarks.

Note that split-SUSY, because of the large value ofmS , does not solve the aforementioned hierar-

chy problem. However, it preserves other desirable properties of SUSY, including providing a dark

matter particle candidate and the high-scale unification of gauge couplings [30].
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2.3 Current experimental status of searches for supersymmetry

Both ATLAS and CMS, two particle physics experiments located at the LHC in Geneva, Switzer-

land, have conducted searches for evidence of supersymmetry since 2011. A summary of the searches

as of March 2021 published by ATLAS is shown in Figure 2.4 [32].
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q̃q̃, q̃→qχ̃
0
1

0 e, µ 2-6 jets Emiss
T 139 m(χ̃

0
1)<400 GeV 2010.142931.85q̃ [1×, 8× Degen.] 1.0q̃ [1×, 8× Degen.]

mono-jet 1-3 jets Emiss
T 36.1 m(q̃)-m(χ̃

0
1)=5 GeV 2102.108740.9q̃ [8× Degen.]

g̃g̃, g̃→qq̄χ̃
0
1

0 e, µ 2-6 jets Emiss
T 139 m(χ̃

0
1)=0 GeV 2010.142932.3g̃

m(χ̃
0
1)=1000 GeV 2010.142931.15-1.95g̃̃g Forbidden

g̃g̃, g̃→qq̄Wχ̃
0
1

1 e, µ 2-6 jets 139 m(χ̃
0
1)<600 GeV 2101.016292.2g̃

g̃g̃, g̃→qq̄(ℓℓ)χ̃
0
1

ee, µµ 2 jets Emiss
T 36.1 m(g̃)-m(χ̃

0
1 )=50 GeV 1805.113811.2g̃

g̃g̃, g̃→qqWZχ̃
0
1

0 e, µ 7-11 jets Emiss
T 139 m(χ̃

0
1) <600 GeV 2008.060321.97g̃

SS e, µ 6 jets 139 m(g̃)-m(χ̃
0
1)=200 GeV 1909.084571.15g̃

g̃g̃, g̃→tt̄χ̃
0
1

0-1 e, µ 3 b Emiss
T 79.8 m(χ̃

0
1)<200 GeV ATLAS-CONF-2018-0412.25g̃

SS e, µ 6 jets 139 m(g̃)-m(χ̃
0
1)=300 GeV 1909.084571.25g̃

b̃1b̃1 0 e, µ 2 b Emiss
T 139 m(χ̃

0
1)<400 GeV 2101.125271.255b̃1

10 GeV<∆m(b̃1,χ̃
0
1)<20 GeV 2101.125270.68b̃1

b̃1b̃1, b̃1→bχ̃
0
2 → bhχ̃

0
1

0 e, µ 6 b Emiss
T 139 ∆m(χ̃

0
2 , χ̃

0
1)=130 GeV, m(χ̃

0
1)=100 GeV 1908.031220.23-1.35b̃1b̃1 Forbidden

2 τ 2 b Emiss
T 139 ∆m(χ̃

0
2 , χ̃

0
1)=130 GeV, m(χ̃

0
1)=0 GeV ATLAS-CONF-2020-0310.13-0.85b̃1b̃1

t̃1 t̃1, t̃1→tχ̃
0
1

0-1 e, µ ≥ 1 jet Emiss
T 139 m(χ̃

0
1)=1 GeV 2004.14060,2012.037991.25t̃1

t̃1 t̃1, t̃1→Wbχ̃
0
1

1 e, µ 3 jets/1 b Emiss
T 139 m(χ̃

0
1)=500 GeV 2012.037990.65t̃1t̃1 Forbidden

t̃1 t̃1, t̃1→τ̃1bν, τ̃1→τG̃ 1-2 τ 2 jets/1 b Emiss
T 139 m(τ̃1)=800 GeV ATLAS-CONF-2021-0081.4t̃1t̃1 Forbidden

t̃1 t̃1, t̃1→cχ̃
0
1 / c̃c̃, c̃→cχ̃

0
1

0 e, µ 2 c Emiss
T 36.1 m(χ̃

0
1)=0 GeV 1805.016490.85c̃

0 e, µ mono-jet Emiss
T 139 m(t̃1,c̃)-m(χ̃

0
1)=5 GeV 2102.108740.55t̃1

t̃1 t̃1, t̃1→tχ̃
0
2, χ̃

0
2→Z/hχ̃

0
1

1-2 e, µ 1-4 b Emiss
T 139 m(χ̃

0
2)=500 GeV 2006.058800.067-1.18t̃1

t̃2 t̃2, t̃2→t̃1 + Z 3 e, µ 1 b Emiss
T 139 m(χ̃

0
1)=360 GeV, m(t̃1)-m(χ̃

0
1)= 40 GeV 2006.058800.86t̃2t̃2 Forbidden

χ̃±
1
χ̃0

2 via WZ 3 e, µ Emiss
T 139 m(χ̃

0
1)=0 ATLAS-CONF-2020-0150.64χ̃±

1 /
χ̃0

2
ee, µµ ≥ 1 jet Emiss

T 139 m(χ̃
±
1 )-m(χ̃

0
1 )=5 GeV 1911.126060.205χ̃±

1 /
χ̃0

2

χ̃±
1
χ̃∓

1 via WW 2 e, µ Emiss
T 139 m(χ̃

0
1)=0 1908.082150.42χ̃±

1

χ̃±
1
χ̃0

2 via Wh 0-1 e, µ 2 b/2 γ Emiss
T 139 m(χ̃

0
1)=70 GeV 2004.10894, 1909.092260.74χ̃±

1 /
χ̃0

2
χ̃±

1 /
χ̃0

2 Forbidden

χ̃±
1
χ̃∓

1 via ℓ̃L/ν̃ 2 e, µ Emiss
T 139 m(ℓ̃,ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1908.082151.0χ̃±

1

τ̃τ̃, τ̃→τχ̃0
1 2 τ Emiss

T 139 m(χ̃
0
1)=0 1911.066600.12-0.39τ̃ [τ̃L, τ̃R,L] 0.16-0.3τ̃ [τ̃L, τ̃R,L]

ℓ̃L,R ℓ̃L,R, ℓ̃→ℓχ̃0
1

2 e, µ 0 jets Emiss
T 139 m(χ̃

0
1)=0 1908.082150.7ℓ̃

ee, µµ ≥ 1 jet Emiss
T 139 m(ℓ̃)-m(χ̃

0
1)=10 GeV 1911.126060.256ℓ̃

H̃H̃, H̃→hG̃/ZG̃ 0 e, µ ≥ 3 b Emiss
T 36.1 BR(χ̃

0
1 → hG̃)=1 1806.040300.29-0.88H̃ 0.13-0.23H̃

4 e, µ 0 jets Emiss
T 139 BR(χ̃

0
1 → ZG̃)=1 2103.116840.55H̃

Direct χ̃
+

1
χ̃−

1 prod., long-lived χ̃
±
1 Disapp. trk 1 jet Emiss

T 139 Pure Wino ATLAS-CONF-2021-0150.66χ̃±
1

Pure higgsino ATLAS-CONF-2021-0150.21χ̃±
1

Stable g̃ R-hadron Multiple 36.1 1902.01636,1808.040952.0g̃

Metastable g̃ R-hadron, g̃→qqχ̃
0
1

Multiple 36.1 m(χ̃
0
1)=100 GeV 1710.04901,1808.040952.4g̃ [τ( g̃) =10 ns, 0.2 ns] 2.05g̃ [τ( g̃) =10 ns, 0.2 ns]

ℓ̃ℓ̃, ℓ̃→ℓG̃ Displ. lep Emiss
T 139 τ(ℓ̃) = 0.1 ns 2011.078120.7ẽ, µ̃

τ(ℓ̃) = 0.1 ns 2011.078120.34τ̃

χ̃±
1
χ̃∓

1 /χ̃
0
1 , χ̃

±
1→Zℓ→ℓℓℓ 3 e, µ 139 Pure Wino 2011.105431.05χ̃∓

1 /
χ̃0

1 [BR(Zτ)=1, BR(Ze)=1] 0.625χ̃∓
1 /
χ̃0

1 [BR(Zτ)=1, BR(Ze)=1]

χ̃±
1
χ̃∓

1 /χ̃
0
2 → WW/Zℓℓℓℓνν 4 e, µ 0 jets Emiss

T 139 m(χ̃
0
1)=200 GeV 2103.116841.55χ̃±

1 /
χ̃0

2 [λi33 , 0, λ12k , 0] 0.95χ̃±
1 /
χ̃0

2 [λi33 , 0, λ12k , 0]

g̃g̃, g̃→qqχ̃
0
1, χ̃

0
1 → qqq 4-5 large-R jets 36.1 Large λ′′

112 1804.035681.9g̃ [m(χ̃
0

1)=200 GeV, 1100 GeV] 1.3g̃ [m(χ̃
0

1)=200 GeV, 1100 GeV]

t̃t̃, t̃→tχ̃
0
1, χ̃

0
1 → tbs Multiple 36.1 m(χ̃

0
1)=200 GeV, bino-like ATLAS-CONF-2018-0031.05t̃ [λ′′

323
=2e-4, 1e-2] 0.55t̃ [λ′′

323
=2e-4, 1e-2]

t̃t̃, t̃→bχ̃
±
1 , χ̃

±
1 → bbs ≥ 4b 139 m(χ̃

±
1 )=500 GeV 2010.010150.95t̃̃t Forbidden

t̃1 t̃1, t̃1→bs 2 jets + 2 b 36.7 1710.071710.61t̃1 [qq, bs] 0.42t̃1 [qq, bs]

t̃1 t̃1, t̃1→qℓ 2 e, µ 2 b 36.1 BR(t̃1→be/bµ)>20% 1710.055440.4-1.45t̃1

1 µ DV 136 BR(t̃1→qµ)=100%, cosθt=1 2003.119561.6t̃1 [1e-10< λ′
23k
<1e-8, 3e-10< λ′

23k
<3e-9] 1.0t̃1 [1e-10< λ′

23k
<1e-8, 3e-10< λ′

23k
<3e-9]

χ̃±
1 /χ̃

0
2/χ̃

0
1, χ̃0

1,2
→tbs, χ̃

+

1→bbs 1-2 e, µ ≥6 jets 139 Pure higgsino ATLAS-CONF-2021-0070.2-0.32χ̃0

1

Mass scale [TeV]10−1 1

ATLAS SUSY Searches* - 95% CL Lower Limits
March 2021

ATLAS Preliminary√
s = 13 TeV

*Only a selection of the available mass limits on new states or
phenomena is shown. Many of the limits are based on
simplified models, c.f. refs. for the assumptions made.

Figure 2.4: ATLAS limits on various supersymmetric models as ofMarch 2021 [32]. Sparticle masses in the shaded

blue regions in the “Mass Limit” column are excluded at 95%CL. The dark blue regions indicate that there is an extra

constraint on the limit (e.g. branching ratio assumption), as specified in the brackets.

The model quoted in the first column on the figure is a simplified model. Simplified models are

toy models in which a reduced set of constraints are used to parameterize the model. Simulated
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events of the simplified models, which generally only include the production of a few sparticles, are

produced to evaluate the sensitivity of each search. For example, the first model listed includes the

pair production of two squarks at the LHC, where each squark decays promptly to a quark and a

neutralino. In a full SUSY theory, other sparticles will be produced, but in a simplified model only

a subset of sparticles are considered with sparse assumptions. Simplified models help evaluate the

sensitivy of a search to different phenomenological signatures as opposed to excessively tuning to a

large set of arbitrary theoretical parameters. They are used broadly across collider searches and are

further described in [33].

The other columns in Figure 2.4 specify the ATLAS detector signature of each model, the size of

the dataset used to search for the model, the sparticle mass range excluded by the search, and refer-

ences to the results. The majority of searches look for evidence of sparticles which promptly decay to

SM-like objects. A small subset of analyses look for sparticles which do not decay promptly, or are

long-lived on the scale of the detector. A comprehensive and recent summary of the status of long-

lived particles at collider experiments can be found in [34]. Searching for long-lived gluino, slepton,

and charginos, motivated by the SUSY scenarios described in the previous section, is the focus on

this thesis.

The current ATLAS limits on long-lived gluinos, which are predicted by split-SUSY scenarios,

are shown in Figure 2.5 as a function of mass and lifetime. The simplified model assumes that

gluinos are produced in pairs, with each gluino decaying to two quarks and a neutralino of

100 GeV. The strongest observed limits on gluinos with lifetimes of a few ns to∼30 ns are from the

13 TeV ATLAS pixel dE/dx analysis [35]. This analysis is the predecessor to the work described in

14
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Figure 2.5: ATLAS limits on gluinos as a function of mass and lifetime as ofMarch 2021 [32].

this thesis with 36 fb−1 and looked for gluinos with a broad range of lifetimes. Gluinos with masses

up to∼2 TeVare excluded for intermediate lifetimes ofO(10 ns). Versions of the pixel dE/dx

search were also conducted with 3 fb−1 at
√
s = 13 TeVand also at 8 TeV in ATLAS [36, 37].

The ATLAS stable charged particle analysis [38], which uses some of the custom dE/dxmea-

surements developed by the pixel dE/dx analysis team combined with additional time-of-flight

information, has stronger expected limits than the pixel dE/dx analysis for longer lifetimes.† Be-

cause of the requirement of additional detector timing information, the sensitivity of the stable

charged particle analysis drops off quickly with shorter lifetimes. CMS conducted a similar search

†Expected limits refer to the expected exclusion power of the analysis if the observed data in the signal
regions exactly matched the predicted background.
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for stable charged particles with 12.9 fb−1 at
√
s = 13 TeVand targeted several signal models including

gluinos and staus. Stable gluinos were excluded up to 1850 GeV, and pair-produced stable staus were

excluded up to 360 GeV [39].

For gluino lifetimes of a fraction of a ns to a few ns, the sensitivity of the displaced vertex analysis

takes over [40]. The displaced vertex analysis looks for evidence of the gluino decay products.
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Figure 2.6: ATLAS limits on charginos as a function of mass and lifetime as ofMarch 2021 [32].

Because of the relatively model-independent nature of this search, which will be discussed in

greater detail in later chapters, the ATLAS pixel dE/dx analysis with 36 fb−1 specifically looked for

long-lived gluinos but also have sensitivity to long-lived charginos (and broadly to long-lived heavy

charged particles in general), similar to the stable charged particle analyses. The
√
s = 8 TeV version
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of the pixel dE/dx search looked for both gluinos and charginos [37]. Despite the limited dataset

and lower collision energy, these limits remain the strongest ATLAS limits for charginos of interme-

diate lifetime, as shown in Figure 2.6. This thesis work revives the search for charginos in addition

to gluinos. Furthermore, long-lived sleptons, which are predicted in GMSB SUSY models, are also

targeted by this work. As shown in Figure 2.4, long-lived staus with masses up to 340 GeVand life-

times of 0.1 ns are excluded by the displaced lepton search [41]. This thesis has sensitivity to staus

with longer lifetimes.
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3
The Theory of Energy Loss

The electromagnetic force is ubiquitous in the life of a particle physicist. All particle detectors rely

on electromagnetism; each detector produces a current or voltage signal that we read out. Particle

trackers utilize the fact that incident charged particles traveling through detector interact electromag-

netically with the detector material.

One important component in understanding particle tracking is the theory of energy loss asso-

18



ciated to a particle traveling through the detector material. This energy loss can be in many forms

including atomic excitation, ionization, and bremsstrahlung; the primary forms of energy loss at the

LHC for fundamental particles heavier than an electron are ionization and atomic excitation [42].

An energy loss measurement along a particle track, combined with a track momentum measure-

ment, can also be used to determine the mass of the particle which made the track. This type of

particle identification is the basis of the work described in later chapters of this thesis.

Descriptions and formulae describing how fundamental particles interact as they travel through

material can fill many books. Here we focus on the theories that are particularly relevant to this

thesis with an emphasis on silicon material, using the notation shown in Table 3.1. The Particle Data

Group review gives a broader overview [16].

3.0.1 Mean energy loss

The famous Bethe-Bloch equation describes themean energy loss of an incident charged particle

(withm >> me) traveling through a material [42]:

⟨dE/dx⟩ = 2πk2nez
2e4

mev2

(
ln
2mev

2Wmax

I2(1− β2)
− 2β2 − δ − U

)
[MeV/cm]. (3.1)

The definitions of the variables in this equation are shown in Table 3.1. ⟨dE/dx⟩ has units of

energy over length in Equation 3.1 and is often abbreviated as dE/dx. In literature the term dE/dx

is used to refer to various quantities, including ⟨dE/dx⟩ as well as ⟨dE/dx⟩/ρ.* While ⟨dE/dx⟩

*Unless there is explicit specification of the units as [MeV g−1cm2], in this chapter dE/dx refers to the
quantity with units of [MeV/cm].
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Symbol Meaning
NA Avogadro’s number [mol−1]
me electron mass [eV/c2]
e elementary charge [C]
h Planck constant [eV · s]
k Coulomb constant [N · m2 · C−2]
ne electron density [m−3]
c speed of light [m/s]
v incident particle velocity [m/s]
ρ material density [kg/m3]
δ density correction term
U shell correction term
β v

c

γ
√

1− β2
−1

z incident particle charge multiplier (q = ze)
I mean excitation energy of material [eV]
b impact parameter [m]

Wmax maximum transferrable energy in a collision [eV]
Wtot total energy loss [eV]
x incident particle path length in material [m]

Table 3.1: Notation and constants used.

is heavily dependent on the material through the density, ⟨dE/dx⟩/ρ as a function of βγ curves

are minimally dependent on material and therefore is often used to describe energy loss more generi-

cally.

⟨dE/dx⟩ (excluding theU correction) is plotted for incident particles traveling through silicon

in Figure 3.1.

The derivation of Equation 3.1 includes both classical and quantum mechanical components. We

note a few fundamental dependences of the equation that come from electromagnetic principles

by examining the first factored term, 2πnez2e4

mev2
. ⟨dE/dx⟩ is inversely proportional to the squared
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Figure 3.1: The energy loss (linear stopping power) curve as a function ofβγ for particles traveling through silicon.

velocity of the incident particle. This is because slower particles feel the integrated electric field of the

material for a longer period of time. We also note that ⟨dE/dx⟩ is also dependent on the electron

density ne of the material and the charge of the incident particle z, which determine the strength of

the electric field. A particle with a βγ value that sits near the minimum of the curve in Figure 3.1 is

commonly referred to as a Minimum Ionizing Particle (MIP).

To gain more intuition, it is useful to derive the classical component of this equation which was

originally derived by Bohr [43]. The derivation, detailed in the following section, will follow Refer-

ence [42] and [44]. † A discussion of the modifications to the classical formula, or the addition of

the−2β2, δ andU correction terms, will be discussed briefly in Section 3.0.3.

†In References [42] and [44], the Coloumb constant k is set to 1, which is also the convention here.
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3.0.2 Classical derivation of mean energy loss

Consider a particle with charge ze traveling through material with electron density ne. To calculate

⟨dE/dx⟩, or the mean energy loss per unit path length, we can calculate the total energy lossWtot

and divide it by the distance x the particle travels through the material. Then ⟨dE/dx⟩ is simply

Wtot/x.

To deriveWtot, we need to know (1) the energy transferred to a single electron and (2) the number

of electrons that feel the field of the incident particle. The product of these is the total energyWtot.

We begin by considering an incident particle of massm, charge ze, and velocity v, which is mov-

ing along the z-axis in Figure 3.2. A single electron sits a distance b away from the z-axis. In the rest

frame of the incident particle, the incident particle feels a Coulomb field from the electron at time t

with transverse componentE⊥ = zeb√
b2+(γvt)2

3 [45].

Figure 3.2: A particle is moving along the z-axis. An electron in a cylindrical slice of the of material is located a distance

b from the z-axis.

If we boost to the lab frame, where the particle is moving with velocity v and the electron is at

rest in the lab frame,E⊥ becomesE′
⊥ = γE⊥ = γ zeb√

b2+(γvt)2
3 .
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The impulse∆p felt by the electron is then given as

∆p =

∫
F dt

=

∫
eE dt

=

∫ ∞

−∞
γ

ze2b√
b2 + (γvt)2

3dt =
2ze2

bv
,

(3.2)

Using the expression for impulse, the kinetic energy of the electron is then

W =
∆p2

2me

=
2z2e4

meb2v2
.

(3.3)

To extend this to the energy transferred to more than one electrion, let us write down the number

of total electrons encountered in an infinitesimal slice of phase space. If the incident particle travels a

length dx, it will encounter dx ne (2πb) db electrons that are distance b away.

Therefore the kinetic energy transferred to the electrons of the material is then

Wtot =

∫
dx

∫
db

2z2e4

meb2v2
ne (2πb)

= x

∫
2z2e4

meb2v2
ne (2πb) db.

(3.4)

Dividing both sides of the equation by x, we find

⟨dE/dx⟩ ≡ Wtot

x
=

∫
2z2e4

meb2v2
ne (2πb) db

=
4πnez

2e4

mev2
ln
bmax

bmin
,

(3.5)
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What values of b should be considered?

The maximum value of b depends on the excitability of the material, or which quantifies how

easily it absorbs energy from the incident particle [46]. Let us introduce themean excitation energy

I , which depends on the characteristic electronic transitions of the material and can be defined as

ln I =

∫
f(ϵ, 0) ln ϵ dϵ /

∫
f(ϵ, 0) dϵ, (3.6)

where ϵ is the energy transferred and f(ϵ, 0) is the associated dipole oscillator strength [47]. Fur-

ther discussion of the dipole oscillator strength and its relation to the generalized oscillator strength

and the transition matrix element for atomic excitations is discussed in Section 3.0.5.

The mean excitation energy can then be related to an excitation time τ

I =
h

τ
, (3.7)

where h is Planck’s constant. The bound bmax is then given as

bmax ∼
γhv

I
. (3.8)

The minimum value of b is bounded by the regime where the classical assumption fails, or when b

is smaller than the de Broglie wavelength of the electron (in the center-of-mass frame).
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The de Broglie wavelength and therefore bmin is then

bmin ∼ λ =
h

2pe
, (3.9)

where pe is the electron momentum in the center of mass frame of the collision. pe is γmev as-

suming the incident particle massm is much larger thanme.

Integrating Equation 3.5 using these bounds, we get

⟨dE/dx⟩ = 4πnez
2e4

mev2
ln
bmax

bmin

=
4πnez

2e4

mev2
ln
γ22mev

2

I
.

(3.10)

Equation 3.1 is written in terms ofWmax, or the maximum energy transferrable to an electron.

Wmax for a particle with momentum p and massm colliding with the atomic electron (assumed to

be at rest) is [42]:

Wmax = 2mec
2β2γ2

(
1 +

(me

m

)2
+ 2γ

me

m

)−1

(3.11)

For massesm»me, which is a good assumption for many of the particles produced at the LHC,

this simplifies to

Wmax = 2mec
2β2γ2. (3.12)

Substituting this into Equation 3.10, we finally recover Equation 3.1 (with k = 1) up to the 2β2
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term and the density and shell corrections.

3.0.3 Corrections to the classical equation

The first corrective term to Equation 3.1 (−2β2) comes from the full quantum-mechanical deriva-

tion by Bethe [48]. The second term, the density correction term δ, comes from the fact that the

material that the incoming particle travels through is polarized by the electric field of the incident

particle and screens the field strength for electrons at large b [49]. The effect of these two terms can

be seen in Figure 3.1. Finally, the shell correction termU takes into account the effect that the inner

shell electrons do not participate much in the interactions for particles with very small βγ, when the

incident particle velocity is comparable to the atomic electron velocity [50]. The shell correction is

small for βγ ≳ 0.01 [42].

More details on these corrections as well as other corrections relevant only at low incident particle

energies, including the Bloch correction [51, 52] and the Barkas effect [53], are found in [42, 50].

3.0.4 Fermi plateau

As seen in Figure 3.1, ⟨dE/dx⟩ rises as a function of βγ for βγ ≳ 10. This is called the relativis-

tic rise regime and comes from the dependence ofWm on βγ. This can also be interpreted as the

electric field of the particle “pancaking” due to relativistic effects.

Practically, the detectable maximum energy transferred to an electron is limited by the thickness

of the detector. For example, if an incident particle transfers enough energy to an electron in the

material such that the electron escapes the detector, the energy loss measurement is reduced [42].
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Therefore it is useful to define a constant maximum energy Tcut above which the transferred energy

is not measurable. Figure 3.3 shows the effect of cappingWm at different Tcut values, corresponding

to detector thicknesses, which results in the ionization energy loss curve plateauing at high βγ values.

This is also referred to as the Fermi plateau.10 33. Passage of Particles Through Matter

Landau/Vavilov/Bichsel Δp/x for :
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Tcut  =  2 dE/dx|min

Restricted energy loss for :

0.1 1.0 10.0 100.0 1000.0

1.0

1.5

0.5

2.0

2.5

3.0

M
eV

 g
−1

 c
m

2  (
El

ec
to

ni
c 

lo
se

s o
nl

y)

Muon kinetic energy (GeV)

Silicon

x/ρ = 1600 μm
320 μm
80 μm

Figure 33.6: Bethe dE/dx, two examples of restricted energy loss, and the Landau most probable
energy per unit thickness in silicon. The change of �p/x with thickness x illustrates its a ln x + b
dependence. Minimum ionization (dE/dx|min) is 1.664 MeV g≠1 cm2. Radiative losses are excluded.
The incident particles are muons.

Since Wcut replaces Wmax in the argument of the logarithmic term of Eq. (33.5), the —“ term
producing the relativistic rise in the close-collision part of dE/dx is replaced by a constant, and
|dE/dx|T <Wcut approaches the constant “Fermi plateau.” (The density e�ect correction ” eliminates
the explicit —“ dependence produced by the distant-collision contribution.) This behavior is illus-
trated in Fig. 33.6, where restricted loss rates for two examples of Wcut are shown in comparison
with the full Bethe dE/dx and the Landau-Vavilov most probable energy loss (to be discussed in
Sec. 33.2.9 below).

“Restricted energy loss” is cut at the total mean energy, not the single-collision energy above
Wcut It is of limited use. The most probable energy loss, discussed in the next Section, is far more
useful in situations where single-particle energy loss is observed.
33.2.9 Fluctuations in energy loss

For detectors of moderate thickness x (e.g. scintillators or LAr cells),ú the energy loss probability
distribution f(∆; —“, x) is adequately described by the highly-skewed Landau (or Landau-Vavilov)
distribution [28,29].

The most probable energy loss is [30]†

∆p = ›

C

ln 2mc2—2“2

I
+ ln ›

I
+ j ≠ —2 ≠ ”(—“)

D

, (33.12)

where › = (K/2) ÈZ/AÍ z2(x/—2) MeV for a detector with a thickness x in g cm≠2, and j = 0.200
ú“Moderate thickness” means G . 0.05–0.1, where G is given by Rossi Ref. [2], Eq. 2.7(10). It is Vavilov’s

Ÿ [28]. G is proportional to the absorber’s thickness, and as such parameterizes the constants describing the Landau
distribution. These are fairly insensitive to thickness for G . 0.1, the case for most detectors.

†Practical calculations can be expedited by using the tables of ” and — from the text versions of the muon energy
loss tables to be found at pdg.lbl.gov/AtomicNuclearProperties.
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Figure 3.3: The dependence of different measures of ionization energy loss per unit path length as a function of the

incident muon energy.∆p/x (calculated using Landau theory withmodification by Vavilov and Bichsel) plateaus at a
muon kinetic energy of≈ 10GeV, as do calculations of ⟨dE/dx⟩with restricted energy loss. The ⟨dE/dx⟩ given by
the Bethe-Bloch formula continues to sharply rise with increasingmuon energy [16].

3.0.5 Straggling functions

Energy loss is a probabilistic phenomenon. Although the previous descriptions describe the average

energy loss for particles traversing a material, a single energy loss measurement for a given particle

requires a description of the probability distribution function. This function, also called a straggling

function, was first derived by Landau in 1944 [54].
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Landau derivation

Landau’s original derivation [54] of the straggling function f(∆, x), which describes the probability

of losing energy∆ in thickness x, is described in the following section with some added intuition

and modifications following [42]. [55] also provides a good description of the derivation.

Landau derived this function by finding the solution to an integrated transport equation. We

note that there are other ways to analytically derive this function, including a commonly used

method which involves performing an n-fold convolution of an expression for a single collision

cross section (see [56]).

Figure 3.4: A block of material with thicknessx is irradiated withNp particles, each with energyE .

ConsiderNp particles with energyE passing through a material of total thickness x (see Fig-

ure 3.4). The number of particles which have lost energy ∈ [∆,∆ + d∆] after traveling through

x isNp f(∆, x)d∆. Similarly, the number of particles which have lost energy ∈ [∆,∆ + d∆] af-
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ter traveling through x and an infinitesimal slice of material with thickness dx, can be expressed as

Np f(∆, x+ dx)d∆. Therefore, the change∆Np in the number of particles which have lost, in to-

tal, an amount of energy between∆ and∆ + d∆ after passing through an additional infinitesimal

slice of material with thickness dx can be expressed as

∆Np = Np [f(∆, x+ dx)− f(∆, x)] d∆. (3.13)

Let us consider an alternative way of expressing∆Np :

∆Np = Ip −Dp, (3.14)

where Ip andDp refer to particles which “enter” and “exit”, respectively, the slice of [∆,∆+d∆]

phase space. Ip is defined as

Ip = Np

∫ ∞

0
w(E, ϵ) dx f(∆− ϵ, x) d∆ dϵ, (3.15)

where f(∆− ϵ, x)d∆ is the probability that the incoming particle has already lost energy∆− ϵ,

andw(E, ϵ)dx is the probability that the particle has a collision in dxwhich transfers energy ϵ to

the material.

Dp describes the number of particles which had lost energy between∆, ∆+ d∆ and after losing
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ϵ additional energy have total energy loss∆+ ϵ > ∆+ d∆:

Dp = Np

∫ ∞

0
w(E, ϵ) dx f(∆, x) d∆ dϵ. (3.16)

Then

Np [f(∆, x+ dx)− f(∆, x)] d∆ = Np

∫ ∞

0
w(E, ϵ) [f(∆− ϵ, x)− f(∆, x)] d∆ dϵ dx.

(3.17)

Dividing both sides byNp dx d∆ gives

df

dx
=

∫ ∞

0
w(E, ϵ) [f(∆− ϵ, x)− f(∆, x)] dϵ, (3.18)

Solving Equation 3.18 gives us f(∆, x).

Note that the resulting expression for f(∆, x) is dependent on the choice ofw(E, ϵ). Landau’s

original derivation uses the spin-independent Rutherford cross section for collisions and assumes

that the transferred energy ϵ is much less than the maximum energyWmax transferrable in a collision.

The Rutherford collision probabilityw(E, ϵ) and cross section σR(E, ϵ) are defined as [42, 54, 56,

57]:

w(E, ϵ) = ne σR(E, ϵ) [MeV−1 cm−1]

σR(E, ϵ) =
2πe4

mev2ϵ2

(
1− v2

c2
ϵ

Wmax

)
[MeV−1 cm2].

(3.19)
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Assuming that the transferred energy ϵ is small compared toWmax, the maximum energy trans-

ferrable, this equation reduces to:

w(E, ϵ) =
2πnee

4

mev2ϵ2
. (3.20)

Landau’s expression for f(∆, x) is given by the solution of Equation 3.18 withw(E, ϵ) given

by Equation 3.20. Landau also took the limit of a thin absorber, whereWmax/
2πnee4

mv2
» x. The

technical details of solving Equation 3.18, which involves taking a Laplace transform, can be found

in [54]. A boundary condition of f(∆, x = 0) = δ(∆) is assumed, which can be interpreted as

requiring that the incident particle has not lost any energy at the incident surface.

Finally, the Landau distribution describing the probability of losing energy∆ in thickness x is

given as [54]

f(∆, x) =
ϕ(λ)

ξ

ϕ(λ) =
1

2πi

∫ i∞+c1

−i∞+c1

eulnu+λudu

λ =
∆− ξ

(
ln ξ

ϵ′ + 1− C
)

ξ
.

(3.21)

C is Euler’s constant, and ξ = x2πnee4

mv2
. ln ϵ′ = ln (1−v2/c2)I2

2mev2
+ v2/c2, where I is the ionization

potential.

If instead the absorber is thick andWmax/
2πnee4

mv2
« x, the resulting solution to the transport

equation is a Gaussian distribution [42, 54].
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More details of the derivation can be found in [42, 54].

Comments on the Landau distribution

In practice the Landau distribution is parameterized by two parameters and then fitted to a distri-

bution in data. λ is redefined as λ = (∆ − µ)/σ, where µ is called the location parameter and σ is

called the scale parameter [58].

The Landau distribution with µ = 0 and a few choices of σ is shown in Figure 3.5. The distri-

bution is peaked with a long right tail. The emission of δ-rays results in events with energy loss∆

in the tail of the distribution. δ-rays are ionized electrons which received enough energy from the

incoming particle to ionize other atoms [42].

The Landau distribution has an infinitely long tail, so the mean and variance of the distribution

are undefined. The Landau distribution is also a stable distribution, which means that linear com-

bination of two random variablesX1,X2, drawn from two Landau distributions, will also follow a

Landau distribution [59, 60].

Because the mean and variance are undefined, the most probable value is a useful parameter. Lan-

dau derived an analytical expression for the most probable value∆p to be [54]

∆p = ξ

(
ln
ξ

ϵ′
+ 0.37

)
. (3.22)
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Figure 3.5: The Landau distributions with location parameterµ = 0 and scale parameterσ = 0.5, 1, 2. The
distributions have an infinitely long right tail.
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Modifications to the Landau distribution

Vavilov modified the integration limits of Equation 3.18 to take into account the kinematic bound

on∆

df

dx
=

∫ u

0
w(E, ϵ)

[
f(∆− ϵ, x)−

∫ Wmax

0
f(∆, x)

]
dϵ, (3.23)

where u = min(∆,Wmax) [61]. He also used the full Rutherford collision probability (Eq.

3.19). However, Equation 3.19 does not consider the effects of the electronic structure of the material

on energy loss. For thin sensors where the total number of collisions is small, these details become

increasingly important. Taking this into account involves modifying the Rutherford collision cross

section with an inelastic form factor to account for the atomic structure. This is the approach taken

in the Bethe-Fano method [50] and shows excellent agreement with experiment for thin sensors and

results are summarized in Section 10 of Reference [56].

In the Bethe-Fano method, the Rutherford collision cross section is modified as follows [56]

σ(ϵ,Q) = σR(ϵ) f(ϵ, K⃗) ϵ/Q, (3.24)

withQ = |ℏK⃗|2/2me. σR(ϵ) is the Rutherford collision cross section, K⃗ is the momentum

transfer vector, and f(ϵ, K⃗) represents the generalized oscillator strength.‡

The generalized oscillator strength term can be conceptually viewed to contain the transition

‡Equation 3.24 is the non-relativistic cross section; the relativistic extension can be found in Refer-
ence [56].
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probabilities for the material excitations and ionizations. In other words, f(ϵ, K⃗) is defined as

f(ϵ, K⃗) =
ϵ

Q
|F (ϵ, K⃗)|2, (3.25)

where F (ϵ, K⃗) is the material transition matrix element [56]. §

Figure 3.6 shows the ratio of the collision cross sections of these modified models with the

Rutherford cross section for incoming particles with βγ = 0.316. The effect of the electronic

structure is clearly visible in the ratio, which exhibits a multi-peak structure.

The straggling functions calculated with the Bethe-Fano model compared to the Landau model

with the simplified Rutherford cross section are shown in Figure 3.7. The function calculated with

the Bethe-Fano model for a 300 µm silicon sensor is significantly broader than the function calcu-

lated with the Landau model with the Vavilov modification.

Table 3.2 compares the most probable value (∆p) and full width at half maximum (w) of the

straggling functions using the two different theories for a range of silicon sensor thicknesses. For≈

100 µm thick silicon sensors,∆p only differs by≈ 5%, butw differs by≈ 50%. An in-depth compar-

ison of the Bethe-Fano model with the Landau model can be found in Reference [63].

More details about the modifications to the Landau model can be found in Reference [56].
§A simplification of the Bethe-Fano theory involves replacing the generalized oscillator strength term

with the dipole oscillator strength. This is called the Fermi-virtual-photon theory, or the photo-absorption
ionization model described by Allison and Cobb [62]. The dipole oscillator strength is the limit of K⃗ → 0 of
the generalized oscillator strength and is more easily measured in experiments [56].
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Figure 3.6: The ratio of the collision cross sections as a function of energy lossE using the Bethe-Fanomodel (solid

line) and the Fermi Virtual Photonmodel (dashed line) with respect to the Rutherford collision cross section, for silicon.

The peaks come from the shell structure of the silicon electrons. The incoming charged particle is fixed to haveβγ =
0.316 [56].

A discussion on mean versus most probable value

In the Bethe-Bloch equation, dE/dx refers to the mean energy loss per unit path length ⟨dE/dx⟩.

The remainder of this thesis describes a searching using a track ionization energy loss measurement.

The experimental quantity, defined later in Chapter 6, is the mean of a subset of the lowest charge

measurements along the track, which is an estimator for themost probable value∆p of the energy

loss distribution. The details of the algorithm are discussed in Chapter 6.

The motivation of choosing the most probable value as the estimator is because the mean energy

loss per unit path length ⟨dE/dx⟩ lies in the tail of the straggling function. As discussed in Refer-
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Hans Bichsel: Straggling in thin silicon detectors 681
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FIG. 13. Calculated energy-loss spectra f(A) for 45-GeV/c
pions passing through a silicon detector of thickness 300 pm.
The same functions are shown as in Fig. 12. The following pa-
rameters describe the functions:

line
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e

84.8
87.7
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35.8
29.9
21.5
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VAX 780. With Nz ——32, the calculation took 2 min.
Because energy-loss functions depend on both detector

thickness and particle speed, it is not practical to give
comprehensive tables or figures for them. General

~On a limited basis, calculated spectra can be obtained from
the author. A graph of the measured spectrum should be sent
to him. It will be returned with the calculated function. Re-
quirernents: On the graph, u should be greater than 6 cm; the
height of the spectrum should be 10 cm or more. The abscissa
(indicating pulse height or ionization) must be linear. The ex-
perimental arrangement (beam line, detector position, collima-
tors) must be described, and absorber thickness, particle type,
and energy spectrum (or spectrum of momentum or Py), and
noise contribution (m„or o.„)must be given. If there are contri-
butions from sources other than the particles under considera-
tion, they either must be subtracted or the spectrum must be
given for pulse heights at least +2m from A~. The effects dis-
cussed in Sec. IX must be described (see Bak et aI., 1987, for a
good example). It would be useful if the moments Mo to M3 of
the measured spectrum were provided. Alternatively, a listing
of the data in AscIi code on a 5.25-in. Aoppy disk readable by an
IBM PC-AT can be sent.

The last function is not shown; it corresponds to the experimen-
tal data presented by Hancock et al. (1983), but does not in-
clude the contribution from detector noise. The uncertainty of
the measured A~ was +2.8 keV; of m, about +2.5 keV. The
measured function thus does not disagree with the present
theory, function a. Here, functions a and c show only a small
difference in shape, but the Shulek function with 52 calculated
according to Eq. (4.7), function b, is still much wider than func-
tion a.

trends can be seen from three examples of spectra, tables,
and graphs of 6 and m for selected values of absorber
thickness r and particle speed p, given next. Energy-loss
spectra for 1-GeV electrons passing through a 10-pm sil-
icon detector, calculated with several different approxi-
mations for the straggling function, are shown in Fig. 11.
It is seen that none of the spectra calculated with the oth-
er theories is close to the spectrum obtained from the
present theory. Spectra calculated for 10-GeV/c elec-
trons passing through a silicon detector of' thickness 148
pm are shown in Fig. 12. Again, none of the other
theories is close to the present one. In particular, it
should be noted that the functions calculated with the
Shulek approximation rise less steeply and drop faster
with increasing 5 than the present function. Finally,
spectra calculated for 45-GeV/c pions traversing a detec-
tor of thickness 300 pm are shown in Fig. 13. Here, the
Landau function and the Shulek function with 52=3370
keV /cm (Appendixes G and H) diff'er strongly from
present theory, while a Shulek function with 52——1794
keV /cm difFers only slightly, but again, it rises less
steeply and drops faster.
Other examples of calculated spectra will be shown in

the comparisons with the experiments in Sec. X. Clearly,
the largest differences between the various theories occur
for thin absorbers.
For some purposes it may be sufhcient to consider only

the values of 6& and m. It is a remarkable result of the
calculations that 6 and m are independent of particle
speed to within 0.1% for py & 500 (i.e., 250-MeV elec-
trons, 70-GeV pions, and 500-GeV protons), i.e., there is
no relativistic rise of b,z beyond Py =500 (see Appendix
C). Values of b,z for py & 500 are given in Table V, those
of to in Table VI. For 100&Py &500, b, and tu are
within l%%uo of the values given in the tables. Functions
useful for interpolation are also given. For thicknesses of
10, 80, and 1280 pm, b,z is given as a function of py in
Fig. 14. Also given is w (py) for r =320 pm. For mesons
and protons, and the thicknesses shown in the tables, 5
and m differ by less than 0.1% from the values for elec-
trons. For much thicker absorbers, differences will ap-
pear because of multiple scattering, nuclear reactions,
etc.
A more detailed representation of m as a function of

absorber thickness for Py & 500 is given in Fig. 15, which
corresponds to Fig. 4 in Bak et al. (1987). The ratio
w/wL is shown as the solid line (wL ——4g). This function
agrees within a few percent with that of Bak et al'. for
t ~70 pm, but it is almost twice as large at 20 pm.
Maybe of even greater interest is the second ratio shown:
that of w to ws, the width of the Shulek function (dashed
line). The small values of to relative to ws for t & 15 pm
can be understood qualitatively: for very thin absorbers,
the probability of interactions with K-shell electrons is
very small. Effectively, only 12 electrons contribute to
the energy-loss processes. This also causes a large reduc-
tion in 52, from that for all three shells, 52——2130
keV /cm, to that for only the L and M shell, approxi-
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Figure 3.7: The straggling function f(∆, x) for silicon, wherex = 300µm, using the Bethe-Fanomodel (line a) and
the Landau-Vavilovmodel (line d). The Landau-Vavilovmodel significantly underestimates the width of the straggling

function. Lines b, c are calculated using an alternativemodel (Shulek) [63].

x (µm) ∆p (keV) rp ∆p/x w (keV) rw
10 1.857 0.844 186 1.758 2.465
160 43.38 1.006 272 18.32 1.606
320 90.96 1.008 285 31.54 1.382
1280 393.2 1.002 307 103.01 1.128

Table 3.2: Themost probable value∆p and the full width at half maximumw of the straggling function for different

silicon thicknessx, with incident particles ofβγ > 500. The values of∆p/x and the ratio of∆p (rp) andw (rw)
calculated with the Bethe-Fanomodel and the Landaumodel are also provided. Table adapted from Tables 5 & 6 in

Reference [63].
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ence [16], ⟨dE/dx⟩ is pulled to large values by rare tail events and is not a useful experimental quan-

tity, particularly when there are only a handful of measurements per particle. Figure 3.8 shows the

position of the mean energy loss per unit path length overlaid on the various straggling functions for

silicon sensors of different thicknesses. ⟨dE/dx⟩ is⪆ 40% larger than∆p.

A consequence of choosing∆p/x as the dE/dx estimator is that while <dE/dx> is indepen-

dent of sensor thickness,∆p/x is dependent on sensor thickness. The effect of this is later discussed

in Chapter 6.12 33. Passage of Particles Through Matter
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Figure 33.8: Straggling functions in silicon for 500 MeV pions, normalized to unity at the most
probable value ∆p/x. The width w is the full width at half maximum.

Eq. (33.5), is thus ill-defined experimentally and is not useful for describing energy loss by single

particles.§ It rises as ln “ because Wmax increases as “ at high energies. The most probable energy

loss should be used.

A practical example: For muons traversing 0.25 inches (0.64 cm) of PVT (polyvinyltolulene)
based plastic scintillator, the ratio of the most probable E loss rate to the mean loss rate via the
Bethe equation is [0.69, 0.57, 0.49, 0.42, 0.38] for Tµ = [0.01, 0.1, 1, 10, 100] GeV. Radiative losses
add less than 0.5% to the total mean energy deposit at 10 GeV, but add 7% at 100 GeV. The
most probable E loss rate rises slightly beyond the minimum ionization energy, then is essentially
constant.

The Landau distribution fails to describe energy loss in thin absorbers such as gas TPC cells [1]
and Si detectors [30], as can be seen e.g. in Fig. 1 of Ref. [1] for an argon-filled TPC cell. Also
see Talman [31]. While ∆p/x may be calculated adequately with Eq. (33.12), the distributions are
significantly wider than the Landau width w = 4› Ref. [30], Fig. 15. Examples for 500 MeV pions
incident on thin silicon detectors are shown in Fig. 33.8. For very thick absorbers the distribution
is less skewed but never approaches a Gaussian.

The most probable energy loss, scaled to the mean loss at minimum ionization, is shown in
Fig. 33.9 for several silicon detector thicknesses.
33.2.10 Energy loss in mixtures and compounds

A mixture or compound can be thought of as made up of thin layers of pure elements in the
right proportion (Bragg additivity). In this case,

=
dE

dx

>
=

ÿ
wj

=
dE

dx

>

j
, (33.14)

§It does find application in dosimetry, where only bulk deposit is relevant.
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Figure 3.8: The straggling function f(∆, x) for silicon for various thicknesses. The functions are normalized to equal 1
at themost probable value. Themean energy loss per unit path length is independent of thickness and lies in the tail of

the distribution. Themost probable value per unit path length,∆p/x, shows a clear dependence on thickness [16].

Another consequence of choosing∆p/x as the dE/dx estimator is that the experimentally mea-

sured dE/dxwill plateau at large βγ. ∆p/x plateaus for βγ ⪆ 10, while ⟨dE/dx⟩ continues to
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rise, as shown in Figure 3.3. This minimizes the correlation between dE/dx and momentum at high

βγ values.

3.1 Summary

The mean energy loss of a charged particle moving through material is described by the Bethe-Bloch

formula in Equation 3.1. The first term of the equation was derived classically by Bohr [43], and

since then there has been a long history of corrections. The straggling function, or probability distri-

bution function of a single energy loss measurement as opposed to the mean loss, was first derived

by Landau [54] and later modified to more accurately describe experimental data. Modern strag-

gling function models include the Bethe-Fano model and the photo-absorption ionization model

(also called the Fermi-Virtual-Photon model) [50, 56, 62]. These deviate from the original Landau

model when the material traversed is relatively thin.
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4
The LHC and the ATLAS Experiment

The Large Hadron Collider, located on the border of Switzerland and France, is the highest energy

particle collider ever built. Protons are collided at a center-of-mass energy of 13 TeVto probe physics

at the smallest distance scales. There are four major experiments situated at various points along the

LHC ring which examine the particles that come out of these high energy collisions. The data de-

scribed in this thesis is collected one such experiment, the A Toroidal LHC Apparatus experiment.
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ATLAS is one of two general-purpose detectors, consisting of subsystems built to measure elec-

trons, photons, hadrons, and muons originating from LHC proton-proton collisions. Many design

aspects of the detector were optimized to look for the Higgs boson, which was discovered in 2012 by

both ATLAS and the CMS, the other general-purpose detector [9, 10]. A Higgs boson produced the

LHC collisions will decay before reaching the beampipe. ATLAS was designed to precisely measure

the Standard Model decay products of the Higgs boson in order to reconstruct the Higgs mass peak.

ATLAS is not optimized for a direct detection search for heavy new particles using dE/dx. The

small number of measurements available for the dE/dxmeasurement of each particle, as well as the

limited dE/dx resolution, is evidence of this. Despite this fact, ATLAS remains a powerful tool for

the analysis described by this thesis, in part due to its excellent momentum resolution and its ability

to identify Standard Model processes.

4.1 The Large Hadron Collider

The CERN accelerator complex accelerates two counter rotating proton beams up to a center-of-

mass energy of 13 TeV using a series of increasingly powerful machines. Protons are sourced from

a small bottle of hydrogen gas and accelerated to 50 MeV by a linear accelerator (Linac 2). These

protons are then injected into the Proton Synchrotron Booster (PSB), where they are accelerated to

1.4 GeV, and then passed to the larger Proton Synchrotron (PS). By the time they reach the Super

Proton Synchrotron (SPS), the protons have an energy of 25 GeV, and the SPS accelerates them to

450 GeV. The final accelerator, the LHC, accelerates the two proton beams each to 6.5 TeV [64].
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In addition to accelerating protons, the accelerator complex can 
also accelerate lead ions.

Lead ions are produced from a highly purified lead sample heat-
ed to a temperature of about 800°C. The lead vapour is ionized 
by an electron current. Many different charge states are pro-
duced with a maximum around Pb29+. These ions are selected 
and accelerated to 4.2 MeV/u (energy per nucleon) before pass-
ing through a carbon foil, which strips most of them to Pb54+. 
The Pb54+ beam is accumulated, then accelerated to 72 MeV/u 
in the Low Energy Ion Ring (LEIR), which transfers them to the 
PS. The PS accelerates the beam to 5.9 GeV/u and sends it to the 
SPS after first passing it through a second foil where it is fully 
stripped to Pb82+. The SPS accelerates it to 177 GeV/u then sends 
it to the LHC, which accelerates it to 2.56 TeV/u.
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The CERN accelerator complex

The accelerator complex at CERN is a succession of machines with 
increasingly higher energies. Each machine injects the beam into 
the next one, which takes over to bring the beam to an even higher 
energy, and so on. In the LHC—the last element of this chain—
each particle beam is accelerated up to the record energy of 6.5 TeV. 
In addition, most of the other accelerators in the chain have their 
own experimental halls, where their beams are used for experiments 
at lower energies.

The brief story of a proton accelerated through the accelerator 
complex at CERN is as follows:

} Hydrogen atoms are taken from a bottle containing hydrogen. 
We get protons by stripping electrons from hydrogen atoms.

} Protons are injected into the PS Booster (PSB) at an energy of 
50 MeV from Linac2.

}  The booster accelerates them to 1.4 GeV. The beam is then 
fed to the Proton Synchrotron (PS) where it is accelerated to 
25 GeV.

 }  Protons are then sent to the Super Proton Synchrotron (SPS) 
where they are accelerated to 450 GeV. 

}  They are finally transferred to the LHC (both in a clockwise 
and an anticlockwise direction) where they are accelerated for 
20 minutes to 6.5 TeV. Beams circulate for many hours inside 
the LHC beam pipes under normal operating conditions. 

Protons arrive at the LHC in bunches, which are prepared in the 
smaller machines.

LHC the guide

Figure 4.1: The CERN accelerator complex [64].

There are numerous challenges associated with accelerating particles to such high energies. Ar-

guably the most difficult aspects of reaching TeV-scale energies are governed by the classical equa-

tion which arises from equating the centripetal force with the magnetic force felt by a particle of

charge q traveling with velocity v in the magnetic fieldB:

p = q r B, (4.1)

where p is the particle momentum and r is the orbit radius. From this relation it can be seen that to

keep the particles in their circular orbit as they are being accelerated, either a strong magnetic field or

a very large orbit is required.

To keep down the cost and complexity of building a large accelerator, superconducting dipole
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magnets with∼8 Tesla fields are used to bend the protons as they circulate in the LHC. There

are 1232 dipoles situated along the ring, with an additional 392 quadrupoles to focus the proton

beams [64]. With 8 Tesla magnets, the LHC needs to have a radius of about 3 km to keep the highly

energetic protons in orbit. The protons are accelerated using eight radiofrequency cavities per beam

which accelerate the protons with synchronized oscillating electromagnetic fields [64]. A full de-

scription of the technical design of the LHC can be found in [65].

An important aspect of the LHC design is that the proton beam is not a continuous beam of

protons but a series of bunches resulting from the acceleration in the radiofrequency cavities. A

single bunch contains∼ 1011 protons [64]. These bunches are collided at a frequency of 40 MHz

and often result in more than one proton-proton collision per event, where an event is defined as

an instance of the two proton bunches crossing. Any collisions in the event which are not the most

energetic inelastic collision are referred to as pile-up.

The most recent data-taking period of the LHC, referred to as Run-2, was from 2015-2018. The

dataset collected by ATLAS during this run is used in this thesis.

4.2 Overview of ATLAS

The ATLAS experiment is a cylindrical detector centered around the interaction point, or the point

where the accelerated protons collide. The detector layout follows that of other general-purpose de-

tectors; the innermost layers make up the tracking subsystem, which is surrounded by an electromag-

netic and hadronic calorimeter. A solenoidal magnet lays inside the calorimeters to bend charged
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particles traversing the inner tracking subsystem. A muon spectrometer sits on the outskirts, pro-

viding another momentum measurement for muons with the bending power of a separate toroidal

magnet system. An illustration of the ATLAS detector is shown in Figure 4.2.

Figure 4.2: The ATLAS detector and its subsystems [66].

The coordinate system used by ATLAS is defined with the beam axis as the z-axis and is shown

in Figure 4.3. The polar angle θ is measured with respect to the z-axis, as is the azimuthal angle ϕ.

The cartesian coordinates x and y are defined such that+y points towards the sky and+x points

towards the LHC ring center [67]. r is defined as r =
√
x2 + y2. The x − y plane at z = 0

splits the ATLAS detector in two parts: the C-side and the A-side. The A-side is the side closer to the

airport in Geneva, Switzerland.

In a proton-proton collider, the momentum fraction that each parton in a proton carries is not

known. As a result, we use transverse variables. The pseudorapidity η, which is defined as η =

−ln tan θ
2 , is often used in place of θ. Pseudorapidity is the massless approximation of rapidity, or
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y = 1
2 ln

E+pz
E−pz

, which has the useful property that differences in rapidity∆y are Lorentz invariant

under boosts along z. η = 0 is equivalent to θ = 90◦, and η = ∞ is equivalent to θ = 0.

Figure 4.3: The ATLAS coordinate system.

The detector is subdivided into the barrel and endcap detectors. The barrel detector measures

tracks at small values of η (typically up to |η| ∼ 1-1.8 although this number varies depending on the

subsystem). The endcap detector measures forward tracks at large values of η (typically from |η| ∼

1-1.8 to 2.5-3.2). The calorimeter system also has a forward section which spans 3.1< |η| < 4.9.

4.3 Inner Detector

The Inner Detector (ID), which is the innermost tracking system, consists of three subsystems: the

pixel detector, the Semiconductor Tracker (SCT), and the Transition Radiation Tracker (TRT). A

slice of the ID is shown in Figure 4.4. The pixel detector is the closest to the interaction point and
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spans r = 33.25 to 122.5 mm. It is composed of small pixels (O(100µm)) to resolve the many tracks

coming from the interaction point. The next detector, the SCT, spans r = 299 to 514 mm and is

composed of detector layers covered in silicon strips, while the final detector, the TRT, is a tracker

composed of straw tubes.

Figure 1: Sketch of the ATLAS inner detector showing all its components, including the new insertable B-layer
(IBL). The distances to the interaction point are also shown.

3

Figure 4.4: A cross-section of the ID [68, 69].

4.3.1 Pixel Detector

The working principle of the pixel detector is like that of most tracking technologies. A charged par-

ticle traversing the active material, or sensor, will ionize the material and produce, for a minimum

ionizing particle, about 80 primary electron-hole pairs per micron of silicon traversed. A voltage is
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applied to the sensor, causing the electrons and holes to drift and induce a signal on the pixel elec-

trode. The induced current is processed with front-end electronic circuitry, which typically amplifies

and shapes the signal before extracting a measurement of the time and charge of the signal.

The pixel detector is arranged in four layers, where each layer provides a precision three-

dimensional measurement of the particle trajectory. The innermost layer is called the Insertable

B-Layer (IBL) and was inserted between the first and second runs of the LHC. The IBL has a

distinct design and is discussed in Section 4.3.1. The three other pixel layers were installed before the

first run and have a shared design. These layers, in increasing radius, are referred to as the B-Layer,

Layer-1, and Layer-2 as shown in Figure 4.6.

Original Pixel Layers

The basic detector unit of each pixel layer is called amodule, shown in Figure 4.5. A module consists

of the aforementioned sensor (the active material), front-end electronics to read out the sensor sig-

nals, and a flex-hybrid board for signal routing and control. Each sensor is made of 250 µm-thick

n+-in-n type silicon. For each module, the sensor is bump-bonded to and read out by 16 front-end

chips. The front-end chip (FE-I3) contains 2880 pixel cells, each with a charge preamplifier and

discriminator [70].

To provide a precise spatial measurement, a single pixel spans only 50 µm in r−ϕ and 400 µm in

r, z (with a few exceptions). The Time Over Threshold (ToT) of the signal in each pixel is measured

and recorded in increments of a 40 MHz clock. The ToT is measured with a range of 8 bits; if the

ToT exceeds this range, no information is recorded [71]. The ToT is then converted to a charge value
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Figure 23. The elements of a pixel barrel module. Most of the thermal management tile (TMT) on to which
the module is glued is suppressed.

• sixteen front end electronics chips (FE) each containing 2880 pixel cells with amplifying
circuitry, connected to the sensor by means of fine-pitch bump bonding (see section 6.2);

• a fine-pitch, double-sided, flexible printed circuit (referred to as a flex-hybrid) with a thick-
ness of about 100 µm to route signals and power;

• a module control chip (MCC) situated on the flex-hybrid;

• for the barrel modules, another flexible foil, called a pigtail, that provides the connection
to electrical services via a microcable, whereas for the disk modules, the microcables were
attached without the pigtail connection [4].

The concept of the ATLAS hybrid pixel module is illustrated in figure 23. Sixteen front-
end chips are connected to the sensor by means of bump bonding and flip-chip technology. Each
chip covers an area of 0.74× 1.09cm2 and has been thinned before the flip-chip process to 195±
10 µm thickness by wafer-back-side grinding. A sizeable fraction (≈ 25%) of the front-end chip is
dedicated to the End-of-Column (EoC) logic. Once bonded, most of the EoC logic extends beyond
the sensor area. Wire bonding pads at the output of the EoC logic are thus accessible to connect
each front-end chip to the flex-hybrid by means of aluminum-wire wedge bonding. Copper traces
on the flex-hybrid route the signals to the MCC. The MCC receives and transmits digital data
out of the modules. The flex-hybrid is also used to distribute decoupled, low-voltages to all the
chips. The traces are dimensioned such that the voltage drop variation is limited to ≈ 50mV in
order to keep all the chips in the same operating range. The back-side of the flex-hybrid must be

– 40 –

Figure 4.5: The components of a barrel pixel module are shown. Themodule consists of a sensor sandwiched in be-

tween a flex-hybrid board and 16 front-end electronic chips. The front-end chips are bump-bonded to the sensor. The

flex-hybrid board provides low voltage to the front-end chips [70].
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used in the dE/dxmeasurement, as discussed in Chapter 6.

Each pixel layer in the barrel is divided into two carbon-fiber half-shell structures, which each

support a set of staves. A stave is defined as a mechanical support for a set of 13 modules. Each pixel

layer in the end-cap is divided into eight disk sectors, which serve a similar purpose to the staves. A

disk sector supports six modules [70].

The number of pixels across the three layers sum to be approximately 67 million electronic chan-

nels in the barrel detector and 13 million electronic chanels in the endcap detector. The active area is

around 1.73 m2, with coverage up to |η|=2.5 [70]. The pixel spatial resolution is∼10 µm in r − ϕ

and∼115 µm in r, z [67].
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Figure 1. The ATLAS Inner Detector.

Figure 2. A schematic view of the active region of the pixel detector consisting of barrel and endcap layers.

The active region of the pixel detector is shown in a schematic view in figure 2. The active part
of the pixel system consists of three barrel layers-Layer 0 (so-called b-layer), Layer 1 and Layer
2-and two identical endcap regions, each with three disk layers.

The basic building block of the active part of the pixel detector is a module (section 6) that is
composed of silicon sensors (section 5), front-end electronics and flex-hybrids with control circuits
(section 4). All modules are functionally identical at the sensor/integrated circuit level, but differ
somewhat in the interconnection schemes for barrel modules and disk modules. The nominal pixel
size is 50 microns in the φ direction and 400 microns in z (barrel region, along the beam axis) or
r (disk region). A few special pixels in the region between integrated circuits on a module have
larger dimensions — see sections 5 and 6. There are 46,080 pixel electronics channels in a module.

– 5 –

Figure 4.6: The pixel detector consists of three barrel layers and three end-cap layers capping each side [70].
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Insertable B-Layer

The innermost layer of the ID at r = 33.25 mm was inserted before the start of the second LHC run,

coinciding with the installation of a new beam-pipe. This layer, called the IBL, added a fourth track-

ing measurement and another charge measurement to the already existing pixel layers used in the

dE/dxmeasurement per track. The IBL is composed of 14 staves which each contain 20 modules

(see Figures 4.7 and 4.8). The length of the active area of a stave is about 6 cm in z.

Figure 4.7: The IBL layout in the r − ϕ plane is shown. The 14 staves overlap inϕ and are sandwiched by the inner

positioning tube (IPT) and the inner support tube (IST). A close-up of a portion of a stave shows the detector compo-

nents [72].

Unlike the other three pixel layers, the IBL has two sensor technologies: planar and 3D. The IBL

planar sensors are an improved version of the sensors on the non-IBL layers with a larger fraction

of active sensor area. The 3D sensors are made of a special radiation-hard technology and are used

only at large η from∼2.7-3. This technology incorporates the use of columnar electrodes which lay
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perpendicular to the surface of the sensor. This geometry causes the ionized electrons and holes to

drift parallel to the surface and reduces the drift time and depletion voltage [72].

Planar modules have planar-type sensors (200 µm-thick) bump-bonded to two front-end chips

per module. 3D modules have 3D sensors (230 µm-thick) bump-bonded to one front-end chip per

module. Both types of modules have a flex-hybrid board and are read out with an updated version

of the FE-I3 chip, FE-I4. Each FE-I4 chip contains 26,880 50 µm× 250 µm pixels and with a ToT

resolution of 4 bits [72].

The IBL spans 0.15 m2 of active area with over 12 million electronic channels, with coverage up to

|η| = 3 [72].

Side%C%
Side%A%

Stave%Flex%C%

Stave%Flex%A%

Intermediate%Flex%

Type%1%Services%

Figure 2: Longitudinal view of the IBL detector and its services. The insert shows an enlarged 3-dimensional view
of the detector with its modules arranged cylindrically around the beam pipe.
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Figure 3: IBL detector layout: (a) Longitudinal layout of planar and 3D modules on a stave. (b) An r � � section
showing the beam pipe, the inner positioning tube (IPT), the staves of the IBL detector and the inner support tube
(IST), as viewed from the C-side. (c) An expanded r � � view of the corner of a 3D module fixed to the stave.
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Figure 4.8: The position of planar and 3D sensors along the z-axis in the IBL for a single stave [72].

4.3.2 Semiconductor Tracker

The SCT consists of 4 layers in the barrel and 18 disks in the endcap, 9 per side. It has rougly 6 mil-

lion channels and provides coverage up to |η|=2.5 [73].

An SCT module is composed of silicon sensors covered by readout strips with 80 µm pitch. In

the barrel, modules are composed of two connected sensors on each side. Each pair of connected sen-
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sors is composed of 768 strips. The strips on each side are offset by an angle of 40 mrad to provide a

measurement of both the precision and non-precision coordinate. In the endcap, modules also have

two connected sensors on each side, with the exception of the innermost rings which have one per

side. In both the barrel and endcap, sensors are made of 285 µm-thick p-in-n type technology and

are capacitively coupled to the readout strips [73].

Each sensor is read out by 6 front-end ABCD chips as shown in Figure 4.9. An ABCD chip has 128

channels which output binary signals [73]. The SCT provides four three-dimensional measure-

ments for a particle traversing the detector, where each measurement requires two hits from each

layer.

  4 
Barrel 
Sensors 

 

 

 

 

 

 
ABCD3TA ASICs 
mounted on a hybrid 

 
 
 
 
 
Fig. 2: Left: Layout of the 4 sensors (2 on the upper surface, 2 on the lower surface, with 40 mrad stereo rotation) in the SCT barrel module.  
The readout ASICs are mounted on a hybrid [5], bridged over the sensors.  Right: Modules mounted on the outermost of the 4 barrel 
structures of the ATLAS SCT. 
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Fig. 3:  Three distinct types of endcap module, showing the layout of the five different wedge-geometries of the endcap sensors [6].  There 
are two back-to-back layers, rotated by 40 mrad.  Left: outer module; Centre: middle module; Right: inner module.  The readout ASICs are 
mounted on hybrids [6] at the ends of the modules.  On one disk the middle modules contain only W22 sensors, which is sufficient for the 
required geometrical coverage [6].  The names given to the 5 sensor shapes (W12, W21, W22, W31, W32) are superimposed in white. 
 
 

 
(a) (b) 

 
Fig. 4: One of the endcap disks with modules mounted: (a) front side of disk, with inner and outer modules mounted, (b) rear side of disk, 
with middle modules mounted. 

Figure 4.9: A picture of an SCT barrel module. Two layers of sensors are visible, where the bottom layer is tilted at a

slight angle with respect to the top layer. Six ABCD readout chips aremounted over the right sensor [74].

The SCT in principle has some limited ability to probe dE/dx in a similar manner to the pixel
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detector. The binary output, which indicates whether or not a signal was above a set threshold, is

recorded for three ticks of the LHC bunch cross clock (25 ns) [73]. However, the 4 and 8-bit ToT

measurements in the pixel detector have much better precision.

4.3.3 Transition Radiation Tracker

The TRT is composed of straw tubes made of kapton and carbon fiber with 31 µm diameter gold

plated tungsten wire strung in the middle. Each tube is 4 mm in diameter and has a bias voltage

of -1530 V applied to the walls. There are 52,544 straws in the barrel and 245,760 straws in the end-

cap regions which cover up to |η| = 2.0. Each straw is a drift chamber and is filled with 70% argon

or xenon, 27% CO2, and 3% O2. Xenon was used in the first LHC run but replaced with argon in

some regions with significant gas leaks for the second run. The straws are surrounded by a sea of

polypropylene and polyethylene fibers, which serve as the radiator material [75].

Similar to the working principle in the silicon detectors, charged particles ionize the gas within

the straw tubes to produce 5 or 6 primary electron-ion pairs. These electrons and ions drift due to

an applied electric field. However, the electric field of the drift tube is stronger near the tungsten

wire, so the electrons initiate an avalanche of ionization as they approach the wire. The straw tubes

have a gas gain, defined as the charge multiplication factor due to the avalanche process, of about

2.5× 104 [75].

In addition to the ionization signal, transition radiation is emitted as charged particles move

across the boundary of the radiator material. Transition radiation can be understood qualitatively

by considering the electric fields in the two different materials as a charged particle moves through.
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They are necessarily different due to differing material properties, and Jackson describes how the

differences resolve themselves at the boundary: “...the fields must reorganize themselves as the parti-

cle approaches and passes through the interface. In this process of reorganization some pieces of the

field are shaken off as transition radiation” [45].

The probability of producing transition radiation depends on the Lorentz γ of the charged parti-

cle. As charged particles move through the different media in the TRT, emitted transition radiation

photons which can be used to distinguish electrons from other particles with smaller γ.

In the barrel, the straws are parallel to the z-axis, while in the endcap the straws are perpendicular

to the z-axis and are radially pointing. The straw signals, which have a transition radiation contribu-

tion and an primary ionization contribution, are compared against low and high thresholds. The

Low Level (LL) threshold crossing time is used to reconstruct the drift circle of the charged parti-

cle, while the High Level (HL) threshold tags electrons which produce large amounts of transition

radiation.

To determine the drift circle of the incoming particle, the drift time is measured as the time be-

tween the LHC bunch cross clock and the leading edge of the signal above the LL threshold, cor-

rected by shifts due to signal propagation delay, time walk, and the particle time of flight. The

drift time can then be converted to a drift radius with a calibrated r-t relation like that shown in

Figure 4.10.

The straw r − ϕ spatial resolution is∼130 µm [67]. Due to the high pile-up conditions and

the high rate conditions of Run 2, the occupancy of the TRT detector can be as high as∼90% (see

Figure 4.11), resulting in significant efficiency losses. However, the TRT provides a large number of
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Figure 4.10: An example of the r-t relation for the TRT endcap detectors for tracks with pT> 2GeV,≥ 1 silicon hit

and≥ 10 TRT hits [76].

measurements (∼30) to the track momentum measurement [75]. More details about the TRT can

be found in [75].

4.4 Magnetic Field

The ATLAS magnet system consists of four superconducting magnets: a solenoid, a barrel toroid,

and two endcap toroids. The magnetic field strength, along with the spatial resolution of the track-

ing detectors, determine the ability of ATLAS to measure the momenta of charged particles.

The solenoid sits outside of the ID and bends charged particles in ϕ as they pass through the ID.

The toroids sit within the Muon Spectrometer (MS) bend charged particles which make it to the

muon system in η.

The radial and axial magnetic field components in the ID are shown in Figure 4.12. The axial

magnetic field is∼ 2 Tesla at z = 0 and decreases at the end of the longitudinal boundary of the
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Figure 4.11: The TRT hit occupancy for various straw layers in the barrel, simulated at average pile-up ⟨µ⟩ = 29 and
⟨µ⟩ = 40. The points with a validity gate applied are calculated with a restricted timewindow of acceptance (28.125

ns) with respect to the 75 ns readout window. The restricted timewindow is used to filter hits during reconstruction.

Note that the first 9 layers contain shorter straws and therefore have reduced occupancy [76].

solenoid [67].

The magnetic fields in the muon subsystem vary substantially as a function of detector region:

the strength in the barrel toroid ranges from 0.15 to 2.5 Tesla, while the strength in the endcap

toroids ranges from 0.2 to 3.5 Tesla [67]. Figure 4.13 shows the variation in the bending power as

a function of ϕ and η for the muon momentum measurement. The relevant quantity plotted is the

toroidal magnetic field integrated over the path length traversed by an infinite momentum muon

through the Monitored Drift Tube (MDT) chambers.
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Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |h | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles f = 0 (red) and f = p/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |h | and f ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |DB|⇠ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in h�f space.
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(a) Field map
(b) Solenoid layout

Figure 4.12: The (a) radial and axial magnetic field components of the field in the ID [67], shown for various values of

rwithin the solenoidal magnetic field. (b) is a cartoon of the solenoid with the colored points corresponding to the r
values in (a).

2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
3

z (m)
-3 -2 -1 0 1 2 3

Fi
el

d 
(T

es
la

)

-0.5

0

0.5

1

1.5

2

Bz at R=1.058 m
Br at R=1.058 m
Bz at R=0.538 m
Br at R=0.538 m
Bz at R=0.118 m
Br at R=0.118 m

|η|
0 0.5 1 1.5 2 2.5

 m
)

⋅
B 

dl
   

  (
T 

∫

-2

0

2

4

6

8

Barrel region region
End-cap

Tr
an

si
tio

n 
re

gi
on

=0φ 

/8π=φ 

Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |h | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles f = 0 (red) and f = p/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |h | and f ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |DB|⇠ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in h�f space.

– 31 –

Figure 4.13: The predicted bending power varies as a function of |η| andϕ. The bending power is themagnetic field
integrated across the path length an infinite momentummuon traverses through theMDT chambers [67].

57



A
T

L
-T

IL
E

C
A

L
-P

R
O

C
-2

0
1
5
-0

0
2

2
7

M
a
r
c
h

2
0
1
5

 

The ATLAS Tile Calorimeter 
A. Henriques, CERN, on behalf of the ATLAS Collaboration 

 Abstract- TileCal is the Hadronic calorimeter covering the 
most central region of the ATLAS experiment at the LHC. 
It uses iron plates as absorber and plastic scintillating tiles 
as the active material. Scintillation light produced in the 
tiles is transmitted by wavelength shifting fibres to 
photomultiplier tubes (PMTs). The resulting electronic 
signals from the approximately 10000 PMTs are measured 
and digitised every 25 ns before being transferred to off-
detector data-acquisition systems. This contribution will 
review in a first part the performances of the calorimeter 
during run 1, obtained from calibration data, and 
from studies of the response of particles from collisions. In 
a second part it will present the solutions being 
investigated for the ongoing and future upgrades of the 
calorimeter electronics. 

I. INTRODUCTION 
 ATLAS is one the 2 multi-purpose experiments at the Large 
Hadron Collider (LHC) at CERN and has collected 
approximately 26 fb-1 of pp collisions in the period 2009-2012 
with a center of mass energy 2.5, 7 and 8 TeV [1]. In 2013-
2014 a long shutdown took place for a massive consolidation 
of LHC allowing to increase it’s center of mass energy to 13 
TeV. The first collisions with 25 ns bunch crossing are 
planned for summer 2015. During this long shutdown 
important consolidations were done in the ATLAS detector. 

 

Fig. 1. A cut-away view of the ATLAS calorimeters. The Tile Calorimeter 
consists of one central barrel and two extended barrels. 

 Calorimeters represent an important component of the 
ATLAS detector, see Fig. 1. The electromagnetic (em) 
lead/liquid argon (LAr) calorimeter followed by the hadronic 
Tile calorimeter (Tilecal) cover the central region of the 
ATLAS detector up to a pseudorapidity1 of |η| < 1.7, other 

 
 
1 Pseudorapidity η is defined as η = − ln tan(θ/2), where θ is the polar angle 

measured from the beam axis. The azimuthal angle φ is measured around the 

LAr based calorimeters span across the forward regions, up to 
|η| < 4.9. Together with the em calorimeter, TileCal provides 
precise measurement of hadrons, jets, taus and missing 
transverse energy (ET

miss ) with a jet resolution σ/E ~ 50%/√E 
[GeV] ⊕ 3%, response linearity within ~ 1% up to few TeV 
energies and good ET

miss.  
 TileCal has a fixed central barrel (LB), and two moveable 
extended barrels (EB). Each cylinder is composed of 64 
modules, each covering the azimuthal φ angle of 2π/64 = 0.1.  
It is made of alternating layers of iron plates and scintillating 
tiles. The scintillating tiles are placed in the plane 
perpendicular to the colliding beams and are radially staggered 
in depth, as illustrated in Fig. 2 [2]. The scintillating tiles are 
read-out by wave-length shifting (WLS) fibers on both sides 
of each module. These fibers deliver the light to photo-
multipliers (PMTs) located in the outer radius iron structure 
that also houses the front-end electronics. Each cell is readout 
by 2 PMTs. The innovative tiles orientation of Tilecal, parallel 
to the incoming particles at η=0, allow the WLS fibres to run 
straight to the outer radius, allowing for a good calorimeter 
hermeticity and easy tiles-fibres coupling. The tiles, made by 
injection molding, are 3 mm thick and the ratio of iron to 
scintillator is 4.7 to 1, allowing for a good sampling frequency 
and a compact calorimeter with and effective nuclear 
interaction length λ = 20.7cm.  

 

Fig. 2. Schematic showing the mechanical assembly and the optical readout of 
the Tile Calorimeter, corresponding to a φ wedge. The various components of 
the optical readout, namely the tiles, the fibres and the photomultipliers, are 
shown. The trapezoidal scintillating tiles are oriented perpendicular to the 
colliding beam axis and are read out by fibres coupled to their non-parallel 
sides. 
 

                                                                                                          
beam axis, with positive (negative) values corresponding to the top (bottom) 
part of the detector. 

Figure 4.14: An illustration of the ATLAS calorimeters which are situated around the ID system [78].

4.5 Calorimeter System

ATLAS has both an Electromagnetic (EM) calorimeter and a hadronic calorimeter to measure par-

ticle energies. The calorimeter system is divided into a barrel system and an endcap system, with an

additional forward region from 3.1< |η| < 4.9 [77]. In the barrel, the EM calorimeter is a sampling

calorimeter with lead absorber plates and Liquid Argon (LAr) as the active material. The hadronic

calorimeter, or Tile Calorimeter (TileCal), is also a sampling calorimeter but instead composed of

steel absorber plates and scintillating tiles as the active material [78]. A LAr-based hadronic system is

also used in the endcap region with copper absorbers [77]. The spatial division of the calorimeters is

shown in Figure 4.14.

The TileCal, composed of a central barrel region and two extended barrel regions, extends up to

|η| = 1.7. It is 7.4 nuclear interaction lengths (λ) thick. Alternating steel plates and scintillating tiles

make up the bulk of the three-layer calorimeter. After the primary particle showers in the absorber
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 Abstract- TileCal is the Hadronic calorimeter covering the 
most central region of the ATLAS experiment at the LHC. 
It uses iron plates as absorber and plastic scintillating tiles 
as the active material. Scintillation light produced in the 
tiles is transmitted by wavelength shifting fibres to 
photomultiplier tubes (PMTs). The resulting electronic 
signals from the approximately 10000 PMTs are measured 
and digitised every 25 ns before being transferred to off-
detector data-acquisition systems. This contribution will 
review in a first part the performances of the calorimeter 
during run 1, obtained from calibration data, and 
from studies of the response of particles from collisions. In 
a second part it will present the solutions being 
investigated for the ongoing and future upgrades of the 
calorimeter electronics. 
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straight to the outer radius, allowing for a good calorimeter 
hermeticity and easy tiles-fibres coupling. The tiles, made by 
injection molding, are 3 mm thick and the ratio of iron to 
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Fig. 2. Schematic showing the mechanical assembly and the optical readout of 
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beam axis, with positive (negative) values corresponding to the top (bottom) 
part of the detector. 

Figure 4.15: Awedge of the TileCal contains steel and scintillating tile components which are oriented parallel to

incoming particles at η = 0. Awavelength-shifting fiber guides the scintillation light to PMTs [78].

and produces secondary particles, as those secondary particles traverse the scintillator, the resulting

scintillating light is shifted and guided to a Photomultiplier Tube (PMT) with a wavelength shifting

fiber. The PMTtransforms the light signal into an amplified electrical signal.

A slice of the TileCal is shown in Figure 4.15. The basic cell of the TileCal covers∆η × ∆ϕ =

(0.1− 0.2) × π/32 in the transverse plane.

The rest of the calorimeter system, which includes the presampler, the EM calorimeter, sections

of the hadronic calorimeter, and the forward calorimeter, are LAr-based. A LAr and lead-based

system serves as the EM calorimeter in the barrel and endcap, covering up to |η| = 3.2. Lead plates

are arranged in an accordion geometry filled with LAr as the active material. The accordion shape

and detailed structure of a barrel slice are shown in Figure 4.16. Particles traversing the detector will
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(EMB)

Fig. 2. The ATLAS LAr calorimeter system [1].

wheel (OW) covering the region 1.375 < |η| < 2.5 and the
inner wheel (IW) covering the region 2.5 < |η| < 3.2.
The hadronic calorimetry provided by the tile calorime-

ter is complemented by two parallel-plate copper/LAr
hadronic endcap (HEC) calorimeters [4] that cover the re-
gion 1.5 < |η| < 3.2. Each HEC consists of two independent
wheels which combined provide 4 longitudinal calorimeter
layers.
Finally, the forward calorimeters (FCal) [5] provide cov-

erage over 3.1 < |η| < 4.9. In order to withstand the high
particle fluxes in this region, they are based on a novel design
that uses cylindrical electrodes consisting of rods positioned
concentrically inside tubes parallel to the beam axis, supported
by a metal matrix. Very narrow LAr gaps have been chosen
to avoid ion buildup at high rates and the gap is kept constant
with a winding fiber wrapped around the rods. Three cylin-
drical modules comprise the FCal, arranged sequentially; the
module closest to the IP is optimized for EM measurements
and uses mainly copper as absorber and 269 µm gaps. The
two subsequent modules are made mainly of tungsten and are
optimized for hadronic measurements with gaps of 375 and
500 µm respectively.
In total, the LAr calorimeter system comprises 8 subsystems

(EMBA, EMBC, EMECA, EMECC, HECA, HECC, FCalA
and FCalC) collectively referred to as partitions.

A. Design and Principle of Operation
The EM calorimeters comprise accordion-shaped copper-

kapton electrodes positioned between lead absorber plates
and kept in position by honeycomb spacers while the system
is immersed in LAr (Fig. 3). Incident particles shower in
the absorber material and subsequently the LAr is ionized.
Under the influence of the electric field between the grounded
absorber and powered electrode, the ions and electrons drift,
the latter inducing a triangular pulse (Fig. 4) to be collected
by the electrodes. With the purpose of redundancy, both sides
of the electrodes are powered independently which allows for
the collection of half of the signal should one side lose power.
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Fig. 3. Accordion structure of the barrel. The top figure is a view of a small
sector of the barrel calorimeter in a plane transverse to the LHC beams [6].

In the EMB, the size of the drift gap on each side of the
electrode is 2.1 mm, which corresponds to a total electron
drift time [6] of approximately 450 ns for a nominal operating
voltage of 2000 V. In the EMEC, the gap is a function of
radius and therefore the HV varies with η to provide a uniform
detector response. To facilitate installation, the absorbers and
electrodes are ganged in φ-modules. For most of the EM
calorimeter, EMB and EMEC-OW, each module has three
layers in depth with different granularities, as can be seen in
Fig. 5, while each EMEC-IW module has only two layers.
The EM calorimeter is designed so the largest fraction of
the energy is collected in the second layer while the back
layer collects only the tail of the EM shower. Using the
energy measurement and position for all cells in all layers of
the calorimeter contained in the shower, the incident particle
energy can be reconstructed and, taking advantage of the fine
segmentation of the first layer, its direction and characteristics
can be inferred. As discussed later, the fine segmentation is
extremely useful in the discrimination between photons and
jets with a leading π0 meson which primarily decays to two
photons. In addition, with its novel pointing geometry, the
calorimeter can reconstruct the direction of neutral particles,
such as photons, for which semiconductor tracking cannot be
used.
The principle of operation is similar for the HEC and

FCal, though the design details, gap size, HV and drift time
characteristics are different and vary with position.

B. Readout
The ionization signals from all the cells are led outside the

cryostats via 114 feedtroughs. Front End Boards (FEBs) [7]
housed in crates mounted directly on the feedtroughs, receive

Figure 4.16: A slice of the EMbarrel showing its accordion structure. Layers of lead absorber are sandwiched between

layers of LAr [77].

ionize the LAr and induce a signal on copper electrodes. The barrel calorimeter is divided into three

layers, while the endcap calorimeter is divided into two or three layers depending on the region. The

EM calorimeter ranges from 24 to 27 radiation lengths (X0) in depth [77, 79].

The EM calorimeter has finer segmentation than the hadronic calorimeter in the transverse plane

so that individual photon showers from neutral pion decays can be resolved. The granularity ranges

from∆η × ∆ϕ = (0.025/8− 0.1) × (π/128− π/32). A table summarizing the granularity for

each EM, hadronic, and forward calorimeter module can be found in [79].

A LAr and copper-based hadronic endcap calorimeter spans the region from 1.5< |η| < 3.2 and

has a parallel plate structure. LAr also serves as the active material for the forward calorimeter [77].
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4.6 Muon Spectrometer

Muons produced in LHC collisions often interact minimally with the detector material and there-

fore will travel through the inner detector and calorimeter system without losing significant en-

ergy. ATLAS has a spectrometer composed of four detector technologies dedicated to measuring

muons: MDT, Cathode Strip Chamber (CSC), Resistive Plate Chamber (RPC), and Thin Gap

Chamber (TGC).

Similar to the other detectors, the MS is divided into the barrel (|η| < 1.05) and the endcap (1.05

< η < 2.7). The endcap detector is composed of three wheels on each side which cap the cylindrical

detector: one small wheel and two large wheels. The CSC and TGC technologies can be found in

the endcap, while the RPC technology covers the barrel. The MDTs are located in both the barrel

and endcap regions. The layout of the detector technologies is shown in Figure 4.17.

The MDTs are the primary precision tracking technology in the barrel and cover most of the

end-cap except for a small section of the small wheel from 2.0 < |η| < 2.7, where the CSCs are used

due to their improved ability to handle high particle rates [80]. Each MDT is a drift tube composed

of a∼meter-long aluminum tube with a 3 cm diameter surrounding a 50 micron-thick gold-plated

tungsten-rhenium wire. A voltage of∼3 kV, applied to the wire, creates a strong electric field [81].

Each tube is filled with 93% argon gas and 7% CO2 and is positioned to precisely measure η.

The MDT tubes, similar to the TRT straws, are operated as drift chambers with a maximum drift

time of≈ 750 ns [81]. As ionized electrons drift towards the wire where the electric field is stronger,

an avalanche process begins to multiply the primary charge and amplify the signal, which ultimately
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Figure 4.17: The layout of theMuon Spectrometer in a cutout of the y-z plane [82].

results in a similar gas gain to the TRT of∼ 104 [80].

The CSCs are Multiwire Proportional Chamber (MWPC) detectors which can track higher rates

of particles than the MDTs without significant efficiency losses. As a result they are placed in the

highest η region of the innermost endcap wheel, where the particle rate is the largest. Each chamber

has readout strips covering both sides to provide precision measurements of η and ϕ [80].

The TGC and RPC technologies are used in the ATLAS trigger system due to their superior

time resolution. The TGC and RPC technologies have intrinsic detector-only time resolution of 4

and 1.5 ns, respectively [67]. The TGCs are MWPCs operated in saturated mode. Each individual

chamber is 2.8 mm thick with an operating voltage of≈ 3 kV and filled with 55% CO2 and 45 % n-

pentane [80]. The RPCs are parallel-plate detectors operated in avalanche mode, with plates made

of Bakelite and a gas gap of 2 mm. They are filled with a gas mixure of C2H2F4, iso-C4H10, and

SF6 [83]. Both triggering chambers provide a measurement of the non-precision coordinate ϕ [67].

Further details can be found in [80].
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5
Trigger and Object Reconstruction

After the protons have collided, there are a number of steps before the collision data can be analyzed.

Limited information about the collision event, at trigger level, is used to decide whether or not the

event is interesting enough to be recorded to disk. After the event is recorded to disk, the raw data

has to be processed in a step called reconstructionwhich constructs physically meaningful objects and

quantities from the detector output. The following sections briefly outlines triggering and recon-
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struction.

5.1 The ATLAS Trigger

The LHC collides proton bunches every 25 ns, or at a rate of 40 MHz. To filter these collisions for

interesting events, ATLAS employs a two-stage trigger system to reduce the recorded data rate from

40 MHz to approximately 1 kHz.

The first stage is called the Level-1 (L1) Trigger. This is a hardware-based filter which makes deci-

sions based on information from the MS and calorimeters with coarse granularity, and reduces the

data rate from 40 MHz to 100 kHz. Events which pass the L1 Trigger are then passed to the software-

based High Level Trigger (HLT). At the HLT, software-based objects using finer granularity infor-

mation are available to make a more refined decision about whether or not an event is interesting.

Events which pass both levels at a rate of 1 kHz are then recorded to disk. More information on the

ATLAS trigger system can be found in [84, 85].

There are numerous triggers based on various physics quantities. This thesis uses events which

pass the Missing Transverse Energy, orEmiss
T trigger. The motivation and effect of this choice is dis-

cussed in Chapter 7.

5.1.1 Emiss
T Trigger

The initial transverse momentum of the colliding protons is approximately zero. Due to momen-

tum conservation, any non-zero value ofEmiss
T is due to either detector mismeasurement or from

particles which are invisible to the detector. TheEmiss
T trigger calculates this value using calorimeter
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measurements.

Trigger-levelEmiss
T is defined asEmiss

T =
√
(Emiss

x )2 + (Emiss
y )2, with

Emiss
x = −ΣiEi sin θi cosϕi

Emiss
y = −ΣiEi sin θi sinϕi,

(5.1)

where i runs over objects that vary depending on the specific trigger algorithm and level [86]. At

L1, the sum is calculated over the collection of jet elements. A jet element is a trigger tower with a

typical granularity of∆η ×∆ϕ = 0.2× 0.2. Each trigger tower constist of smaller towers (typically

0.1 × 0.1) of calorimeter cells. Each 0.1 × 0.1 tower is required to pass an η-dependent energy

threshold to be included in the calculation. This threshold filters out noise from pile-up and is set

such that the tower has an average occupancy of∼1%. The L1Emiss
T trigger contributes∼5-10 kHz

to the total L1 trigger rate [86].

At the second level, the HLT, severalEmiss
T algorithms and thresholds were implemented over

the course of Run-2 data taking. Three algorithms will be briefly discussed here: the cell, mht, and

pufit algorithms. The trigger defined for each data taking period is shown in Table 5.1. Further

details can be found in [86].

The simplest algorithm (cell) calculatesEmiss
T as a sum over all calorimeter cells. Cells with the

absolute value of the signal-to-noise ratio (|Ei/σEi |) < 2 are excluded. Cells withEi/σEi <−5 are

also excluded.

A more refined algorithm (mht) calculatesEmiss
T using jet objects. Offline jet reconstruction is

summarized in 5.5; the HLT reconstructs jets from topo-clusters, or clusters of energy deposits, in a
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Data Period Approx. Lumi [fb−1] Trigger
2015 3.9 HLT_xe70_mht

2016 A-D3 7.0 HLT_xe90_mht_L1XE50
2016 D4-F1 6.1 HLT_xe100_mht_L1XE50
2016 F2-L 22.6 HLT_xe110_mht_L1XE50
2017 B-D5 13.8 HLT_xe110_pufit_L1XE55
2017 D6-N 33.4 HLT_xe110_pufit_L1XE50
2018 B-C5 6.8 HLT_xe110_pufit_xe70_L1XE50
2018 C5-R 54.0 HLT_xe110_pufit_xe65_L1XE50

Table 5.1: Trigger used for each data-taking period in Run-2.†

similar manner. The topo-clustering algorithm is detailed in 5.5.

Due to the large increase in the number of proton-proton collisions per event (pile-up) over the

course of Run-2, a new algorithm (pufit) was implemented to correct for the contribution of pile-

up collisions to the calorimeter energy measurements. The algorithm does a fit to topo-clusters to

estimate the contribution. Full details can be found in [86].

The efficiency of theEmiss
T trigger can be measured in data enriched inZ → µµ events. Because

muon information is ignored in the trigger-level calculation ofEmiss
T , the trigger efficiency as a func-

tion of the pT of theZ-boson is a good measure of theEmiss
T trigger performance. Figure 5.1 shows

that >∼90% ofZ → µµ events where theZ has pT > 170 GeVwill pass theEmiss
T trigger.

5.2 Inner Detector track reconstruction

5.2.1 Reconstruction procedure

The most important reconstructed objects in this thesis work are ID tracks, which represent the

trajectories of particles traversing the Inner Detector. ID tracks include hits from the pixel detector,

66



0 50 100 150 200 250 300
(Z) [GeV]

T
p

0

0.2

0.4

0.6

0.8

1

 tr
ig

ge
r 

ef
fic

ie
nc

y
m

is
s

T
E

ATLAS Preliminary
Data 2015-2018

-1=13 TeV, 139.0 fbs
 candidate eventsµµ →Z 

2015
2016
2017
2018
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the Semiconductor Tracker (SCT), and the Transition Radiation Tracker (TRT).

Pixels and strips which record a hit are clustered per layer using a connected component analysis

method [87]. This method groups pixels and strips which have neighboring corners and edges. ID

tracks are formed using either an inside-out or an outside-in algorithm which combine the pixel and

strip clusters with the TRT hits [88].

Due to the high particle density in the pixel detector, an algorithm to identify clusters which

likely came from multiple particles is run on the pixel clusters. This is further discussed in Sec-

tion 5.2.1).

Inside-out reconstruction The inside-out algorithm starts by forming track segments out

of silicon hits and then extending these segments to the TRT to form track candidates.

To begin, each cluster on a pixel detector layer (which provides three-dimensional information)

and pairs of clusters on the SCT detector layers (one from each set of offset readout strips) form

space-points. Three silicon space-points form a track seed and define a road where associated hits

from other layers can be added. A combinatorial Kalman filter is employed build track candidates

out of the seeds and associated hits [88–90].

This procedure results in multiple track candidates sharing the same clusters as well as track can-

didates with misassigned space points. To resolve situations with shared clusters, a second stage of

filtering is applied by passing the track candidates to the ambiguity solver. The order in which tracks

are passed is determined by the track score which depends on the number of holes (absences of hits

on a layer), the track fit (χ2), momentum, and the cluster measurement quality (for example, tracks
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with more pixel hits are weighted to have a better score due to the pixel detector resolution) [88, 89].

For each track candidate, the ambiguity solver then counts the clusters shared by that candidate and

any previously accepted track candidate. If that number exceeds one for that candidate or any pre-

viously accepted track, then the offending cluster is removed from the track candidate and the track

is rescored. Note that this does not include removing clusters properly identified as merged by the

neural network. Additionally clusters can be shared by no more than two tracks [89].

Finally, the track candidate is accepted if it passes the following requirements (for Loose tracks):

• pT > 500 MeV

• |η| < 2.5

• At least seven silicon (pixel + SCT) hits including any expected in disabled sensors

• At most one shared silicon module (equivalent to one hit in the pixel or two hits in the SCT
layers)

• At most two holes in the silicon layers (pixel + SCT)

• At most one hole in the pixel layers

The accepted tracks are passed to the TRT track extension step. The silicon track segments are

extrapolated into the TRT, where compatible TRT hits are added to the track. Details of the TRT

extension can be found in Reference [88].

Outside-in reconstruction The inside-out algorithm can fail for a number of reasons. For

example, tracks which originate from a secondary vertex (and therefore have a low number of silicon

hits) may be missed. To catch these tracks, an outside-in algorithm starting with the TRT hits is run

on hits which are already assigned to a track.
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TRT hits do not provide a measurement on the coordinate parallel to the detector straw axis.

Therefore, hits are projected onto the r - ϕ (r - z) plane in the TRT barrel (endcap) region. TRT

segments are then identified using a Hough transform [91]. These segments are then extrapolated to

the silicon detector so that silicon hits missed by the inside-out algorithm can be added to improve

the measurement [88, 92].
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Figure 5.2: The distribution of pixel cluster width for on-track cluster and all clusters along the (a) r − ϕ direction and

(b) r, z directions using collision data at
√
s= 900GeV. The large difference in the tail distributions with andwithout

the solenoid is likely due attributed to low-momentum particles which are deflected in the solenoidal field [93]

Identifying merged clusters The pixel cluster size in the r − ϕ and r, z directions is shown

in Figure 5.2. There are a significant fraction of clusters which contain more than one pixel. There

are several ways that energy can be deposited in multiple pixels. The simplest case is if an incident

particle has a large angle of incidence that crosses multiple pixels. The incident particle can also emit

δ-rays while traversing the silicon. These δ-rays, which are energetic electrons kicked out of the mate-

rial, can deposit energy in a neighboring pixel. The drift electrons and holes also feel a non-negligible

Lorentz force from the magnetic field. The angle that the electrons and holes drift with respect to
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the electric field direction due to the force of the magnetic field called the Lorentz angle. This can

result in induced charged across multiple pixels. Finally, due to the high particle multiplicity envi-

ronment, there is a significant rate of particles with overlapping tracks [94].

To identify which clusters originate from multiple particles, the clusters are fed through multiple

neural networks. The pixel charge measurements, the pixel sizes, the layer specifications, the esti-

mated angles of incidence ϕ and θ, and the pixel η (if there exists no track candidate) are inputs into

the neural networks. One neural network calculates the probability that a cluster originated from ei-

ther 1, 2, or 3 particles (P1,P2,P3). These probabilities are then used to classify each cluster according

to the requirements in Table 5.2.

Categorization Requirement
1 particle P2 < 0.6, P3 < 0.2
2 particles P2 > 0.6, P3 < 0.2
3 particles P3 > 0.2

Table 5.2: Requirements on the output probabilities from the neural network to identify a given cluster as originating

frommore than one particle. Values taken from [95].

The performance in simulated dijet events of the classification neural net is shown in Figure 5.3.

These requirements result in∼ 95% of 1-particle clusters being classified correctly, while∼ 80% of

2-particle clusters and∼ 95% of 3-particle clusters are classified as originating from more than one

particle [95].

A second group of neural networks then estimates where the particles crossed the pixel layer and

the corresponding uncertainties on this estimate. The performance in a sample of simulated dijet

events is shown in Figure 5.4.
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(c) 3-particle clusters

Figure 5.3: The performance of the neural network used to classify clusters is measured in a sample of simulated dijet

events. The probabilities across cluster η for (a) 1-particle clusters, (b) 2-particle clusters, and (c) 3-particle clusters to
be classified as either 1 ormultiple clusters are shown. [95]
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Figure 15: Joint distribution for the di�erence between the neural network position estimation and the true hit
position in the local x and local y directions for true 2-particles clusters in the (a) IBL, (b) barrel and (c) endcap
regions.

23

(b) 2-particle clusters

(c) 3-particle clusters

Figure 5.4: The performance of the position estimation neural networks is measured in a sample of simulated dijet

events for clusters in the pixel barrel. Thex (corresponding to r − ϕ) and y (corresponding to z) residuals for (a)
1-particle clusters, (b) 2-particle clusters, and (c) 3-particle clusters are shown. [95]
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Further details of the neural network training and performance are found in Reference [94, 95].

Reconstruction performance The efficiency of reconstructing ID tracks is shown in Fig-

ure 5.5 in simulated minimum bias events. Multiple definitions of tracks are used by ATLAS; Loose

tracks, which are used in this thesis, are defined by the requirements in Section 5.2.1. *. The efficiency

of reconstructing Loose tracks with pT > 5 GeVat η = 0 is around 90% [96].

The hit-matching technique is very robust since it exploits the relation between tracks and truth particles at
the �����4 energy deposition level and is mostly independent of the detector resolutions. A Pmatch > 0.5
is required for a primary track.

Primary charged particles are defined as charged particles with a mean lifetime ⌧ > 300 ps, either directly
produced in proton-proton interactions or from decays of directly produced particles with mean lifetime
⌧ < 30 ps. Particles produced from decays of particles with ⌧ > 30 ps are denoted secondary particles
and are excluded [15].

The tracking e�ciency ✏ trk(pT, ⌘) is then measured as a function of pT and ⌘ with the following defini-
tion:

✏ trk(pT, ⌘) =
Nmatched

rec (pT, ⌘)
Ngen(pT, ⌘)

(2)

where pT and ⌘ are truth particle properties, Nmatched
rec (pT, ⌘) is the number of reconstructed tracks matched

to truth charged particles and Ngen(pT, ⌘) is the number of truth charged particles in that (pT, ⌘) range.

The tracking e�ciency for primary tracks is shown in Figure 1 as a function of pT and ⌘ for both Loose
and Tight Primary selections, as defined in Section 3.
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Figure 1: Track reconstruction e�ciency, evaluated by using minimum bias simulated events, as a function of truth
⌘ (a) and pT (b) for Loose and Tight Primary track selections.The bands indicate the total systematic uncertainty.

The evaluated Tight Primary track reconstruction e�ciency is overall lower (up to ⇠ 10% for 1.5  |⌘ | 
2.5, ⇠ 5% for |⌘ | < 1.5 and ⇠ 5% in the full pT range) than the Loose track reconstruction e�ciency
because of the more stringent requirements, but the Tight Primary selection improves fake rejection, as
detailed in Section 5. In general, the lower track reconstruction e�ciency in the region |⌘ | > 1 is due to
the increasing amounts of material that the particles must traverse. The slight increase in e�ciency for
|⌘ | > 2 is due to the particles passing through a larger number of sensitive layers. Above pT � 5 GeV, the
track reconstruction e�ciency reaches a plateau equal to ⇠90% and ⇠85% respectively for the Loose and
Tight Primary selections.

5

(a) Efficiency vs. η

The hit-matching technique is very robust since it exploits the relation between tracks and truth particles at
the �����4 energy deposition level and is mostly independent of the detector resolutions. A Pmatch > 0.5
is required for a primary track.

Primary charged particles are defined as charged particles with a mean lifetime ⌧ > 300 ps, either directly
produced in proton-proton interactions or from decays of directly produced particles with mean lifetime
⌧ < 30 ps. Particles produced from decays of particles with ⌧ > 30 ps are denoted secondary particles
and are excluded [15].

The tracking e�ciency ✏ trk(pT, ⌘) is then measured as a function of pT and ⌘ with the following defini-
tion:

✏ trk(pT, ⌘) =
Nmatched

rec (pT, ⌘)
Ngen(pT, ⌘)

(2)

where pT and ⌘ are truth particle properties, Nmatched
rec (pT, ⌘) is the number of reconstructed tracks matched

to truth charged particles and Ngen(pT, ⌘) is the number of truth charged particles in that (pT, ⌘) range.

The tracking e�ciency for primary tracks is shown in Figure 1 as a function of pT and ⌘ for both Loose
and Tight Primary selections, as defined in Section 3.

η
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

Tr
ac

k 
R

ec
on

st
ru

ct
io

n 
Ef

fic
ie

nc
y

0.6

0.8

1

1.2

ATLAS
 = 13 TeVs 

Simulation Preliminary Track Selections
Loose
Tight Primary

(a)

 [GeV]
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Tr
ac

k 
R

ec
on

st
ru

ct
io

n 
Ef

fic
ie

nc
y

0.6

0.8

1

1.2

ATLAS
 = 13 TeVs 

Simulation Preliminary Track Selections
Loose
Tight Primary

(b)

Figure 1: Track reconstruction e�ciency, evaluated by using minimum bias simulated events, as a function of truth
⌘ (a) and pT (b) for Loose and Tight Primary track selections.The bands indicate the total systematic uncertainty.

The evaluated Tight Primary track reconstruction e�ciency is overall lower (up to ⇠ 10% for 1.5  |⌘ | 
2.5, ⇠ 5% for |⌘ | < 1.5 and ⇠ 5% in the full pT range) than the Loose track reconstruction e�ciency
because of the more stringent requirements, but the Tight Primary selection improves fake rejection, as
detailed in Section 5. In general, the lower track reconstruction e�ciency in the region |⌘ | > 1 is due to
the increasing amounts of material that the particles must traverse. The slight increase in e�ciency for
|⌘ | > 2 is due to the particles passing through a larger number of sensitive layers. Above pT � 5 GeV, the
track reconstruction e�ciency reaches a plateau equal to ⇠90% and ⇠85% respectively for the Loose and
Tight Primary selections.

5

(b) Efficiency vs. pT

Figure 5.5: The efficiency as a function of (a) η and (b) pT for reconstructing ID tracks. Twoworking point definitions

are shown, Loose and Tight Primary. The Loose definition is used to build the tracks which are described in
later chapters of this thesis [96].

As previously mentioned, tracking is done in a high particle multiplicity environment. As a re-

sult, another important benchmark of the tracking performance is the number of reconstructed fake

tracks. Figure 5.6 shows the dependence of the number of tracks reconstructed on the number of

pile-up interactions, µ. Because the number of tracks originating from real particles should have

a linear dependence on the number of pile-up interactions, any non-linear dependence can be at-

tributed to fake tracks. Tracks which satisfy the Looseworking point are shown to have around a

*The Loose definition used in Figure 5.5 has a pT cut of 400 MeV. This is loosened with respect to the
definition in Section 5.2.1.
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5% fake rate for µ = 30 [96].
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Figure 2: Average number of reconstructed tracks as a function of µ for data and minimum bias simulation, applying
the Loose and Tight Primary selections (a), and an estimation of the tracking fake rate, derived from the deviation
from linearity of a fit to Ntracks as a function of µ (b). In (a), the statistical uncertainty on the mean number of tracks
is considered, but are too small to be seen. The displayed µ range for data, in contrast to simulation, is limited by
the available µ values in the data sample.

The biases listed above were assessed using an iterative method described in [17, 18]. A data set of
around 130,000 Z ! µµ event candidates were selected as described in [19], taken from a data period
with stable Inner Detector conditions. However, with run-dependent alignment corrections in place, the
results extracted from this selected period are representative of the entire 25 ns data set.

Figure 3 shows the ⌘ � � map of the sagitta distortion. The ⌘ projection of the map and the Root Mean
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that the � variation of the bias (represented by the RMS) is usually of similar order as the mean value
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that the � variation of the bias (represented by the RMS) is usually of similar order as the mean value
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(b) Fake rate vsµ

Figure 5.6: (a) shows the average number of ID tracks reconstructed versus the number of pile-up interactions. (b)

shows an estimation of the number of fake tracks versus the number of pile-up interactions. This estimation assumes

that f(µ), or the predicted rate of real tracks, can be estimated from a linear fit to the rate of tracks at lowµ [96].

5.3 Primary Vertex reconstruction

To reconstruct the set of all candidate vertices in the event, an adaptive vertex fitter algorithm [97]

is run over ID tracks which pass a series of requirements specified in [98]. The fit is seeded by the

transverse position of the beam spot and is run multiple times, minimizing the χ2 of the tracks.

Tracks are assigned weights depending on their compatibility with originating from the vertex. Af-

ter the final vertex position is determined, any incompatible tracks are re-used to reconstruct other

vertices. Further details of this algorithm are found in [98].

The primary vertex, which represents the point of collision, is the vertex reconstructed with the

highestΣi p
2
T, where i runs through all tracks associated to the vertex.
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5.4 Muon reconstruction

To reconstruct muons, hits in each layer of the MS are combined to form segments. MS tracks are

required to contain at least two segments (except in the barrel-endcap transition area where the

requirement is loosened due to fewer detector layers). A global fit of the MS hits is performed and

the resulting χ2 of the fit is used in the muon identification criteria.

Muons are built from MS segments which pass these requirements. Various criteria used to de-

fine what constitutes a muon are described in [99] and used in ATLAS reconstruction. This the-

sis uses two definitions, combined muons which incorporate ID measurements, and extrapolated

muons.

Combined (CB) muons are formed from the combination of ID and MS tracks. MS tracks are

extrapolated to the inner detector, where they are matched with an ID track to form a CB muon. An

alternative algorithm which takes ID tracks and extrapolates them to the MS, is also used for a small

fraction of CB muons and largely reconstructs low pT muons missed by the nominal algorithm [84,

99].

A different definition of muons is useful for |η| > 2.5, where there is a lack of coverage by the ID.

Extrapolated (ME) muons, used for large η values, are built from MS tracks consisting of at least

three segments that point back to the interaction point.

This thesis usesmediummuons, which consist of CB muons in the |η| < 2.5 region and ME

muons in the 2.7> η > 2.5 region. Note that the signal region described in Chapter 7 is restricted

to |η| < 1.8; therefore ME muons are only used as an input to theEmiss
T calculation described later in
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Section 5.7. Under the medium definition, CB muons are additionally required to have

• if |η| > 0.1,≥ 3 hits in≥ 2 MDT layers,

• if |η| < 0.1,≥ 3 hits in≥ 1 MDT layer and< 1 MDT hole layer,

• q/p significance < 7.

q/p significance refers to the absolute value of the difference of the q/pmeasurement using the

MS and ID, divided by the uncertainty on the combined measurement.

The efficiency of reconstructing medium muons as a function of η inZ → µµ events is shown

in Figure 5.7. The efficiency is greater than 95% for η < 2.5 except for a dip at |η| < 0.1 due to a gap in

the detector where the cables run.
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Figure 3: Muon reconstruction efficiency as a function of ηmeasured in Z → µµ events for muons with pT > 10 GeV
shown forMedium (top), Tight (bottom left), and High-pT (bottom right) muon selections. In addition, the top plot
also shows the efficiency of the Loose selection (squares) in the region |η| < 0.1 where the Loose and Medium
selections differ significantly. The error bars on the efficiencies indicate the statistical uncertainty. Panels at the
bottom show the ratio of the measured to predicted efficiencies, with statistical and systematic uncertainties.

13

Figure 5.7: The efficiency of muon reconstruction versus η for medium and loosemuons with pT > 10GeV. The effi-
ciency is measured usingZ → µµ events, where there is a noticeable dip at |η| < 0.1 due to lack of detector cover-
age [99].

Further details of the reconstruction algorithms and performance are found in [99], In this thesis,

reconstructed muons are used both in theEmiss
T calculation and to categorize ID tracks.
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5.5 Jet reconstruction

Although this thesis describes a search for highly ionizing tracks, reconstructed jets which are close to

candidate tracks are used to tag tracks which come from Standard Model processes. The criteria for

vetoing tracks which likely originate from electrons or hadrons is further described in Chapter 7.

A jet is a cluster of calorimeter energy deposits from significant hadronic or electromagnetic activ-

ity. The jets used in this thesis are collections of topo-clusters, which are clusters of calorimeter cells.

These cells are grouped using an algorithm that clusters neighboring cells based on the absolute

value of the cell signal-to-noise ratio, where the noise is defined as the average cell noise [79].

The cells which seed each topo-cluster are required to have large signal-to-noise ratios (≥ 4). Any

cells neighboring the seeds are included in the cluster. If the newly added cell has a signal-to-noise

ratio above 2, then its own neighbors are also added to the cluster. More details of the algorithm are

found in [79].

The topo-clusters are then combined into jet objects using an anti-kT algorithm [100] with∆R

= 0.4 [79]. The energy resolution of these jets measured in 2017 data, after a series of calibrations

and corrections are applied, is shown in Figure 5.8. For jets with pT > 100 GeV, the energy resolution

is<∼10% [101].

To decrease the contamination of pileup jets, a variable called the Jet-Vertex-Tagger (JVT) is cal-

culated and used to identify jets which likely originated from pile-up. This likelihood-based variable

depends on the pT of any associated tracks originating from the primary vertex, the jet pT, and the

number of pile-up tracks in the event. More details on the specific calculation can be found in [102].
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Figure 5.8: The resolution of the jet energymeasurement as a function of jet pT in 2017 data. The prediction in sim-
ulation is given by the dashed line and themeasurement in data is given by the solid line surrounded by the green

uncertainty band. The resolutionmeasured in data uses an in-situ method in dijet events [101].

5.6 Other objects

In this thesis, electrons are only used as an input to theEmiss
T calculation described in 5.7. Electrons

are reconstructed from ID hits and EM calorimeter deposits. Details can be found in [103].

ATLAS also has standard reconstruction algorithms for tau leptons [104] and photons [105], but

they are not used in this thesis. Note that photon-like signatures are included in theEmiss
T calcula-

tion through the jet collection, but ATLAS photon objects are not used.

5.7 Emiss
T reconstruction

After the physics objects are reconstructed, the Missing Transverse Energy, orEmiss
T , is calculated

from the objects. OfflineEmiss
T (i.e. not trigger-level) is defined as the negative vectorial sum of the
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pT of the following collections:

Emiss
T = −ΣpeT − ΣpµT − Σp

jet
T − ΣptrackT . (5.2)

The first termΣpeT is the vectorial sum over the electron pT measurements, where electrons

which pass the LooseAndBLayer requirements defined in [103] with |η| < 2.47 and pT > 10 GeV are

considered. Medium quality muons with |η| < 2.7 and pT > 10 GeV are considered inΣpµT . Jets

which enter theΣpjetT term are required to have pT > 20 GeVand |η| < 2.8, as well as a JVT require-

ment of 0.59. The JVT and pT thresholds help reduce the contribution of pile-up jets [106]. Finally,

unused ID tracks which are not compatible with originating from an electron, muon, or jet are used

in theΣptrackT term, also called the track soft term [107]. Note that tracks with pT > 30 GeV are re-

quired to pass a set of isolation and track momentum uncertainty criteria to be included in the track-

based soft term. An overlap removal procedure is applied to ensure there is no double-counting of

objects (for example, the electron collection will have some overlap with the jet collection).

TheEmiss
T resolution using theEmiss

T definition in [107] (which differs from theEmiss
T definition

in this thesis due to the inclusion of reconstructed photons and tau leptons) is shown in Figure 5.9.

The RMS of the combinedEmiss
x andEmiss

y distributions is around 25 GeVforEmiss
T = 500 GeV.

More details on the performance of theEmiss
T reconstruction and the overlap removal procedure

can be found in [107]. TheEmiss
T distribution in data, as well as the expected distribution from sig-

nal, is further discussed in 7.
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(a) (b)

Figure 7: The RMS width of the Emiss
x(y)

distributions (a) in bins of ⌃ET and (b) in bins of the number of primary
vertices in an inclusive sample of Z ! µµ events. Predictions from MC simulations are overlaid on the data
points, and the ratios are shown below the respective plot. The shaded bands indicate the combined statistical and
systematic uncertainties of the resolution measurements.

Using the Z ! µµ sample allows direct comparisons of RMSmiss
x(y) between data and MC simulations,

as Emiss,true
T = 0 in this case. The resolution in final states with genuine Emiss

T is determined with MC
simulations alone. For W ! e⌫ and tt̄ final states, Emiss,true

x(y)
= p⌫

x(y)
is used.

6.2.4 Emiss
T resolution measurements

The Emiss
T resolution measured by RMSmiss

x(y) is evaluated as a function of the event activity measured by
⌃ET given in Eq. (7). For the inclusive Z ! µµ sample, Fig. 7(a) shows RMSmiss

x(y) quickly rising from
less than 5 GeV to about 10 GeV with increasing ⌃ET within 50 GeV  ⌃ET < 70 GeV.7 This is due to
the fact that in this range the two muons are the dominant hard objects contributing, with a pT resolution
proportional to (pµT)

2. A convolution of the muon resolution with a small contribution from Emiss,soft
T is

possible for ⌃ET > 50 GeV. This component is on average about 60% of pZ
T , and subject to the stochastic

fluctuations further discussed below.

The increase of Z ! µµ + 1 jet topologies in the Z ! µµ sample leads to an additional source of
fluctuations a�ecting RMSmiss

x(y)(⌃ET) for 70 GeV < ⌃ET . 180 GeV. In general the Z ! µµ sample
collected for this study covers pZ

T . 140 GeV with relevant statistics. At this limit it is expected that
the hadronic recoil contains two reconstructed jets, with the onset of this contribution at ⌃ET of about
180 GeV. The corresponding change of the dominant final state composition for ⌃ET > 180 GeV leads to a

7 This lower boundary of this range is given by the muon selection with pµT > 25 GeV, as described in Section 5.1, assuming no
other hard-scatter vertex tracks, i.e. Emiss,soft

T = 0. The upper boundary indicates the lower limit of ⌃ET to accommodate at
least one jet with pjet

T > 20 GeV in addition the two muons (for the jet selection see Section 3.3.5).

26

Figure 5.9: The RMS resolutions ofEmiss
x andEmiss

y predicted in simulation andmeasured inZ → µµ events in 2015

data [107].
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6
Measurement of dE/dx

This thesis, which later describes a search for highly ionizing particles beginning in Chapter 7, re-

quires a specialized treatment of pixel dE/dx information. The calculation and calibration of the

dE/dxmeasurement is described in this chapter.
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6.1 Pixel detector measurement

The analysis uses the dE/dxmeasurements provided by the pixel detector. The pixel detector, de-

scribed in Chapter 4, consists of four layers. There can be more than one measurement per layer if

the particle passes through regions of the detector where sensors overlap in ϕ (see Figure 6.1).

Figure 6.1: A drawing of the ATLAS pixel detector and a projection onto the r− ϕ plane are shown. The staves on each

layer overlap inϕ [108].

A particle traversing a layer often deposits charge in more than one pixel. Neighboring pixels are

clustered according to the details found in Chapter 5. For each cluster, we define the cluster chargeQ

as the sum of the individual calibrated pixel charges [71].
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A set of quality cuts is applied to these clusters. If the cluster position is in the edge region of a

module or in the region where two pixel sensors are connected to a single electronics channel, it is

removed. The remaining clusters form the set of “good clusters” [71].

6.2 Truncated mean algorithm

For each cluster, the cluster charge is converted to a cluster dE/dxmeasurement using the equation

dE/dx =
QW

ρx e
, (6.1)

whereW is the average energy required to ionize an electron-hole pair, e is the elementary charge,

ρ is the density of silicon, and x is the particle path length through silicon [71]. We then combine

the cluster dE/dxmeasurements into a single track dE/dxmeasurement using an algorithm com-

monly referred to as the truncated mean algorithm. This algorithm was traditionally used in wire

chambers which had on average tens of measurements per track [109]. The truncated mean algo-

rithm reduces the impact of the long Landau tail on the dE/dxmeasurement and is designed to

estimate the Most Probable Value (MPV) of the dE/dx distribution.

The algorithm flows as follows:

1. Order the n good cluster measurements in increasing dE/dx for a given track.

2. Remove the largestm cluster dE/dx values.

3. Average the remaining n−m cluster dE/dx values.

4. Calculate the track dE/dx from the averaged dE/dx.
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n m Removed clusters IBL overflow? Conditions
2− 4 1 ∆n No
5+ 2 ∆n,∆n−1 No
2 1 ∆IBL OF Yes
3, 4 1 ∆IBL OF Yes Qmax

non-IBL <QIBL OF
3, 4 2 ∆max

non-IBL,∆IBL OF Yes Qmax
non-IBL >QIBL OF

5+ 2 ∆max
non-IBL,∆IBL OF Yes

Table 6.1: ThedE/dx truncatedmean algorithm parameters. The table shows the number of clustersm removed

givenn used hits.QIBLOF refers to themaximum chargemeasurable in the IBL front-end. Due to the fact that the IBL

provides no numerical measurement for hits which set the overflow bit high, tracks with a hit in the IBLOF are treated

separately in the algorithm.

Table 6.1 shows the value ofm, which depends on n for a given track. Note that there is a special

treatment of tracks with a hit in the Insertable B-Layer Overflow (IBL OF), since the IBL front-end

electronics provides no numerical measurement for these hits. Tracks with a hit in the IBL OF are

referred to as IBL1 tracks, and tracks without a hit in the IBL OF are referred to as IBL0 tracks. As

discussed in Chapter 4, the IBL has different front-end electronics with respect to the other pixel

layers. The ToT value is measured with 4 bits; if the ToT exceeds the maximum value measurable, a

bit referred to as the overflow bit is set high.

In the table,∆ refers to the dE/dxmeasurement of a given cluster, ordered in increasing value

from∆0,∆1,∆2, ...∆n. LetQIBL OF refer to the maximum charge for which the IBL electronics

provide a numerical measurement. In the case where one of the track clusters had a hit exceeding

this charge, that cluster is always removed, and a subset of the non-IBL hits (∆0
non-IBL, ...∆

max
non-IBL)

are also removed.

For example:

• If a track hasm = 4, or four good clusters, with no hits in the IBL OF, the highest dE/dx
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cluster is removed from the dE/dx calculation and the other three cluster dE/dx values are
averaged.

• If the track instead has a hit in the IBL OF, then that hit is removed if the other three cluster
charges are less thanQIBL OF.

• If the track has a hit in the IBL OF and the maximum cluster charge from a non-IBL layer
is larger thanQIBL OF, then the largest non-IBL cluster is removed along with the IBL OF
cluster.

The dependence of the track dE/dx resolution on the number of hits used in the truncated

mean is shown in 6.2. The width of the distribution decreases with an increased number of aver-

aged hits.
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Figure 6.2: The trackdE/dx distribution (after applying the corrections described in Section 6.3), as a function of the
number of hits averaged in the calculation. The tracks shown are from a subset of data collected in 2018which pass

thedE/dx control region event selection (see Chapter 8). The distribution narrowswith an increase in the number of
averaged hits.
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Figure 6.3: Themost probable value of trackdE/dxmeasured in the pixel detector as a function of delivered inte-
grated luminosity for the Run-2 dataset (2015–2018), for tracks withmomentum > 10GeV, |η| < 1, and no hits in the
IBLOF. Each point represents an individual run.

6.3 Corrections

The cluster charge and consequently the track dE/dxmeasurements are very sensitive to detector

conditions. For instance, due to radiation damage, the dE/dxmeasurement in the Run-2 dataset

decreased appreciably as a function of delivered integrated luminosity (see Figure 6.3). The dE/dx

measurement was also seen to be affected by detector conditions including the high voltage applied

to the sensors and the front-end electronics settings (see Figure 6.4).

As discussed in greater detail in Chapter 2, the measured track dE/dx is dependent on the track

path length x through the sensor material for thin sensors. For a track originating from the interac-

tion point, the angle of incidence with respect to the sensor plane increases with η and consequently

the track path length x also increases with η. The track path length for a straight track as a function
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Figure 6.4: Themost probable value of trackdE/dxmeasured in the pixel detector as a function of delivered inte-
grated luminosity for data collected in 2015 and 2016. Tracks are required to havemomentum >10GeV and no hit in

the IBLOF. Several jumps indE/dx are visible due to changing detector settings. Slices in η are plotted; the pixel
detector at higher ηmeasures a higherdE/dx as expected.†

of η is shown in Figure 6.5.

Because this analysis selects for high dE/dx tracks above a certain value in dE/dx, any η or run

dependence must be corrected.

6.3.1 Run-dependent correction

The dE/dx dependence on delivered integrated luminosity is corrected for on a run-by-run

basis. A special inclusive dataset of high quality ID tracks with p > 10GeV is used to

maximize the amount of statistics available per run. For each run, the track dE/dx is

plotted separately for IBL0 and IBL1 tracks in bins of |η|. The |η| bin edges are defined by

[0.0, 1.0, 1.4, 1.6, 1.8, 2.0, 2.1, 2.2, 2.3, 2.4, 2.5], where the bins are chosen to be larger at small
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ing from the interaction point has as a function of |η|. The |η| coverage of the various pixel subdetectors is shown as
overlaid boxes.
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η largely due to lack of statistics. This is also well-motivated by the decreased dE/dx dependence

on η for small η (see 6.3.2). If there are≥ 1000 tracks in the given (IBL0/IBL1, η) slice, then

the distribution of track dE/dx is fit with a modified Crystal Ball function. This is based on the

traditional Crystal Ball function [110] and has the functional form:

f(x) =



N exp
[
−α2

2

] (
n1
|α|/

(
n1
|α| − |α| − x−x0

σ1

))n1 x−x0
σ1

≤ −|α|

N exp
[
−1

2

(
x−x0
σ1

)2]
−|α| < x−x0

σ < 0

N exp
[
−1

2

(
x−x0
σ2

)n2
]

x−x0
σ1

> 0

(6.2)

with free parametersN, σ1, σ2, x0, n1, n2, α.

For each fit, x0 is extracted as an estimator of the MPV of the distribution. Scale factors are then

calculated using the estimated MPV to flatten the dE/dx across the runs (with a handful of outliers

systematically removed due to poor fits). Run 329716, which is the run in the dataset following

the special run used for the dE/dx vs βγ run described in 6.4, is chosen at the normalization point.

The resulting scale factors are shown in Figure 6.6 and are applied to the dE/dxmeasurement for

each track. If there is no scale factor in the correponding (IBL0/IBL1, η) slice for a given run, the

scale factor for the preceding run which is closest in time is used.

6.3.2 η correction

A superset of the events used in the analysis regions described in Chapter 7 are used to calculate an

η-dependent dE/dx correction. Events are required to pass theEmiss
T trigger, have at least one track
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Figure 6.6: The run-dependent scale factors for (a) IBL0 tracks and (b) IBL1 tracks.†
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Figure 6.7: The η-dependent scale factors for (a) IBL0 tracks and (b) IBL1 tracks.†

with pT > 50GeV, and pass a set of loose track isolation criteria.

The track dE/dx distribution for all ID tracks with pT > 10GeV is sliced in |η| in bins of 0.1

from 0 to 2.5 and fit with a Gaussian function within each slice. IBL0 and IBL1 tracks are also fit

separately. The fit is restricted to a narrow region around the peak to avoid any bias due to the long

Landau tail. Scale factors are derived and normalized to the highest |η| bin which has the largest

statistics. The factors are shown in Figure 6.7.

One should note that the corrections do not account for any changes in the shape of the dE/dx

distribution. The distributions for a run early in Run-2 and late in Run-2 are shown in Figure 6.8.

Similarly, the dE/dx distribution for different slices of η are shown in Figure 6.9. Tracks at higher η

have a narrower dE/dx distribution than those at lower η. The dE/dx resolution degrades visibly

with radiation damage. These remaining shape differences motivate η-dependent templates in the
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background estimation, detailed in Chapter 8.
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Figure 6.8: The logdE/dx distributions for an early run taken at 4 fb−1 (Run 299055) and a late run taken at 146

fb−1 (Run 361738) delivered integrated luminosity, before run-by-run or η corrections are applied.†

6.4 Calibrating dE/dx as a function of βγ

The massm of a particle can be defined as

m = p/βγ, (6.3)

where p is the momentum, β = v
c , and γ = 1/

√
1− β2. The ID provides a momentum

measurement, and the pixel dE/dxmeasurement provides a probe of the particle βγ.

With a calibration of the the dependence of dE/dx on βγ, we can then measure the mass of

each particle which makes a track in the detector. This particle ID technique is one of the corner-

stones of the analysis strategy.
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Figure 6.9: The logdE/dx distributions in a single run for tracks with |η| < 0.1 and 1.9 < |η| < 2.0, before run-by-run
or η corrections are applied.†

6.4.1 Special dataset

Massive new particles have low βγ values relative to the most commonly produced particles at the

LHC, e.g. pions, kaons, protons. For example, according to simulation, 2 TeVR-hadrons are pro-

duced with βγ values which peak at about 0.4. So, the dependence of dE/dx on βγ must be

calibrated for low values of βγ in order to accurately reconstruct the mass of these heavy particles.

This calibration cannot be performed using the standard tracks reconstructed in each dataset. The

standard ATLAS tracking only reconstructs tracks with pT greater or equal to 500 MeV. For a pion

(mass≈ 140 MeV), the βγ distribution of standard tracks has a lower bound of∼ 3.6. The distribu-

tion of βγ values for a kaon, proton is limited to≈ 1 and 0.5, respectively.

Therefore, the calibration is conducted using a special data run with low pT track reconstruc-

tion down to 100 MeV. This run is a minimum bias run, which uses triggered coincidences in the
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minimum bias trigger scintillators (MBTS) that do not privilege any particular physics process [111].

These data runs also have a lower number of interactions per beam crossing, or µ, with respect to

the other runs. Because tracking reconstruction is, essentially, a combinatorics problem, the lower µ

value for this run reduces the computational expense of running low pT reconstruction for this run.

6.4.2 Calibration procedure

The calibration strategy relies on the fact that, for a fixed momentum, the various particles in the

low pT dataset have distinct dE/dx distributions. Figure 6.10 shows the dE/dx distribution for

tracks in a narrow slice of momentum. In a given slice the momentum can be treated as “fixed” and

a multi-peak structure emerges in the dE/dx distribution. This multi-peak structure can be at-

tributed to the superposition of pion, kaon, and proton contributions. Because these are particles

with known masses, the βγ values corresponding to a fixed slice of momentum can be calculated.

To derive the calibration, tracks from the low pT dataset are sliced evenly in log-momentum space

with bounds at 102+.004i MeV for 0 < i < 75. Tracks are also separated into IBL0 and IBL1

tracks and binned in the same η slices as defined in Section 6.3.1. The resulting dE/dx distributions

in each (p, |η|, IBL0/IBL1) slice are fit with a superposition of modified Crystal Ball functions to

extract the positions of the peaks (Equation 6.2).

An additional correction to the momentum measured for each particle is required due to an as-

sumption during ATLAS reconstruction that most tracks are produced by pions. This assumption

creates a bias at low momentum and results in an underestimated reconstructed momentum mea-

surement for kaons and protons due to multiple scattering effects. A correction derived in [35] using
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Figure 6.10: An example logdE/dx distribution for tracks in Run 329542with |η| < 1 and 500 < p < 600GeV.
Three peaks are visible, which come from pions, kaons, and protons, from left to right.

simulated low momentum samples is applied.

Finally, the extracted dE/dx peaks are then plotted as a function of the corresponding βγ. An

example dE/dx versus βγ plot is shown in Figure 6.11 for a slice of (|η|, q, IBL0/IBL1). The

points are then fit with an empirical function g(x), given by

g(βγ) =
1 + (βγ)2

βγ

[
a+ b log10(βγ) + c

[
log10(βγ)

]2] (6.4)

The resulting fit is then used to map a measured track dE/dx to a βγ value.
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7
Analysis strategy

The dE/dxmeasurement in the pixel detector gives us a very powerful handle in the search for new

physics with the ATLAS experiment. The search described in the following chapters exploits this

measurement to search for long-lived particles in a relatively model-independent manner.

By virtue of their large masses, heavy new particles are expected to travel more slowly than the

average particle at the LHC. Figure 3.1 shows the theoretical dependence of mean energy loss on βγ.
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Figure 6.11 shows the most probable measured track dE/dx as a function of βγ with the ATLAS

detector. Both of these plots show that slower particles, or particles with βγ < 1, will have large

dE/dx compared to particles with βγ > 1. The dE/dxmeasurement therefore provides us with

an excellent tool to discriminate any potential new massive charged particles from SM background.

Furthermore, using the calibration of dE/dx as a function of βγ described in Chapter 6, the par-

ticle βγ can be determine from the associated dE/dxmeasurement and combined with a particle

momentum measurement to reconstruct the particle mass.

This search strategy can be used to detect signatures of new physics, including SUSY particles,

in a way which is mostly agnostic to specific theoretical details. In Chapter 2, models which predict

long-lived charginos, sleptons, and gluinos are discussed. The search power of this analysis will be

benchmarked on these sparticles, but the search is designed to be generically sensitive to new heavy

charged particles with lifetimes of∼1 ns or longer.

7.1 Signal Models

Three Feynman diagrams are shown in Figure 7.1, one for each benchmark signal model. In the con-

text of SUSY, the chargino model probes our sensitivity to Anomaly-Mediated Supersymmetry

Breaking (AMSB) models and the slepton model probes our sensitivity to Gauge-Mediated Super-

symmetry Breaking (GMSB) models. These two SUSY-breaking mechanisms can result in long-lived

charginos and sleptons. The gluino model probes our sensitivity to split-SUSY models. The signals

are simulated in the context of simplified models, which are described in Chapter 2. Monte Carlo
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Figure 7.1: Feynman diagrams for (a) pair-produced gluinos, (b) pair-produced charginos, and (c) pair-produced slep-

tons [112]. The pair-produced gluinos in (a) can hadronize and formR-hadrons, represented by the blue circle.

simulated events are generated and used to evaluate the analysis sensitivity. Samples with sparticles

that are stable on the scale of the ATLAS detector, as well asmetastable samples where a fraction of

the pair produced sparticles (i.e. the charginos, gluinos, or sleptons) decay within the detector, were

generated for this analysis. The metastable samples considered include lifetimes of 1 ns, 3 ns, 10 ns,

and 30 ns for the slepton and gluino models, and 1 ns, 4 ns, 10 ns, and 30 ns for the chargino model.

Monte Carlo samples were produced using MadGraph5_aMC@NLO [113], Pythia 8 [114] with

the A14_NNPDF23LO tune [115], and EvtGen [116], with detector interactions simulated through

Geant 4 [117].

7.1.1 Gluinos

Figure 7.1a depicts the production of pairs of long-lived gluinos from the LHC proton-proton col-

lisions. Simulated events are produced across a range of gluino lifetimes and masses. The gluinos

which decay before they escape the ATLAS detector each decay to two quarks and a neutralino.

Long-lived gluinos carry color charge and therefore hadronize and form colorless composite par-
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ticles calledR-hadrons. Although gluinos are neutral and do not produce tracks in our detector, the

resultingR-hadrons are often charged and produce detectable tracks.

R-hadrons can also change composition as they travel through the detector, which complicates

their simulation. Figure 7.2 shows the fraction ofR-baryons,R-mesons, and gluinoballs assuming

a 1.4 TeVgluino as a function of r in the detector, in simulation. AnR-baryon consists of a gluino

and a baryon, anR-meson consists of a gluino and a meson, and a gluinoball consists of a gluino

and a gluon. A phenomenological framework describing theR-hadron mass spectra and material

interactions is discussed in [118]. Details of the ATLASR-hadron simulation using Pythia 8 [114]

and Geant 4 [117] are found in [119].
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Figure 6: Top, the fraction of R-baryons, R-mesons, and R-gluinoballs for a 1400 GeV gluino. The lines and
boxes indicate the active regions of the detector. Service material exists in the regions between some active areas,
particularly beyond the inner detector. Bottom left and bottom right, the fraction of charged and neutral R-mesons
and R-baryons for a 1400 GeV stop and 1400 GeV sbottom, respectively.

captured on a nucleus. The condition for such stopping is [67]:

v  vF

A2/3 (8)

where v is the velocity of the R-hadron, vF is the Fermi velocity of nucleons within the nucleus, and A is
the atomic mass number of the material in which the R-hadron might stop. A number of features of this
equation are notable:

• This equation depends on all the nuclei within a material. Practically, the material with the lowest
atomic number is used to evaluate the stopping condition, since within a very short distance in the
material the R-hadron would have the opportunity to encounter all possible nuclei.

• This stopping condition is independent of the density of the material. Of course, in reality, the mean
free path for interactions in a gas may be very large. Therefore, as a practical measure, R-hadrons
are not allowed to stop in a gas, but only in a liquid or solid.

• This stopping condition is independent of the charge of the R-hadron. Negatively charged R-hadrons
are much more likely to capture in a nucleus, while positively charged R-hadrons would encounter

13

Figure 7.2: For a 1.4 TeV gluino which travels through the detector, the probability that it will be aR-baryon,R-meson,

or gluinoball changes as as a function of r [119].

There are two sets of gluino signals: one fixes the neutralino mass to 100 GeV while the other fixes

101



the mass difference∆m between the gluino and the neutralino at 30 GeV. These two sets of signals

explore different areas of kinematic phase space.

7.1.2 Charginos

To probe an AMSB scenario, events containing a superposition of χ̃±
1 χ̃

0
1 and χ̃±

1 χ̃
∓
1 are produced

in simulation. The Feynman diagram for the latter contribution is shown in Figure 7.1b. The light-

est charginos are pair-produced and decay to soft pions and neutralinos. The mass difference be-

tween the lightest chargino and neutralino is set to be approximately 170 MeV. For χ̃±
1 χ̃

0
1 produc-

tion, the chargino decays in the same manner while the neutralino is assumed to be stable.

For the chargino samples, χ̃±
1 χ̃

0
1 and χ̃±

1 , χ̃
±
1 are produced separately and then added for each

mass and lifetime point.

7.1.3 Sleptons

In the GMSB scenario, the NLSP can easily be a slepton. Events which contain pair-produced slep-

tons, specifically staus, are generated. Each stau decays to a tau and a gravitino, as shown in Fig-

ure 7.1c. A very light gravitino in the GMSB scenario will result in a long-lived stau, so for simplicity

the gravitino is assumed to be massless.

Note on choice of signals The 36 fb−1 version of this analysis used gluinos as the only

benchmark [35]. As shown in Figure 7.3, gluinos, which are strongly produced, have cross sections

that are an order of magnitude larger than sleptons or charginos for a given mass. With the full Run-
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2 dataset, ATLAS has sensitivity to sparticles which are produced through electroweak processes. In

order to exploit this fact the analysis is expanded to look for charginos and sleptons.

The decision to consider slepton and chargino models not only lets us probe two SUSY-breaking

mechanisms but also serves to cover areas of phase space with different detector signatures. The

chargino model explores the analysis sensitivity to theorized sparticles which decay to a nearly degen-

erate daughter sparticle, while the slepton model explores the sensitivity when the daughter sparticle

is massless. The use of two sets of gluino models also serve a similar purpose, with the added compli-

cation of hadronization.
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Figure 7.3: The cross sections for the various sparticles as a function of mass. The slepton cross sections are calculated

at NLO-NLL for a superposition of left and right-handed sleptons [120–125]. The chargino cross sections are calcu-

lated at NLO using Prospino2 [124, 126]. The gluino cross sections are calculated at NNLO-NNLLapprox [127–135].†
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used.
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Figure 7.4: A comparison of the logdE/dx distribution from simulation and using the data-driven template, for an

example slice ofβγ and η. (a) IBL0 and (b) IBL1 tracks are shown separately. The red line shows the originaldE/dx
distribution, the blue line is corrected using a flat scale factor derived to scale theMPVdE/dx value in simulation to
match data, and the black line is thedE/dx distribution drawn from the data-driven template. The template itself is

shown in the square and dotted points, which show the values before and after the η correction described in 6.3. The
simulated events are from an aggregate of the chargino samples.†

7.1.4 dE/dx data-driven template

dE/dx is difficult to model in simulation due to its sensitivity to detector conditions and radiation

effects, as discussed in Chapter 6. This motivates the use of a data-driven template to derive the

dE/dx values for signal events.

The template is derived from the 2017 low pT, low µ dataset used for the dE/dx to βγ calibra-

tion. The template depends on the calibration (see 6.4.2 for a description). The fitted dE/dx dis-

tributions for slices in momentum, |η|, and (IBL0,IBL1) are separated into the various particle

contributions (pion, kaon, proton). The dE/dx distributions are then averaged across the different

particles as a function of βγ. This results in a dE/dx vs βγ template that is derived in bins of η and

(IBL0,IBL1). The probability of having a hit in the IBL overflow, for a given η, is also derived as a
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function of βγ by calcualating the proportion of IBL1 tracks in bins of η.

Then, both the dE/dx value and the IBL OF bit value for signal tracks is replaced by drawing

from this template. The simulated η and βγ value associated to each track is used to draw randomly

from the template. First, the IBL OF bit is determined. Then, the dE/dx value is drawn from the

corresponding dE/dx vs βγ template.

The difference in simulated dE/dx and values drawn from the template is shown in Figure 7.4.

The distribution derived from data is much wider than that in simulation, likely due to the effect of

radiation damage and motivating the use of the data-driven template.

7.2 Selection

To search for these theorized particles, this analysis takes the full Run-2 dataset and applies a series of

selections, summarized in Figure 7.5. Events are filtered with a set of event-level requirements. Then

ID tracks from events which pass the requirements are filtered with a set of track-level requirements.

Tracks which pass both of these filters make up the inclusive signal region SR-Inclusive. If mul-

tiple tracks in an event pass the requirements, then only the leading track in pT is included in the

signal region.

The signal region is conceptually a region in kinematic phase space optimized to be enriched in

potential signal and depleted in SM background. It is defined without looking at the data in the

region to minimize any bias introduced by over-optimizing the signal region definition to enhance

anomalous events in data. Each of the selection requirements is explained in the following section.
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Figure 7.5: A summary of the event and track selection applied to events. The track with the largest pT passing these
track selections and belong to an event which passes the event selections is included in the SR-Inclusive signal
region.
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7.2.1 Event-level selection

Pre-selection Events are required to come from runs which pass the Good Run List (GRL),

which contains a list of runs which meet ATLAS data quality requirements. Events must also pass

basic event cleaning requirements which remove events in which any subdetector had a raised er-

ror flag. A custom jet cleaning requirement is also applied to remove events with noisy calorimeter

signals and non-collision background events.

Trigger Events are triggered using theEmiss
T trigger described in Chapter 5.

Because this analysis is designed to look for high dE/dx, high pT tracks, ideally events would be

triggered using a track-based trigger. However, because tracking is computationally time-expensive,

tracking was not available at HLT in Run-2 and therefore theEmiss
T trigger is used.

The overall efficiency of theEmiss
T trigger is dependent on the event topology. High onlineEmiss

T

(trigger-levelEmiss
T ) values result from objects which are invisible to the onlineEmiss

T calculation. As

discussed in Chapter 5, the onlineEmiss
T calculation is based on energy deposits in the calorimeter

and is independent of measurements in the muon or tracking subsystems.

An event with two stable sparticles can have high onlineEmiss
T if they are accompanied by an

energetic Initial State Radiation (ISR) jet. The onlineEmiss
T calculation will include a large energy

contribution from the ISR jet, but the sparticles interact minimally with the calorimeter and there-

fore are largely invisible to the onlineEmiss
T calculation. An event with two sparticles decaying inside

the detector can have high onlineEmiss
T if the sparticles decay to neutral particles. In the chargino
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model, the chargino decays to a neutralino, while in the the slepton model, the slepton decays to a

gravitino. Both the gravitino and the neutralino are neutral particles and are invisible to the online

Emiss
T calculation. Figure 7.6 illustrates these two scenarios.

(a) (b)

Figure 7.6: Cartoons of event topologies which result in significant onlineEmiss
T . The dotted lines represent tracks

which are invisible to the onlineEmiss
T calculation, and the yellowwedges represent a jet or series of calorimeter de-

posits. In (a) two sparticles travel in the opposite direction of the initial state radiation jet. This results in signficant

onlineEmiss
T because the sparticles leaveminimal deposits in the calorimeters and are effectively invisible. In (b, two

sparticles are pair produced and each sparticle decays to two jets and another sparticle (the LSP). The LSP is invisible

and therefore the event looks imbalanced.

Figures 7.7 and 7.8 show the efficiency of simulated events to pass both the trigger and jet clean-

ing requirements for various signals. Any inefficiency largely comes from the trigger requirement

since the jet cleaning requirement is> 98% efficient for all signals. Note that the metastable χ̃0
1 χ̃

±
1

and χ̃±
1 χ̃

∓
1 signals have a truth-levelEmiss

T > 60GeV filter, with the exception of them = 600 GeV,

τ = 30 ns point.

Across all signal models, the efficiency of triggering on stable signals is lower than on metastable
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signals. Triggering on stable signals necessitates an energetic jet coming from initial state radiation.

The trigger efficiency also increases as the sparticle lifetime decreases. The probability that the sparti-

cles decay and leave significant energy deposits in the calorimeter is larger for sparticles with shorter

lifetimes. Furthermore, the trigger efficiency of metastable signals also increases with the parent spar-

ticle mass because the decay products will be more energetic, resulting in higher trigger-levelEmiss
T

per event.

The efficiencies also depend on the specific model decay kinematics for metastable signals. χ̃0
1 χ̃

±
1

and χ̃±
1 χ̃

∓
1 metastable samples have lower trigger efficiencies than the slepton metastable samples

for the same mass and lifetime. This can be explained by considering the rest frame of the χ̃±
1 . Be-

cause the χ̃0
1 and χ̃±

1 masses are nearly degenerate (the mass difference is about 170 MeV), there is

little phase space available to the pion and χ̃0
1 decay products. The decay products will therefore be

soft and the event will have less onlineEmiss
T with respect to the slepton samples, which have more

phase space available to the decay products due to the assumption that the gravitino is light.

OfflineEmiss
T Events are required to haveEmiss

T > 170 GeV. OfflineEmiss
T is described in Chap-

ter 5 and is calculated using ID tracks, muons, electrons, and jets.

The sources of offlineEmiss
T also vary significantly depending on event topology. In events with

sparticles which decay to neutral LSPs, the LSP will carry away energy and be a source ofEmiss
T . In

events with two stable sparticles, there is no realEmiss
T in the form of invisible neutral particles. In-

stead, significantEmiss
T can either come from poor momentum measurement or ID tracks failing the

requirements to enter the objects considered in theEmiss
T calculation.
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Figure 7.7: The efficiency of simulated signal events for (a) sleptons and (b) gluinos withmχ = 100GeV to pass both

the jet cleaning and trigger requirements as a function of lifetime andmass.†
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Figure 7.8: The efficiency of simulated signal events for (a) χ̃±
1 χ̃

∓
1 and (a) χ̃±

1 χ̃
0
1 to pass both the jet cleaning and

trigger requirements as a function of lifetime andmass. Note that the truth-levelEmiss
T is required to be greater than

60GeVfor all metastable samples, with the exception of them = 600GeV, τ = 30 ns points.†
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TheEmiss
T distributions after the trigger requirement are shown in Figures 7.9 for a few signal

points. Stable signals have softEmiss
T distributions, while the metastable signals have significantly

largerEmiss
T distributions due to the neutral particle decay products. Events with a χ̃±

1 χ̃
0
1 pair have

slightly moreEmiss
T than events with a χ̃±

1 χ̃
∓
1 pair. This is because the χ̃±

1 χ̃
0
1 pair contains a neutral

sparticle.

Primary Vertex The primary vertex in each event is required to have two or more associated

tracks.

7.2.2 Track-level selection

Track pT and η Candidate ID tracks must be associated to the primary vertex and have pT >

120 GeV. As seen in Figure 7.10a, the sparticle tracks are energetic and peak at large values of pT,

depending on the sparticle mass, while the background falls rapidly with pT.

To ensure that we are accepting well-measured tracks, a momentum uncertainty requirement is

applied to the tracks. The momentum uncertainty cut is defined as a linear cut dependent on the

momentum of the track. The uncertainty σp = σ(q/p)/(q/p) is required to be:

σp < min (f(p), 2.0) , (7.1)

where

f (p) = max (.01 + 0.9|p|[TeV], 0.1) (7.2)
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Figure 7.9: TheEmiss
T distributions for (a) 400GeV sleptons, (b) 2.2 TeV gluinos withmχ = 100GeV, and (c) stable

χ̃±
1 χ̃

∓
1 (referred to as C1C1) and χ̃±

1 χ̃
±
0 (C1N1) samples withm = 1 TeV, after requiring the that the event pass the

trigger and jet cleaning.†
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Figure 7.10: The (a) track pT distribution for all tracks and (b) themomentum uncertainty for the highest pT track. All
event-level requirements are applied, and tracks are required to have pT > 120GeV in (b). Tracks in signal events must

bematched to a sparticle. Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of

the plot range.†

Tracks are also required to have |η| < 1.8. The signal particles are produced centrally (i.e. small η)

as shown in Figure 7.11a), while the background is less central and has large spikes at high η largely

consisting of poor quality tracks. A cut is placed at 1.8 to reduce background and to avoid barrel-

endcap transition region, where the number of layers traversed by a particle originating from the

collision point changes rapidly (therefore complicating the dE/dxmeasurement).

Track quality Tracks missing a hit in the first layer of the pixel detector often come from pho-

tons converting into electron-positron pairs. To reject these tracks, candidate ID tracks must have a

hit in the first expected layer (either the IBL or B-layer depending on the detector region).

As discussed in Chapter 5, due to the high particle multiplicity environment at the LHC, clus-

ters are often shared between multiple tracks. Because particle tracks which overlap and ionize the
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same pixel can lead to an anomalous large dE/dx, tracks containing split or shared hits are vetoed.

Shared hits are clusters which are used in multiple tracks, and split hits are associated to single tracks

but were assigned a high probability of belonging to more than one track by the neural network

described in Chapter 5. The distribution of the number of split and shared hits is shown in Fig-

ure 7.11b.
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Figure 7.11: The (a) η and (b) number of split and shared hits associated to the highest pT track. All event-level require-
ments are applied, and the track is required to have pT > 120GeVin (b). Tracks in signal events must bematched to a
sparticle. Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of the plot range.†

Tracks are additionally required to have at least six SCT hits. The distribution of SCT hits is

shown in Figure 7.12b. The distribution was found to have a pileup dependence, where tracks with 5

or fewer SCT hits increase with increasing average µ.

Track isolation and jet vetos The long-lived signals considered create relatively isolated

ID tracks. To reject jet-like background, the scalar sum of pT for any tracks in a cone of∆R = 0.3

114



0 5 10 15 20

N(Silicon Hits)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

F
ra

ct
io

n 
of

 T
ra

ck
s

Data

R-hadron 2.2 TeV, stable

C1C1 600 GeV, stable

Slepton 400 GeV, 10 ns

 > 120 GeV
T

Track p

(a)N(silicon hits)

0 5 10 15 20

N(SCT Hits)

0

0.1

0.2

0.3

0.4

0.5

0.6

F
ra

ct
io

n 
of

 T
ra

ck
s

Data

R-hadron 2.2 TeV, stable

C1C1 600 GeV, stable

Slepton 400 GeV, 10 ns

 > 120 GeV
T

Track p

(b)N(SCT hits)

Figure 7.12: The number of (a) silicon hits and (b)SCT hits associated to the highest pT track. All event-level require-
ments are applied, and the track is required to have pT > 120GeV. Tracks in signal events must bematched to a sparti-
cle. Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of the plot range.†

around the candidate track is calculated. The distribution ofΣpT is shown in Figure 7.13a, andΣpT

is required to be less than 5 GeV.

Candidate tracks are also associated to the nearest jet with pT > 20 GeVin a cone of∆R = 0.4.

If the jet energy is greater than the track momentum, then the track is vetoed. This requirement

vetos hadronic particles, which are expected to leave large energy deposits in the calorimeter. The

distribution ofEjet/ptrack is shown in Figure 7.13b.

Jets with a high fraction of energy in the EM calorimeter are likely to be electrons. The distribu-

tion of the EM energy fraction in shown in Figure 7.14a. The associated jet is also required to have

less than 95% of its energy in the electromagnetic calorimeter.
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Figure 7.13: The (a)ΣpT of tracks in a cone of∆R = 0.3 around the candidate track and (b) the ratio of associated jet
energy and trackmomentum, where the track plotted is the highest pT track in the event. All event-level requirements
are applied, and the track is required to have pT > 120GeV. Tracks in signal events must bematched to a sparticle.
Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of the plot range.†
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Figure 7.14: The (a) fraction of jet energy in the EM calorimeter for the nearest associated jet within a∆R = 0.4
cone to the candidate track, and the (b)mT distribution for the candidate track and theEmiss

T . All event-level require-

ments are applied, and the track is required to have pT > 120GeVand to be the highest pT track in the event. Tracks
in signal events must bematched to a sparticle. Data is from a portion of the 2018 run. The last bin includes all of the

entries in overflow of the plot range.†
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mT requirement To reject events containing W boson decays, themT of the track and the

Emiss
T is required to be greater than 130 GeV (see Figure 7.14b). mT is defined as

mT =
√
2Emiss

T pT (1− cos∆ϕ), (7.3)

where pT refers to the pT of the candidate track, and∆ϕ is the azimuthal angle between theEmiss
T

vector and the track.

Ionization requirement The distribution of dE/dx for expected background and signal

is shown in Figure 7.15a. All candidate tracks are required to have track dE/dx greater than 1.8

MeVg−1cm2. Additionally, the dE/dx calculation is required to have at least two averaged pixel

hits. The distribution of used pixel hits is shown in Figure 7.15b.

7.3 Signal region definitions

After applying the event selection, the leading pT track in each event which passes the track-selection

is added to the SR-Inclusive signal region. Note that SR-Inclusive is a collections of tracks,

rather than a collection of events.

The tracks in the SR-Inclusive region are further divided into various channels. Tracks pass-

ing the SR-Inclusive requirements are categorized into one of six exclusion regions based on (a)

muon identification, (b) whether there is an associated hit in the IBL overflow, and (c) dE/dx value.

Alternatively, tracks are categorized solely by their dE/dx value into one of two discovery regions.

117



0 1 2 3 4 5 6

]2 cm-1dEdx [MeV g

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

F
ra

ct
io

n 
of

 T
ra

ck
s

Data (dE/dx-CR)

R-hadron 2.2 TeV, stable

C1C1 600 GeV, stable

Slepton 400 GeV, 10 ns

(a) TrackdE/dx

0 2 4 6 8 10

N(Used Pixel Hits)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F
ra

ct
io

n 
of

 T
ra

ck
s

Data

R-hadron 2.2 TeV, stable

C1C1 600 GeV, stable

Slepton 400 GeV, 10 ns

 > 120 GeV
T

Track p

(b)N(Used Pixel Hits) in thedE/dx calcula-
tion

Figure 7.15: (a) ThedE/dx distribution for tracks which pass all other track-level and event-level selections, with
the exception of theEmiss

T cut which is inverted for data. (b) The number of used hits in thedE/dx calculation for
the largest pT track with pT > 120GeV, where all event-level selections are applied. Tracks in signal events must be
matched to a sparticle. Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of the

plot range.†

The exclusion channels are optimized to exclude various signal models, while the discovery channels

yields are less affected by specifics of the model and easier to reinterpret for models other than the

benchmark models. The various channels are defined in Table 7.1.

Muon identification Tracks which are categorized into the SR-Mu-IBL0_Low,

SR-Mu-IBL0_High, and SR-Mu-IBL1 channels are required to be associated to medium muons

that pass a FixedCutLoose isolation requirement with |η| < 2.7, pT > 25 GeV, d0 significance< 3,

and z0 < 0.5mm.

The fraction of tracks reconstructed as a muon for data and signal is shown in Figure 7.17a. Al-

though the muon information is useful in discriminating signal from background for lower mass
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Channel Muon? IBL1? dE/dx [MeV g−1cm2] Type
SR-Trk-IBL0_Low No No [1.8, 2.4] Exclusion
SR-Trk-IBL0_High No No > 2.4 Exclusion
SR-Trk-IBL1 No Yes > 1.8 Exclusion
SR-Mu-IBL0_Low Yes No [1.8, 2.4] Exclusion
SR-Mu-IBL0_High Yes No > 2.4 Exclusion
SR-Mu-IBL1 Yes Yes > 1.8 Exclusion
SR-Inclusive_Low Agnostic Agnostic [1.8, 2.4] Discovery
SR-Inclusive_High Agnostic Agnostic > 2.4 Discovery

Table 7.1: Tracks in SR-Inclusive are categorized into the various signal region channels. The first six make up the
exclusion channels, and the last twomake up the discovery channels.

signals and is thus used in track categorization, requiring that all SR-Inclusive tracks be asso-

ciated to muons would greatly reduce the selection efficiency for higher mass signals. This is evi-

dent in Figure 7.17a, where a larger fraction of stable m = 600 GeV χ̃±
1 χ̃

±
1 tracks compared to m =

2.2 TeVR-hadron tracks are reconstructed as muons. This is largely driven by the slower speed of

the heavyR-hadron particles. Sparticles with lower masses and therefore larger β are more likely to

be reconstructed as muons because the MDT drift circle calculation in reconstruction assumes that

incident particles are traveling at the speed of light [136]. The muon reconstruction efficiency as a

function of particle β value is shown in Figure 7.16 for simulated chargino events and is seen to drop

rapidly for small β. Additionally,R-hadrons can change quark content as they travel through the

detector, which also reduces their probability of being reconstructed as muons.

IBL OF Tracks which are categorized into the SR-Mu-IBL1 and SR-Trk-IBL1 regions are re-

quired to have a hit in the IBL OF. As discussed in Chapter 4, the IBL has a different set of electron-

ics with respect to the other pixel layers. If the ToT range is saturated, hits will be tagged with an IBL
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Figure 7.16: The efficiency for tracks to be reconstructed as amuon as a function ofβ . Tracks come from a sample of

m = 600GeV sleptons with a 3000 ns lifetime.†

overflow bit. The fraction of tracks in signal and data with a hit in the IBL overflow is shown in Fig-

ure 7.17b. TheR-hadron signal tracks have a high probability of having a hit in the IBL overflow due

to their high mass and therefore larger expected dE/dx.

dE/dx bins Tracks are also categorized into a Low or High channel according to their dE/dx

measurement. Figure 7.15a shows the dE/dx distribution for various signals. Because the track

dE/dx depends on the mass of the sparticle, multiple ranges of dE/dx are useful to maximize

signal selection efficiency across a broad range of masses.

7.4 Data formats and cutflow

The primary ATLAS data format is the Analysis Object Data (AOD) format described in [137, 138].

In Run-2, AOD-based datasets were reduced in size using a derivation framework which produces
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Figure 7.17: The (a) fraction of tracks reconstructed asmuons and (b) with a hit in the IBL overflow for the largest pT
track with pT > 120GeV, where all event-level selections are applied. Tracks in signal events must bematched to a
sparticle. Data is from a portion of the 2018 run. The last bin includes all of the entries in overflow of the plot range.†

derived AOD samples, or DAODs. The data processing unique to this analysis begins with the so-

called SUSY6DAOD format, which is designed to provide useful objects for several long-lived parti-

cle analysis teams.

Signal simulation samples in the SUSY6DAOD format are reduced to an ntuple-based format

after applying the event and track selection. The data, however, is reduced in a two-step process.

The first step converts the SUSY6DAOD to a mini-xAOD format and applies a loose event and track

selection which is shown in Table 7.2.

The second step reduces the mini-xAOD to an ntuple-based format, and applies any remaining

event and track selection. The cutflow for the second step is shown in Table 7.3. More details about

the ATLAS data formats can be found in [137, 138].

The cutflow for events passing each selection is summarized in Tables 7.2 and 7.3 for the full
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Selection N(Events) Eff.
SUSY6 4497855936 1
GRL 4371758464 0.972
Trigger 800674320 0.178
Track in PV 560531996 0.125
pT > 50 GeV 144883491 0.032
Loose track isolation 50310121 0.011

Table 7.2: Cutflow for data events skimmed in the DAOD to mini-xAOD process. The loose track isolation requires
that theΣpT of tracks in a∆R = 0.2 cone around the candidate track is≥ 20GeV.†

Run-2 dataset and in Tables 7.4–7.6 for a m = 600 GeV stable chargino signal, a m = 2.2 TeV stable

R-hadron signal, and a m = 400 TeV, τ =10 ns slepton signal.
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Cut N(Events) Eff. Rel. Eff.
mini-xAOD 50310121 1.000 1.000
Event Cleaning 50265190 0.999 0.999
Jet Cleaning 49666647 0.987 0.988
Primary Vertex 49666647 0.987 1.000
OfflineEmiss

T 2696480 0.054 0.054
dE/dx Used Hits 2451467 0.049 0.909
IBL/B-Layer Hits 2411925 0.048 0.984
Shared/Split Hits 2291630 0.046 0.950
SCT Hits 2187593 0.043 0.955
Track Isolation 1560198 0.031 0.713
pT > 120GeV 390642 0.008 0.250
Momentum uncertainty 385291 0.008 0.986
|η| < 1.8 339695 0.007 0.882
mT > 130 GeV 86794 0.002 0.256
Electron veto 36462 0.001 0.420
Hadron veto 25440 0.001 0.698
Signal Region N(Events) Fraction
SR-Mu-IBL0_Low 22049 0.867
SR-Trk-IBL0_Low 3058 0.120
SR-Mu-IBL0_High 22049 0.867
SR-Trk-IBL0_High 3058 0.120
SR-Mu-IBL1 286 0.011
SR-Trk-IBL1 48 0.002
SR-Inclusive_Low 25441 1.000
SR-Inclusive_High 25441 1.000

Table 7.3: Data cutflow for the SR-Inclusive signal region for all selection requirements except for thedE/dx
cut. The tracks in the SR-Inclusive signal region are then divided into the various channels, described in
Section 7.3. Because nodE/dx cut is applied, the track yields between the various Low and High regions are
equivalent.†
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Cut N(Events) Eff. Rel. Eff.
Total 49.472 1.000 1.000
GRL 49.472 1.000 1.000
Event Cleaning 49.472 1.000 1.000
Jet Cleaning 49.170 0.994 0.994
Trigger 16.997 0.344 0.346
Primary Vertex 16.997 0.344 1.000
OfflineEmiss

T 12.672 0.256 0.746
Track in PV 12.592 0.255 0.994
pT > 50GeV 10.330 0.209 0.820
dE/dx Used Hits 9.469 0.191 0.917
IBL/B-Layer Hits 9.418 0.190 0.995
Shared/Split Hits 8.886 0.180 0.944
SCT Hits 8.753 0.177 0.985
Track Isolation 7.125 0.144 0.814
pT > 120GeV 7.068 0.143 0.992
Momentum uncertainty 6.703 0.135 0.948
|η| < 1.8 6.225 0.126 0.929
mT > 130 GeV 5.516 0.111 0.886
Electron veto 5.516 0.111 1.000
Hadron veto 5.516 0.111 1.000
dE/dx > 1.8 MeVg−1cm2 5.036 0.102 0.913
Signal Region N(Events) Fraction
SR-Mu-IBL0_Low 0.162 0.032
SR-Trk-IBL0_Low 0.408 0.081
SR-Mu-IBL0_High 0.313 0.062
SR-Trk-IBL0_High 1.698 0.337
SR-Mu-IBL1 0.165 0.033
SR-Trk-IBL1 2.290 0.455
SR-Inclusive_Low 0.731 0.145
SR-Inclusive_High 4.305 0.855

Table 7.4:R-hadron signal event cutflow for the SR-Inclusive signal region for a stable signal withmχ = 100GeV.

The tracks in the SR-Inclusive signal region are then divided into the various signal region channels, described in
Section 7.3.†
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Cut N(Events) Eff. Rel. Eff.
Total 258.364 1.000 1.000
GRL 258.364 1.000 1.000
Event Cleaning 258.364 1.000 1.000
Jet Cleaning 255.914 0.991 0.991
Trigger 128.823 0.499 0.503
Primary Vertex 128.823 0.499 1.000
OfflineEmiss

T 87.042 0.337 0.676
Track in PV 84.859 0.328 0.975
pT > 50GeV 83.710 0.324 0.986
dE/dx Used Hits 82.237 0.318 0.982
IBL/B-Layer Hits 82.193 0.318 0.999
Shared/Split Hits 81.784 0.317 0.995
SCT Hits 80.351 0.311 0.982
Track Isolation 79.401 0.307 0.988
pT > 120GeV 78.927 0.305 0.994
Momentum uncertainty 78.314 0.303 0.992
|η| < 1.8 73.317 0.284 0.936
mT > 130 GeV 60.581 0.234 0.826
Electron veto 60.022 0.232 0.991
Hadron veto 58.820 0.228 0.980
dE/dx > 1.8 MeVg−1cm2 12.977 0.050 0.221
Signal Region N(Events) Fraction
SR-Mu-IBL0_Low 0.423 0.033
SR-Trk-IBL0_Low 5.889 0.454
SR-Mu-IBL0_High 0.108 0.008
SR-Trk-IBL0_High 4.725 0.364
SR-Mu-IBL1 0.012 0.001
SR-Trk-IBL1 1.819 0.140
SR-Inclusive_Low 6.791 0.523
SR-Inclusive_High 6.186 0.477

Table 7.5: Slepton signal event cutflow for the SR-Inclusive signal region with 400GeV TeV sleptons with life-

time 10 ns. The tracks in the SR-Inclusive signal region are then divided into the various channels, described in
Section 7.3.†
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Cut N(Events) Eff. Rel. Eff.
Total 2293.477 1.000 1.000
GRL 2293.477 1.000 1.000
Event Cleaning 2293.477 1.000 1.000
Jet Cleaning 2280.484 0.994 0.994
Trigger 481.429 0.210 0.211
Primary Vertex 481.429 0.210 1.000
OfflineEmiss

T 330.357 0.144 0.686
Track in PV 329.945 0.144 0.999
pT > 50GeV 319.115 0.139 0.967
dE/dx Used Hits 309.647 0.135 0.970
IBL/B-Layer Hits 308.426 0.134 0.996
Shared/Split Hits 305.051 0.133 0.989
SCT Hits 302.184 0.132 0.991
Track Isolation 289.454 0.126 0.958
pT > 120GeV 282.996 0.123 0.978
Momentum uncertainty 281.288 0.123 0.994
|η| < 1.8 247.263 0.108 0.879
mT > 130 GeV 225.914 0.099 0.914
Electron veto 225.914 0.099 1.000
Hadron veto 225.860 0.098 1.000
dE/dx > 1.8 MeVg−1cm2 98.766 0.043 0.437
Signal Region N(Events) Fraction
SR-Mu-IBL0_Low 25.403 0.257
SR-Trk-IBL0_Low 10.752 0.109
SR-Mu-IBL0_High 14.693 0.149
SR-Trk-IBL0_High 34.480 0.349
SR-Mu-IBL1 1.180 0.012
SR-Trk-IBL1 12.257 0.124
SR-Inclusive_Low 36.757 0.372
SR-Inclusive_High 62.009 0.628

Table 7.6: Chargino signal event cutflow for the SR-Inclusive signal region with stable charginos (superposition
of χ̃±

1 χ̃
0
1 and χ̃

±
1 χ̃

∓
1 ) withmass 600GeV. The tracks in the SR-Inclusive signal region are then divided into the

various channels, described in Section 7.3.†
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7.5 Mass reconstruction and window optimization
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Figure 7.18: Themass distribution for tracks which pass all other track-level and event-level selections except for the

ionization requirement. Tracks in signal events must bematched to a sparticle. The spike at 0 corresponds to tracks

withdE/dx < 0.975which are consideredMIP-like and assigned a pionmass in themass calibration. The last bin

includes all of the entries in overflow of the plot range.

As discussed in Chapter 6, using the dE/dx to βγ calibration and the track momentum mea-

surement, a mass for each candidate track can be reconstructed. The reconstructed mass is shown

in Figure 7.18 for several representative signal points with varying mass and lifetime to illustrate the

expected mass resolution.

After tracks are categorized into the various signal regions, a series of sliding mass windows are ap-

plied to the candidate tracks as a final step to further improve the signal-to-background discrimina-

tion. The observed yields in these windows, which are defined in Table 7.7, are the numbers which
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are used in the statistical analysis and limit setting described in Chapter 10. The mass windows are

shown in Table 7.7.

To define the mass window bounds, the estimated SM background mass distribution later de-

scribed in Chapter 8 and the signal mass distributions in the SR-Inclusive_High region were

used to optimize the windows. For each signal sample, the lower and upper bounds of the mass

window were iteratively scanned to maximize the s/
√
b ratio (where s is the signal yield and b is

the expected background) and have greater than 70% signal efficiency for tracks within the window.

Samples across the various signal models which share a mass and lifetime were found to have com-

patible optimal mass windows. The optimization results were then used to define two windows for

each target signal mass, one for τ < 3 ns and one for τ ≥ 3 ns.

The window sizes increase as a function of mass due to the worsening mass resolution. This is

largely driven by the track momentum resolution which degrades as a function of momentum due

to the smaller sagitta. The expected background also decreases sharply as a function of mass which

motivates the asymmetry of the window.
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Target Mass [GeV] Target Lifetime mlow mhigh
400 Long 350 500
400 Short 350 600
450 Long 400 550
450 Short 400 650
500 Long 450 600
500 Short 450 700
550 Long 500 700
550 Short 500 800
600 Long 550 800
600 Short 550 900
650 Long 600 900
650 Short 600 1000
700 Long 650 1000
700 Short 650 1200
800 Long 700 1100
800 Short 700 1300
900 Long 800 1250
900 Short 800 1500
1000 Long 850 1500
1000 Short 850 1750
1200 Long 1000 2000
1200 Short 1000 2250
1400 Long 1150 2500
1400 Short 1150 3000
1600 Long 1350 3800
1600 Short 1350 4300
1800 Long 1450 4000
1800 Short 1450 4500
2000 Long 1550 4200
2000 Short 1550 4700
2200 All 1650 4500
2400 All 1700 4750
2600 All 1800 5000
2800 All 1900 5000
3000 All 2000 5000

Table 7.7: Mass window definitions for various target mass and lifetimes. The first column refers to the target mass,

the second column refers to the target lifetime, and the last two columns define the bounds of the window. The short

lifetime refers to lifetimes less than 3 ns, while the long lifetimewindow applies for lifetimes of 3 ns and greater.†
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8
Background Estimation

8.1 Sources of background

The signal region selects for high pT, isolated tracks with large dE/dx. There are many sources of

high pT tracks in Standard Model processes which produce high pT electrons, muons, and hadrons.

The event selection requirements are not perfectly efficient at removing all SM-like activity. There-

fore residual tracks which populate the tails of the selection variables, coupled with high fluctuations
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in dE/dx due to a limited number of pixel measurements, make up the background in the signal

region. The rate of these processes is difficult to predict in simulation, so this analysis employs an en-

tirely data-driven background estimation technique that is agnostic to the background composition.

8.2 Background estimation technique

Figure 8.1: The two control regions, CR-kin and CR-dEdx, are defined by inverting thedE/dx andEmiss
T cuts of the

inclusive signal region, respectively. pT and η are sampled from the CR-kin region anddE/dx is sampled from the

CR-dEdx region to predict the backgroundmass distribution in the signal region.

As discussed in Chapter 7, the final step of the analysis is applying a mass window to the recon-

structed mass of the track candidates that pass the signal region requirements. The background

estimation therefore must predict the expected background mass distribution of the track candidates

in the signal region.

To predict the expected mass distribution, two control regions per signal region, CR-kin and

CR-dEdx, are defined. The two dimensional q/pT versus η distribution from data in the CR-kin
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template, which is sampled along with thedE/dx template to generate the estimated backgroundmass distribu-
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SR-Inclusive region, with the exception of thedE/dx requirement which is inverted.

1

10

210

310

T
ra

ck
s

0 1 2 3 4 5 6

]2 cm-1dEdx [MeV g

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8|η|

CR-dEdx-Inclusive

(a)

0 1 2 3 4 5 6

]2 cm-1dEdx [MeV g

1

10

210

310

410

510

T
ra

ck
s

CR-dEdx-Inclusive

(b)

Figure 8.3: The (a)dE/dx versus |η| distribution and (b)dE/dx distribution in the CR-dEdx region. (a) forms the
dE/dx template, which is sampled along with the kinematic template to generate the estimated backgroundmass
distribution in the signal regions. Tracks are from the Run-2 dataset and share a common selection with the tracks in

the SR-Inclusive region, with the exception of theEmiss
T requirement which is inverted.
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forms the kinematic template. Similarly, the dE/dx distribution from data in the CR-dEdx forms

the dE/dx template. Figure 8.1 is a cartoon of the region definitions. The CR-kin region shares all

of the signal region requirements except for the dE/dx requirement, which is inverted. Similarly

the CR-dEdx region shares all of the signal region requirements except for the offlineEmiss
T require-

ment, which is inverted. Note that the signal regions which differ only by the dE/dx requirement,

i.e. the Low and High regions, share the same CR-kin region, which is defined to require dE/dx

< 1.8MeVg−1cm2. For example, SR-Mu-IBL0_Low and SR-Mu-IBL0_High share a kinematic

template.

The expected mass distribution is then generated by randomly sampling the kinematic and

dE/dx template to get a set of q/pT, η, and dE/dx values. Because |p| = pT coshη and dE/dx

is a function of βγ, a toy mass value (usingm = p/βγ) can be calculated with each set of sampled

values.

These templates are sampled 10 million times to form the mass distribution for all regions except

those defined to require dE/dx > 2.4 [MeV g−1cm2], in which case the templates are sampled 50

million times. The toy mass distribution is then scaled by a normalization factor to calculate the

correct number of expected background events in the signal region. The factor rnorm is defined as

rnorm =
# toy tracks with dE/dx < 1.8MeV g−1cm2,m < 160GeV
# data tracks with dE/dx < 1.8MeV g−1cm2,m < 160GeV

(8.1)

The low mass region is used to normalize the toys because sparticle masses less than 160 GeV have

been excluded for most of the relevant signal models and otherwise has little signal contamination
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due to large background at low mass.

8.3 Special treatment of the IBL1 regions

The kinematic templates for IBL0 regions are populated across the full q/pT and η range, as shown

in Figure 8.4. The kinematic template for the IBL1 regions (Figure 8.5), conversely, are extremely

sparse in statistics with large areas of q/pT-η space without any tracks.
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Figure 8.4: The kinematic templates for the IBL0 signal regions (which include tracks without a hit in the IBLOF), for
(a) Trk and (b) Mu. The excess of tracks at |η| < 0.1 for the Trk region is due to gaps in muon detector coverage,
whichmigrate tracks from the Mu category to the Trk category.

To avoid large statistical uncertainties on the IBL1 kinematic templates, the q/pT and η samples

are taken from a reweighted version of the kinematic template from IBL0.

Before reweighting, the pT distributions of the IBL1 and IBL0 regions are similar, but the IBL1

tracks are concentrated at high |η|while the IBL0 tracks gradually fall as a function of |η| (see Fig-
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Figure 8.5: The kinematic templates for the IBL1 signal regions (which include tracks with a hit in the IBLOF), for Trk
(a) and Mu (b). Due to the low probability of having a track with a hit in the IBLOF, these templates have fewer tracks

than the IBL0 templates.

ure 8.6). The difference in η distributions can be attributed to a combination of increased path

length x of the tracks through silicon as a function of η and η-dependent radiation damage, dis-

cussed in Chapter 3.0.5. As the silicon path length increases, the MPV of the dE/dx distribution

increases and the width of the distribution decreases. Due to the differences in the η distributions

for IBL1 and IBL0, a set of weights are generated to reweight the IBL0 η distribution to match the

IBL1 η distribution. These weights are shown in Figure 8.7.

8.4 η-sliced dE/dx template

As discussed in Chapter 6.3, there are significant correlations between dE/dx and η. Although

corrections are applied to minimize the dE/dx dependence on η, there is still a significant
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Figure 8.6: A comparison of the pT and η distributions for IBL0 and IBL1 regions. The pT distributions for the two
track types are similar, but the η distributions differ significantly. The η distribution of IBL1 tracks has a higher pro-
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Figure 8.7: The η dependent weights used to reweight the IBL0 kinematic template. The size of the weights reflects
the difference in the η distributions between IBL1 and IBL0 tracks.
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shape difference between dE/dx distributions at central and forward η, as shown in Figure 8.8.

The dE/dx distribution for tracks at small η has a longer tail compared to that for tracks

at large η in part due to the dE/dx dependence on silicon path length. To account for this

correlation, the dE/dx template from the control region is sliced in η to form eight separate

templates for the nominal and validation regions. The η binning is chosen have bin edges

[0, 0.1, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.8, 2.1, 2.5] for all templates except those for the IBL1 regions,

which have bin edges [0, 0.1, 1.0, 1.5, 1.8, 2.5]. The bin edges define roughly equal bins in η for

the non-IBL1 regions, with the exception of the [0, 0.1] bin which is chosen due to the gap in the

muon spectrometer coverage at |η| < 0.1. This gap causes an excess of tracks in the Trk regions

at |η| < 0.1 due to low muon identification efficiency. The IBL1 regions have larger bins due to

the fewer statistics in these regions. Any bias due to this arbitrary choice is evaluated and taken as a

systematic uncertainty, as described in Chapter 9.

8.5 Emiss
T Trigger Reweighting

The dE/dx control regions differ from the signal regions by an invertedEmiss
T cut. Because there is

no minimum requirement on the offlineEmiss
T from these regions, the number of events per fb−1 in

the dE/dx control region depends on theEmiss
T trigger threshold.

In Run-2 theEmiss
T trigger algorithm and threshold changed several times, as shown in Table 8.1.

As a result, the ratioR of events withEmiss
T < 170 GeVto events withEmiss

T > 170 is nonuniform

across Run-2. To ensure that the data taking periods with the lowest trigger threshold do not bias
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Figure 8.8: The various η-binneddE/dx templates in CR-kin. The width of thedE/dx distribution narrowswith
increasing |η|. This is likely due to a combination of varying radiation dose across η, as well as the intrinsicdE/dx
dependence onx.

the final result due to larger statistics, a weight for each period with a constant trigger is derived and

assigned to the associated events in the dE/dx control regions.

The weight for period i is defined as

wi = Ri0/Ri, (8.2)

where i0 is defined to be the period with the largest integrated luminosity.

The weights for CR-dEdxwere calculated by comparing the ratio of events in the CR-dEdx re-

gion and the SR-Inclusive region (without the dE/dx cut applied).

The weight values are shown in the last column of Table 8.1.
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Period Lumi Trigger
Event Weight Event Weight

CR-LowPt-dEdx CR-dEdx
[fb−1] CR-HiEta-dEdx

2015 3.2 HLT_xe70_mht 0.53 0.94
2016 A-D3 6.1 HLT_xe90_mht_L1XE50 0.60 0.89
2016 D4-F1 5.4 HLT_xe100_mht_L1XE50 0.68 1.00
2016 F2-L 21.4 HLT_xe110_mht_L1XE50 0.80 0.93
2017 B-D5 12.8 HLT_xe110_pufit_L1XE55 1.04 1.00
2017 D6-N 31.5 HLT_xe110_pufit_L1XE50 0.85 0.99
2018 B-C5 6.4 HLT_xe110_pufit_xe70_L1XE50 1.00 0.99
2018 C5-R 52.0 HLT_xe110_pufit_xe65_L1XE50 1.00 1.00

Table 8.1: Event weights for the dE/dx control region due to changing trigger thresholds.†

8.6 Validation of the background estimation

To validate the background estimation, regions distinct from the signal region in phase space are

defined as validation regions (see Figure 8.9). The yield and mass shape in each validation region is

predicted using the background estimation procedure. The agreement of data with the prediction

serves as a check of the background esimation.

Figure 8.9: The validation regions VR-LowPt and VR-HiEta are defined by lowering the pT cut and chang-
ing the |η| cuts with respect to the signal regions. ThedE/dx cut is also lowered for the VR-HiEta region to
1.6MeVg−1cm2due to the differentdE/dx tail shape in the high η region.
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VR-LowPt is defined to have the same requirements as the signal region except with a lower trans-

verse momentum (50 GeV< pT < 110 GeV) track requirement. VR-HiEta is defined with a loosened

transverse momentum requirement (pT > 50 GeV), inverted η requirement (1.8 < |η| < 2.5) and

lower dE/dx cut (1.6MeVg−1cm2) with respect to the signal region definition. Note that de-

spite the loosened pT cut, the VR-HiEta region was designed to test the background estimation

for tracks with a comparablemomentum range to tracks in the nominal region. For a track with

pT =50 GeVand η = 1.8 , the corresponding momentum is around 155 GeV. The momentum distri-

bution of tracks in the CR-kin and CR-HiEta-kin regions, where CR-HiEta-kin provides the

(q/pT, η) template for the VR-HiEta region, is shown in Figure 8.10. The dE/dx cut in this region,

which has a narrow dE/dx distribution due to the high η requirement, was chosen to probe a simi-

lar fraction of the dE/dx tail as the SR and VR-LowPt regions.

The inclusive validation regions are subdivided based on the dE/dxmeasurement, IBL overflow

information, and muon information to parallel the structure of the signal regions. The subdivision

for the validation regions is the same as for the signal regions (defined in Table 7.1), with the excep-

tion that the VR-HiEta region is not subdivided into IBL0_Low and IBL0_High but is instead

agnostic to the dE/dx range above 1.6MeVg−1cm2.

The control regions used to predict the background in the validation regions are defined similarly

to the control regions for the signal region. The control regions share all of the selection require-

ments of the corresponding validation regions, with the exception of the dE/dx cut which is in-

verted for the CR-LowPt-kin and CR-HiEta-kin regions, as well as theEmiss
T cut which is inverted

for the CR-LowPt-dEdx and CR-HiEta-dEdx regions. Emiss
T trigger reweighting (see Section 8.5) is
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Figure 8.10: The qp distributions for tracks in the CR-kin (also referred to as the nominal control region) and
CR-HiEta-kin regions. Themomentum distribution for tracks in CR-HiEta-kin is higher than for tracks in
CR-kin.

also applied for the control regions used to predict the validation region yields. The weights for the

CR-LowPt-dEdx and CR-HiEta-dEdx regions are calculated in a similar procedure as for the nom-

inal CR-dEdx region; the ratio of events in the CR-LowPt-dEdx region and the VR-LowPt region is

used as the weight.

The agreement between the validation region predicted and observed total yields is shown in

Figure 8.11. Agreement within 1-2 sigma of the total uncertainty is observed.

Note that without the full set of systematic uncertainties, the predicted yield in the

VR-LowPt-Trk-IBL0_Low region is significantly overestimated relative to the observed yield

(see Figure 8.15a). This disagreement has been studied and is included as an empirical systematic

uncertainty on the background estimate. Chapter 9 describes this uncertainty as well as the other
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Figure 8.11: The overall predicted and observed yield agreement in the (a) LowPt validation regions and the (b)
HiEta validation regions.†

uncertainties on the background in further detail.

The expected and observed mass distributions for each of the validation regions are shown in

Figures 8.12–8.17. The mass shape prediction agrees well with data in each of these regions. As ex-

pected, the VR-LowPt tracks are distributed at low masses, and the VR-HiEta tracks are distributed

at higher masses.
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total uncertainty is shown as purple bands.†

143



0

50

100

150

200

250

300

350

400

E
nt

rie
s 

/ 5
0 

G
eV

O
ve

rf
lo

w

0 100 200 300 400 500 600

mass [GeV]

1−10

1

10

D
at

a 
/ P

re
d.

Expected Observed

VR-LowPt-Mu-IBL0_Low

1− = 13 TeV,  L = 139 fbs

| < 1.8η [50, 110] GeV, |∈ trk
T

p | < 1.8η [50, 110] GeV, |∈ trk
T

p

0 GeV < m < 600 GeV

(a) VR-LowPt-Mu-IBL0_Low

0

10

20

30

40

50

E
nt

rie
s 

/ 5
0 

G
eV

O
ve

rf
lo

w

0 100 200 300 400 500 600

mass [GeV]

1−10

1

10

D
at

a 
/ P

re
d.

Expected Observed

VR-LowPt-Mu-IBL0_High

1− = 13 TeV,  L = 139 fbs

| < 1.8η [50, 110] GeV, |∈ trk
T

p | < 1.8η [50, 110] GeV, |∈ trk
T

p

0 GeV < m < 600 GeV

(b) VR-LowPt-Mu-IBL0_High

0

5

10

15

20

25

30

E
nt

rie
s 

/ 5
0 

G
eV

O
ve

rf
lo

w

0 100 200 300 400 500 600

mass [GeV]

1−10

1

10

D
at

a 
/ P

re
d.

Expected Observed

VR-LowPt-Mu-IBL1

1− = 13 TeV,  L = 139 fbs

| < 1.8η [50, 110] GeV, |∈ trk
T

p | < 1.8η [50, 110] GeV, |∈ trk
T

p

0 GeV < m < 600 GeV

(c) VR-LowPt-Mu-IBL1

Figure 8.14: The predicted and observedmass distributions in the (a) VR-LowPt-Mu-IBL0_Low region, the (b)
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Figure 8.15: The predicted and observedmass distributions in the (a) VR-LowPt-Trk-IBL0_Low region, the (b)
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Figure 8.16: The predicted and observedmass distributions in the (a) VR-HiEta-Mu-IBL0 region and the (b)
VR-HiEta-Mu-IBL1 validation regions. The statistical uncertainty is shown as gray bands, and the total uncertainty
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Figure 8.17: The predicted and observedmass distributions in the (a) VR-HiEta-Trk-IBL0 region and the (b)
VR-HiEta-Trk-IBL1 validation regions. The statistical uncertainty is shown as gray bands, and the total uncer-
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9
Systematic Uncertainties

9.1 Uncertainties on the background estimation

The following sections describe the uncertainties associated to the background estimate. All of the

uncertainties, with the exception of the normalization uncertainty and the dE/dx scale uncertainty,

are calculated as a function of reconstructed track mass.
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9.1.1 Background template correlations

The background estimation technique discussed in Chapter 8 relies on the assumption that dE/dx

and pT for background tracks are uncorrelated. In order to evaluate this assumption, a fake signal

region is defined at high dE/dx in the CR-dEdx region, which has an invertedEmiss
T cut with re-

spect to SR-Inclusive. The background in this fake signal region is estimated using the usual

background estimation technique, except the kinematic template is taken from CR-dEdx instead

of the CR-kin region. Because the kinematic template, the dE/dx template, and the fake signal

region are all taken from the CR-dEdx region, any difference in the predicted and observed mass dis-

tribution in the fake signal region must be due to unaccounted for correlations between dE/dx and

momentum.

The predicted and observed mass distributions for tracks with dE/dx between 1.8 and 2.4 and

greater than 2.4MeVg−1cm2 are shown in Figure 9.1. The predicted and observed distributions

diverge at high mass. This discrepancy is taken as a systematic on the background estimation and is

the largest uncertainty on the background estimation at high masses. To avoid unphysical fluctua-

tions due to limited statistics, the value of the uncertainty applied to regions requiring dE/dx > 2.4

MeVg−1cm2 is smoothed in each mass window using a running average across the adjacent mass

windows. The uncertainty applied to the mass window n is the average of the raw uncertainty in the

n − 1, n, and n + 1windows. To further minimize the statistical uncertainty, the mass window

definition used to calculate the systematic uncertainties always corresponds to the short lifetime def-

inition (which is larger the corresponding long lifetime window). The final values applied in each
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window are shown later in Figures 9.9–9.16.
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Figure 9.1: The predicted and observedmass distributions for tracks in the fake signal region withEmiss
T < 170GeV and

(a) 2.4 >dE/dx > 1.8MeVg−1cm2and (b)dE/dx > 2.4MeVg−1cm2. The disagreement in the distributions is

attributed to unaccounted correlations between thedE/dx andmomentummeasurements for background tracks.†

9.1.2 Uncertainties on the dE/dx and kinematic templates

The (q/pT, η) and dE/dx templates are derived from regions which have an inverted dE/dx and

Emiss
T requirement, respectively. To evaluate any potential bias which might come from taking the

templates from these regions, a set of pT dependent weights and a set of dE/dx dependent weights

are calculated.

To derive the dE/dx dependent weights, the dE/dx distribution for tracks from events at low

and highEmiss
T are compared using tracks in the LowPt region. The ratio of these distributions is

used to derive weights which are then applied to the dE/dx template, where the weights are defined
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Figure 9.2: Theweights used to reweight the (a)dE/dx and (b) pT distributions to estimate the bias from taking the

dE/dx and kinematic templates from regions with an inverteddE/dx andEmiss
T requirement with respect to the

signal region.†

as

w(dE/dx) =
dE/dx(Emiss

T > 170 GeV)
dE/dx(Emiss

T < 170 GeV)
. (9.1)

An alternative mass distribution is generated using the reweighted dE/dx template and com-

pared to the original mass distribution. The difference in these distributions is taken as the uncer-

tainty on the dE/dx template.

To derive the pT dependent weights, a similar procedure is followed, except the weights are in-

stead defined as

w(pT) =
pT(all tracks)

pT(tracks with dE/dx < 1.8MeVg−1cm2)
. (9.2)
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These weights are observed to be extremely close to unity since the bulk of the dE/dx distribution

is below 1.8MeVg−1cm2.

These weights, shown in Figure 9.2, are both calculated without using IBL overflow information

or muon information (to reduce statistical uncertainty). They are consistent with unity and are not

implemented in the final statistical analysis.

9.1.3 dE/dx tail dependence onEmiss
T

For each validation region, the yield and mass distribution of events passing the validation region

selection is predicted using the data-driven background estimation described in Chapter 8. The

agreement between the prediction and the observed yield and mass distribution serves as a check on

the backgroudn estimation procedure.

The observed and predicted yields and mass distributions in the validation regions are shown

in Chapter 8.6. In one of the validation regions, VR-LowPt-Trk-IBL0_Low, the predicted and

observed yield in the region shows a significant disagreement. This disagreement is taken as a system-

atic uncertainty.

This discrepancy was studied and can be attributed to a subtle but significant dependence of the

dE/dx tail onEmiss
T , therefore biasing the dE/dx template from CR-dE/dx. To illustrate this, the

double ratio of the dE/dx tail fraction as a function of aEmiss
T cut in the LowPt-Trk-IBL0 region
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is show as the black points in Figure 9.3. The double ratioDR is defined as

DR(Emiss
T > X) =

% tracks with dE/dx > 1.8MeVg−1cm2andEmiss
T > X

% tracks with dE/dx > 1.8MeVg−1cm2andEmiss
T < 170GeV

, (9.3)

whereX is theEmiss
T threshold specified in the x-axis of the plot.

The dependence of this ratio onEmiss
T reflects a non-negligible correlation which is not captured

by the inclusive dE/dx template uncertainty. To check the assumption that the discrepancy can be

measured in the LowPt regions and extrapolated to the signal regions defined at high pT, theDR

is also plotted for two different pT slices in Figure 9.3. No significant pT dependence dependence is

observed.
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Figure 9.3: The double ratio of thedE/dx tail fraction as a function ofEmiss
T . The numerator of the ratio

is the fraction of tracks withdE/dx > 1.8MeVg−1cm2that also pass theEmiss
T cut specified on the x-

axis. The denominator is the same fraction of tracks which haveEmiss
T < 170GeV. Tracks are taken from the

CR-dE/dx-LowPt-Trk-IBL0 and VR-LowPt-Trk-IBL0 regions. (a) shows the ratio for all tracks passing
these requirements and for tracks restricted to a pT range of [50, 60] GeV. (b) shows the ratio for tracks restricted to a
pT range of [90, 100] GeV. No significant pT dependence is observed.
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To calculate the size of the uncertainty, a product of likelihoods is constructed

Lj(Rj) =
∏
i

Poisson(ni|Rj × bi), (9.4)

where ni is the observed yield in the validation region i and bi is the predicted yield in validation

region i. The product is computed over all of the regions associated to j, where j ∈ {Trk, Mu, Inc}.

The value of the likelihoodLj is maximized in a fit scanningRj .

The choice of j is motivated by the dependence of the dE/dx distribution on track quality. The

fittedR value is calculated separately for the Trk and Mu validation region channels (both LowPt

and HiEta) and applied as a systematic uncertainty to the relevant exclusion signal region channels.

For the discovery region channels, oneRInc value is calculated and applied to both channels. The

resultingR values from the likelihood fit are:

• RMu = 0.73

• RTrk = 1.03

• RInc = 0.95

These values are translated to a 27% uncertainty on Mu channels, a 3% uncertainty on Trk chan-

nels, and a 5% uncertainty on Inclusive channels.

9.1.4 Normalization

The statistical uncertainty on the normalization factor used in the background estimate is taken as a

flat systematic as a function of mass. The uncertainty is determined by the number of tracks which
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fail the high dE/dx requirement and have mass < 160 GeV in the CR-dEdx regions. The size of this

uncertainty ranges from∼1-20%, with the largest uncertainty associated to the IBL1 regions.

9.1.5 IBL overflow reweighting

As discussed in Chapter 8 the the kinematic templates from IBL0 regions are reweighted and used as

the template for the IBL1 regions due to lack of statistics. To estimate the effect of this method, the

expected mass distribution using the original IBL1 template is compared to the reweighted template,

as shown in Figure 9.4. The difference is taken as a systematic uncertainty and is one of the leading

uncertainties for the IBL0 regions.
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Figure 9.4: The predictedmass distributions using the reweighted and original kinematic templates in the (a)

SR-Trk-IBL1 and (b) SR-Mu-IBL1 regions. The fluctuations of the ratio as a functionmass around 1 due to the
statistical uncertainty on the original template, whichmotivates the utiility of the reweightingmethod.
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9.1.6 Emiss
T trigger reweighting

An alternative mass distribution is generated without applying the period-dependentEmiss
T trigger

weights described in Chapter 8.5. The difference between this and the nominal mass distribution,

shown in Figure 9.5 is taken as an uncertainty on theEmiss
T trigger reweighting and is less than∼5%

across all regions.
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Figure 9.5: The predictedmass distributions using thedE/dx template with andwithout reweighting to account for
theEmiss

T trigger threshold in the (a) SR-Inclusive_Low and (b) SR-Inclusive_High regions. The difference
betwen the two distributions is less than 5% across all regions.

9.1.7 η slicing

To evaluate any bias that might arise from our choice of η binning for the dE/dx templates,

the background estimation procedure is run using a different choice of binning: [0, 0.1, 0.45,

0.65, 0.85, 1.05, 1.25, 1.45, 1.8, 2.2, 2.5]. The alternative distributions are shown in Figure 9.6 for

SR-Inclusive_Low and SR-Inclusive_High. The difference between the nominal and
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alternative distributions is less than 20% for all regions.

0 500 100015002000250030003500400045005000

Mass [GeV]

2−10

1−10

1

10

T
ra

ck
s 

/ 5
0 

G
eV

0 500 1000 1500 20002500 3000 35004000 4500 5000

Mass [GeV]

0.5

1

1.5

R
at

io
SR-Inclusive_Low

 Nominal

 binningη Alternative 

(a) Inclusive_Low

0 500 100015002000250030003500400045005000

Mass [GeV]

3−10

2−10

1−10

1

T
ra

ck
s 

/ 5
0 

G
eV

0 500 1000 1500 20002500 3000 35004000 4500 5000

Mass [GeV]

0.5

1

1.5

R
at

io

SR-Inclusive_High

 Nominal

 binningη Alternative 

(b) Inclusive_High

Figure 9.6: The predictedmass distributions using the original and alternative η binning of thedE/dx template in the
(a) SR-Inclusive_Low and (b) SR-Inclusive_High regions. The difference betwen the two distributions is less
than 20% across all regions.

9.1.8 Background template statistics

The dE/dx and kinematic toy distributions come from templates derived from data. As a result,

the templates have statistical flucatuations and an associated statistical uncertainty. To estimate this

uncertainty, the kinematic template is first smoothed using a kernel algorithm (see ROOT documenta-

tion [58]) and each bin in both templates is fluctuated following a Poisson distribution with a mean

equal to the number of bin entries divided by the total number of entries. After generating thirty

randomly fluctuated copies of the original template, alternative mass distributions are generated us-

ing these templates. The root mean square deviation of these mass distributions is then taken as the

statistical uncertainty on the template. The statistical uncertainty for the SR-Inclusive_Low and

SR-Inclusive_High regions is shown in Figure 9.7.
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Figure 9.7: The predictedmass distributions in the (a) SR-Inclusive_Low and (b) SR-Inclusive_High re-
gions, with the statistical uncertainty from the templates shown as the error on each bin (inflated by a factor of 10 for

visibility).

9.1.9 dE/dx tail

Figure 8.8 shows the dE/dx templates in each η slice. The tail of the dE/dx template has a large

effect on the background estimate in the signal and validation regions. The bias due to large sta-

tistical uncertainties in the tail is partially accounted for with the background template statistics

uncertainty. However, bins in the smoothed template with zero entries, for example, are not fluctu-

ated in the background template statistics uncertainty calculation procedure and their effect can be

underestimated.

To account for this, a Crystal Ball function is fit to the tails of the dE/dx templates. The dE/dx

distribution of the toy tracks is instead sampled from the fitted function for dE/dx > 1.8 (2.8) for

SR-Inclusive_Low, SR-Trk-IBL0_Low, and SR-Mu-IBL0_Low regions (all other regions). The
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function is defined as

f(x) =


N exp

[
−α2

2

] (
n
|α|/

(
n1
|α| − |α| − x−x0

σ

))n
x−x0
σ ≤ −α

N exp
[
−1

2

(
x−x0
σ

)2] x−x0
σ > −α

(9.5)

with free parametersN, σ, x0, n, α.

A few example fits are shown in Figure 9.8.

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

3−10

2−10

1−10

1

10

E
nt

rie
s 

(N
or

m
al

iz
ed

/B
in

W
id

th
)

Original Template

Crystal Ball Fit

-1 = 13 TeV, 139 fbs

           Internal

OF0All, Not Muon

| < 0.50η0.10 <|

Original Template

Crystal Ball Fit

(a) SR-Trk-IBL0, 0.1 < |η| < 0.5

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

2−10

1−10

1

10

E
nt

rie
s 

(N
or

m
al

iz
ed

/B
in

W
id

th
)

Original Template

Crystal Ball Fit

-1 = 13 TeV, 139 fbs

           Internal

OF1, Muon

| < 1.00η0.10 <|

Original Template

Crystal Ball Fit

(b) SR-Mu-IBL1, 0.1 < |η| < 1.0

Figure 9.8: Examples of the Crystal Ball fits to thedE/dx distributions for (a) tracks with 0.1 < |η| < 0.5 in the
SR-Trk-IBL0 region and (b) tracks with 0.1 < |η| < 1.0 in the SR-Mu-IBL1 region.†

9.2 Summary

The final statistical interpretation is determined using the observed and predicted yields within re-

stricted regions of mass. The relevant systematic uncertainties, therefore, are those calculated for
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each mass window. Mass window definitions are shown in Figure 7.7 and are optimized to target

signals of varying masses and lifetimes. The associated uncertainties on the background prediction

in each window are shown in Figures 9.9 and 9.10 for the discovery regions. The associated uncer-

tainties for the exclusion regions are shown in Figures 9.11–9.16. Note that in these plots, the dE/dx

tail dependence onEmiss
T uncertainty is abbreviated as the dE/dx scale uncertainty.

The leading uncertainty for high target masses is the uncertainty associated the the unaccounted

for background template correlations. For the IBL1 regions, the uncertainty associated to using the

reweighted IBL0 kinematic template for the IBL1 kinematic template is also significant, particu-

larly at lower masses. For the Trk regions, the largest uncertainty at low masses is the dE/dx scale

uncertainty (the uncertainty due to the dE/dx tail dependence onEmiss
T ).
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Figure 9.9: The values for all of the background systematic uncertainties as a function of target mass for signals with

lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_Low region. For eachmass point, the systematic uncer-
tainty is integrated over the entire mass window associated to that mass.†
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(a) SR-Inclusive_High, τ < 3 ns
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Figure 9.10: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_High region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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(a) SR-Trk-IBL0_Low, τ < 3 ns
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Figure 9.11: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_Low region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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(a) SR-Trk-IBL0_High, τ < 3 ns
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(b) SR-Trk-IBL0_High, τ ≥ 3 ns

Figure 9.12: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_High region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†

210×4 310 310×2
Target Mass [GeV]

2−10

1−10

1

10

210

310

410

510

610

S
ys

te
m

at
ic

 U
nc

er
ta

in
ty

 [%
]

Template corr.

IBL1 rew.

dE/dx scale

Norm.

 slicingη

Stat.

dE/dx tail

MET trig.

 < 3 nsτTrk-IBL1

(a) SR-Trk-IBL1, τ < 3 ns
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Figure 9.13: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_High region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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(a) SR-Mu-IBL0_Low, τ < 3 ns
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Figure 9.14: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_Low region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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(a) SR-Mu-IBL0_High, τ < 3 ns
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Figure 9.15: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_High region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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Figure 9.16: The values for all of the background systematic uncertainties as a function of target mass for signals

with lifetime(a) τ < 3 ns and (b) τ ≥ 3 ns in the SR-Inclusive_High region. For eachmass point, the systematic
uncertainty is integrated over the entire mass window associated to that mass.†
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10
Results

The results and statistical interpretation are described in this chapter.

The observed mass distributions in the signal regions are shown in Section 10.1. For each signal

region, the number of observed and expected tracks in a series of mass windows are extracted along

with the corresponding systematic uncertainties.

To evaluate whether or not there is evidence for new physics in the observed data, a preliminary
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statistical test is performed to quantify the agreement of the predicted and observed yields. The

statistical test construction is described in Section 10.2, including the choice of a test statistic variable

which is used to conduct a hypothesis test. This analysis employs a test statistic which is based on

a ratio of likelihoods and is commonly used in high energy physics [139]. The likelihoods quantify

the compatibility of an assumed distribution with the observed data. The likelihood and statistical

analysis is implemented using the pyhf package [140, 141], which is a python-based implementation

of the HistFactory package [142].

Finally, the results of the statistical test are shown in Section 10.4.

10.1 Signal region results

The observed and predicted mass distributions for tracks in each of the signal regions is shown

in Figures 10.1–10.4.* The data agrees with the predicted background distribution in the

SR-Inclusive_Low and SR-Inclusive_High, except for a deviation at high mass in the

SR-Inclusive_High region. This deviation can be seen in Figure 10.1b and is split across the

exclusion signal regions shown in Figures 10.3b, 10.2b, 10.4b, 10.4a.

The observed and predicted yields for each mass window are shown in Table 10.1–10.4. The mass

windows, which increase as a function of target mass, are overlapping and therefore correlated. In

the following section, the agreement is quantified in each window.

*Note that for these plots, the displayed systematic uncertainty does not have the smoothing procedure
described in Chapter 9.1.1 because the procedure is only applicable to a defined mass window.
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Figure 10.1: The predicted and observedmass distributions in the (a) SR-Inclusive_Low and the (b)
SR-Inclusive_High signal regions.†
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Figure 10.2: The predicted and observedmass distributions in the (a) SR-Trk-IBL0_Low and the (b)
SR-Trk-IBL0_High signal regions.†
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Figure 10.3: The predicted and observedmass distributions in the (a) SR-Mu-IBL0_Low and the (b) SR-Mu-IBL0_-
High signal regions.†
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Figure 10.4: The predicted and observedmass distributions in the (a) SR-Trk-IBL1 and the (b) SR-Mu-IBL1 signal
regions.†
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SR-Inclusive_Low
Mass Lifetime Obs. Yield Exp. Yield
400 short 44 37.6± 2.7
400 long 33 29.2± 2.2
450 short 40 28± 2
450 long 30 21.5± 1.6
500 short 29 21.8± 1.5
500 long 21 16.4± 1.2
550 short 24 18.4± 1.3
550 long 21 15.09± 0.99
600 short 20 15.6± 1.1
600 long 17 13.3± 0.9
650 short 17 13.4± 1.2
650 long 15 12± 1
700 short 15 12.5± 1.1
700 long 12 10± 1
800 short 14 11± 1
800 long 10 9.1± 0.9
900 short 11 8.4± 0.8
900 long 9 7.0± 0.6
1000 short 11 8.0± 0.9
1000 long 10 7.1± 0.8
1200 short 9 6.1± 1.4
1200 long 9 5.7± 0.8
1400 short 7 4.9± 2.5
1400 long 7 5± 2
1600 short 4 4± 4
1600 long 4 3.6± 3.3
1800 short 4 3± 4
1800 long 4 3± 4
2000 short 3 3± 4
2000 long 3 3± 4
2200 all 3 2± 5
2400 all 2 2± 5
2600 all 2 2± 5
2800 all 1 2± 4
3000 all 1 1.6± 3.4

SR-Inclusive_High
Mass Lifetime Obs. Yield Exp. Yield
400 short 3 5.1± 0.5
400 long 2 3.83± 0.35
450 short 3 3.9± 0.3
450 long 2 3.00± 0.24
500 short 2 3.06± 0.24
500 long 1 2.33± 0.19
550 short 2 2.64± 0.19
550 long 2 2.14± 0.16
600 short 2 2.2± 0.2
600 long 2 1.88± 0.16
650 short 1 1.91± 0.15
650 long 1 1.67± 0.13
700 short 3 1.80± 0.24
700 long 1 1.50± 0.19
800 short 3 1.6± 0.4
800 long 0 1.33± 0.33
900 short 3 1.2± 0.5
900 long 3 1.0± 0.4
1000 short 4 1.1± 0.5
1000 long 3 1.0± 0.5
1200 short 6 0.8± 0.4
1200 long 6 0.8± 0.4
1400 short 6 0.66± 0.34
1400 long 6 0.61± 0.31
1600 short 4 0.47± 0.28
1600 long 4 0.46± 0.28
1800 short 4 0.41± 0.28
1800 long 4 0.39± 0.27
2000 short 3 0.36± 0.28
2000 long 3 0.34± 0.27
2200 all 3 0.31± 0.25
2400 all 3 0.3± 0.4
2600 all 3 0.3± 0.5
2800 all 3 0.3± 0.7
3000 all 1 0.2± 0.6

Table 10.1: Observed and predicted yields within eachmass window in the SR-Inclusive_Low and
SR-Inclusive_High regions. The error on the expected yield is the sum in quadrature of the systematic uncer-

tainties, including the statistical error on the background template.
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SR-Trk-IBL0_Low
Mass Lifetime Obs. Yield Exp. Yield
400 short 11 6.9± 1.9
400 long 8 5.2± 1.4
450 short 9 5.4± 1.5
450 long 8 4.1± 1.1
500 short 8 4.4± 1.2
500 long 7 3.2± 0.9
550 short 6 4.0± 1.1
550 long 5 3.1± 0.9
600 short 3 4± 1
600 long 2 3.0± 0.8
650 short 4 3.4± 0.9
650 long 3 2.9± 0.8
700 short 5 3.46± 0.96
700 long 3 2.7± 0.8
800 short 5 3.2± 0.9
800 long 4 2.5± 0.7
900 short 4 2.7± 0.8
900 long 4 2.1± 0.6
1000 short 5 2.7± 0.8
1000 long 4 2.3± 0.7
1200 short 4 2.3± 0.8
1200 long 4 2.1± 0.6
1400 short 2 2.1± 1.2
1400 long 2 1.87± 0.95
1600 short 2 1.9± 1.9
1600 long 2 1.8± 1.7
1800 short 2 1.7± 2.1
1800 long 2 1.6± 1.9
2000 short 2 1.5± 2.5
2000 long 2 1.5± 2.5
2200 all 2 1.3± 2.9
2400 all 1 1± 3
2600 all 1 1.4± 3.1
2800 all 1 1± 3
3000 all 1 1.2± 2.6

SR-Trk-IBL0_High
Mass Lifetime Obs. Yield Exp. Yield
400 short 0 0.73± 0.21
400 long 0 0.55± 0.16
450 short 0 0.58± 0.16
450 long 0 0.43± 0.12
500 short 0 0.45± 0.13
500 long 0 0.33± 0.09
550 short 0 0.40± 0.11
550 long 0 0.32± 0.09
600 short 0 0.4± 0.1
600 long 0 0.31± 0.09
650 short 0 0.33± 0.09
650 long 0 0.29± 0.08
700 short 0 0.336± 0.099
700 long 0 0.26± 0.08
800 short 0 0.30± 0.11
800 long 0 0.25± 0.09
900 short 0 0.25± 0.12
900 long 0 0.203± 0.097
1000 short 0 0.25± 0.14
1000 long 0 0.22± 0.12
1200 short 1 0.21± 0.13
1200 long 1 0.19± 0.12
1400 short 1 0.19± 0.11
1400 long 1 0.168± 0.096
1600 short 1 0.17± 0.11
1600 long 1 0.2± 0.1
1800 short 1 0.16± 0.11
1800 long 1 0.15± 0.11
2000 short 1 0.14± 0.11
2000 long 1 0.13± 0.11
2200 all 1 0.1± 0.1
2400 all 1 0.12± 0.15
2600 all 1 0.13± 0.25
2800 all 1 0.13± 0.32
3000 all 0 0.12± 0.31

Table 10.2: Observed and predicted yields within eachmass window in the SR-Trk-IBL0_Low and
SR-Trk-IBL0_High regions. The error on the expected yield is the sum in quadrature of the systematic uncer-

tainties, including the statistical error on the background template.
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SR-Mu-IBL0_Low
hline Mass Lifetime Obs. Yield Exp. Yield

400 short 29 29.9± 1.7
400 long 22 23.2± 1.5
450 short 25 22.2± 1.5
450 long 20 17.1± 1.1
500 short 16 16.98± 0.96
500 long 12 12.9± 0.7
550 short 14 14.3± 0.9
550 long 12 11.7± 0.8
600 short 13 11.8± 0.8
600 long 11 10.2± 0.6
650 short 10 10.1± 0.8
650 long 9 8.8± 0.7
700 short 8 9.2± 0.7
700 long 7 7.8± 0.5
800 short 9 7.7± 0.7
800 long 6 6.6± 0.7
900 short 7 5.7± 0.7
900 long 5 4.7± 0.6
1000 short 6 5.4± 0.7
1000 long 6 4.8± 0.6
1200 short 5 4.0± 0.9
1200 long 5 3.8± 0.5
1400 short 5 3.1± 1.6
1400 long 5 2.9± 1.3
1600 short 2 2.3± 2.2
1600 long 2 2± 2
1800 short 2 1.9± 2.3
1800 long 2 1.8± 2.1
2000 short 1 1.6± 2.6
2000 long 1 1.5± 2.6
2200 all 1 1.3± 2.9
2400 all 1 1.2± 2.8
2600 all 1 1.1± 2.4
2800 all 0 0.9± 2.1
3000 all 0 0.8± 1.6

SR-Mu-IBL0_High
Mass Lifetime Obs. Yield Exp. Yield
400 short 3 3.9± 0.4
400 long 2 2.91± 0.29
450 short 3 3.03± 0.23
450 long 2 2.30± 0.18
500 short 2 2.35± 0.19
500 long 1 1.80± 0.15
550 short 2 2.03± 0.14
550 long 2 1.64± 0.12
600 short 2 1.71± 0.13
600 long 2 1.46± 0.11
650 short 1 1.42± 0.08
650 long 1 1.26± 0.09
700 short 3 1.32± 0.16
700 long 1 1.10± 0.12
800 short 2 1.13± 0.27
800 long 0 0.97± 0.23
900 short 2 0.82± 0.33
900 long 2 0.70± 0.28
1000 short 2 0.8± 0.4
1000 long 2 0.68± 0.33
1200 short 3 0.57± 0.31
1200 long 3 0.53± 0.29
1400 short 3 0.46± 0.24
1400 long 3 0.42± 0.22
1600 short 2 0.3± 0.2
1600 long 2 0.33± 0.19
1800 short 2 0.3± 0.2
1800 long 2 0.29± 0.19
2000 short 2 0.26± 0.19
2000 long 2 0.25± 0.19
2200 all 2 0.22± 0.17
2400 all 2 0.21± 0.26
2600 all 2 0.2± 0.4
2800 all 2 0.2± 0.5
3000 all 1 0.2± 0.4

Table 10.3: Observed and predicted yields within eachmass window in the SR-Mu-IBL0_Low and SR-Mu-IBL0_-
High regions. The error on the expected yield is the sum in quadrature of the systematic uncertainties, including the

statistical error on the background template.
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SR-Trk-IBL1
Mass Lifetime Obs. Yield Exp. Yield
400 short 3 0.59± 0.21
400 long 3 0.40± 0.18
450 short 2 0.54± 0.19
450 long 2 0.37± 0.13
500 short 1 0.49± 0.18
500 long 1 0.33± 0.13
550 short 0 0.48± 0.18
550 long 0 0.37± 0.16
600 short 0 0.46± 0.16
600 long 0 0.38± 0.13
650 short 0 0.44± 0.18
650 long 0 0.37± 0.14
700 short 0 0.45± 0.23
700 long 0 0.35± 0.17
800 short 1 0.41± 0.25
800 long 0 0.33± 0.19
900 short 1 0.35± 0.25
900 long 1 0.28± 0.19
1000 short 2 0.35± 0.25
1000 long 1 0.31± 0.22
1200 short 2 0.30± 0.18
1200 long 2 0.28± 0.17
1400 short 2 0.27± 0.18
1400 long 2 0.24± 0.16
1600 short 1 0.24± 0.23
1600 long 1 0.2± 0.2
1800 short 1 0.21± 0.25
1800 long 1 0.20± 0.22
2000 short 0 0.2± 0.3
2000 long 0 0.18± 0.28
2200 all 0 0.17± 0.34
2400 all 0 0.16± 0.35
2600 all 0 0.2± 0.4
2800 all 0 0.2± 0.4
3000 all 0 0.16± 0.35

SR-Mu-IBL1
Mass Lifetime Obs. Yield Exp. Yield
400 short 1 2.96± 0.29
400 long 0 2.26± 0.21
450 short 4 2.29± 0.22
450 long 0 1.74± 0.16
500 short 4 1.76± 0.23
500 long 1 1.33± 0.17
550 short 4 1.51± 0.23
550 long 4 1.23± 0.19
600 short 4 1.29± 0.17
600 long 4 1.10± 0.16
650 short 3 1.11± 0.14
650 long 3 0.97± 0.13
700 short 2 1.0± 0.1
700 long 2 0.85± 0.09
800 short 0 0.88± 0.09
800 long 0 0.75± 0.08
900 short 0 0.67± 0.11
900 long 0 0.56± 0.08
1000 short 0 0.63± 0.11
1000 long 0 0.6± 0.1
1200 short 0 0.47± 0.13
1200 long 0 0.44± 0.09
1400 short 0 0.4± 0.2
1400 long 0 0.35± 0.17
1600 short 0 0.26± 0.24
1600 long 0 0.25± 0.21
1800 short 0 0.21± 0.25
1800 long 0 0.21± 0.22
2000 short 0 0.18± 0.28
2000 long 0 0.18± 0.27
2200 all 0 0.1± 0.3
2400 all 0 0.14± 0.29
2600 all 0 0.13± 0.28
2800 all 0 0.11± 0.26
3000 long 0 0.09± 0.21

Table 10.4: Observed and predicted yields within eachmass window in the SR-Trk-IBL1 and SR-Mu-IBL1 regions.
The error on the expected yield is the sum in quadrature of the systematic uncertainties, including the statistical error

on the background template.
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10.2 Statistical test construction

To quantify the extent of the deviation of observation from prediction, a hypothesis test to reject

the background-only hypothesis is conducted for each mass window and signal region. The hypoth-

esis test quantifies the compatibility of the observed data originating solely from background-like

processes.

The test is conducted by calculating the value of a test statistic variable which is designed to be

a powerful handle on the compatibility of the observed data with the hypothesis. The observed

test statistic value is then compared with the expected distribution of the test statistic values which

would originate from a background-only hypothesis. The probability of the observed test statistic

can then be calculated from the expected distribution and is quoted as the p-value. The significance

of the observation is then computed from the p-value.

The chosen test statistic q0 is defined as [139]:

q0 =


−2 lnλ(0) µ̂ < 0,

0 µ̂ > 0,

(10.1)

where µ is the strength of the signal.

λ(µ) is the profile likelihood ratio

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
. (10.2)
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L is the likelihood of the given parameters describing the underlying distribution given the ob-

served data. The underlying distribution is parameterized by µ, θ, where µ is the parameter of in-

terest and θ is the set of nuisance parameters. µ̂ and θ̂ are the values of µ, θ which maximize the

likelihoodL, while ˆ̂θ represents the set of θ values which maximum the likelihood with a fixed µ.

For q0, µ = 0.

Note that this test statistic assumes that the existence of a signal would increase the observed

yield; i.e. µ ≥ 0.

10.2.1 Likelihood construction

The likelihood construction and notation in the following section is based on [140, 142, 143].

The likelihoodL is defined as as:

L(ϕ) =
∏

c∈channels

Poisson (nc|νc)
∏
θ∈θ

cθ(aθ|θ). (10.3)

ϕ is the set of all parametersϕ = (µ,θ). νc is the expected event rate in each channel c defined

in the set of signal regions, and nc is the observed number of events. The term Poisson (nc|νc) is

the likelihood that, given nc events are observed, νc describes the mean of the underlying Poisson

distribution. Analytically this is expressed as

Poisson (nc|νc) = νc
nc
e−νc

nc!
. (10.4)

cθ(aθ|θ) is a constraint on the parameter θ, typically Gaussian or Poisson.
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νc can be expressed as

νc(ϕ) =
∏
κ∈κ

κc(µ,θ)

(
ν0c (µ,θ) +

∑
∆∈∆

∆c(µ,θ)

)
(10.5)

For this analysis, ν0c (µ,θ) is the expected number of events in a given signal region. For a

background-only hypothesis, this is equivalent to the expected background prediction bc in channel

c. For the signal-and-background hypothesis, ν0c = µsc + bc, where sc is the expected signal in

channel c scaled by the parameter of interest, µ.

The modifiers∆c and κc are used to include the effect of systematic uncertainties on the back-

ground prediction. Each modifier is parameterized by an undetermined nuisance parameter θ. The

systematic uncertainties are used to constrain the value of the nuisance parameter θ through the

constraint terms cθ(aθ|θ) in the maximum likelihood fit where θ is allowed to float.

∆c is an additive modifier and κc is a multiplicative modifier to the expected yield. All of the sys-

tematic uncertainties are included in the likelihood through additive modifiers, with the exception

of the normalization uncertainty and statistical template uncertainty, which are incorporated as

multiplicative modifiers.

The additive modifiers∆(θ) and the associated normally-distributed constraints are defined as

∆c(θi) = θiσc

c(θi) = Gaussian (a = 0|θi, σ = 1)

(10.6)

where σc is the relative systematic uncertainty associated to channel c, as estimated in Chapter 9,
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and θi is the associated nuisance parameter. Analytically Gaussian (a = 0|θi, σ = 1) is expressed as

c(θi) =
1√
2π

Exp
[
−1

2

θ2i
σ2

]
(10.7)

A multiplicative modifier is chosen for normalization uncertainty, where the associated nuisance

parameter is similarly constrained by a normal distribution:

κc(θi) = (1 + σc)
θi

c(θi) = Gaussian (a = 0|θi, σ = 1)

(10.8)

Finally, the multiplicative modifier associated to the statistical template uncertainty is defined

with a Poisson constraint:

κc(θi) = θi

c(θi) = Poisson
(
σ−2
c |σ−2

c θi
) (10.9)

More details on likelihood construction in high energy physics are in [142].

One added complication is that any systematic effects introduced in the likelihood through the

modifiers may have a shared source across several signal regions. To account for this, nuisance param-

eters can be shared across various regions. The detailed treatment of shared nuisance parameters is

shown in Table 10.5 for the exclusive signal regions and Table 10.6 for the discovery signal regions.
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Systematic Channel
Trk Trk Trk Mu Mu Mu

IBLOF0_Low IBLOF0_High IBLOF1 IBLOF0_Low IBLOF0_High IBLOF1
Template correlations θ0 θ0 θ0 θ1 θ1 θ1

dE/dx scale θ2 θ2 θ2 θ3 θ3 θ3
IBL1 reweighting θ4 θ4 θ4 θ5 θ5 θ5

η slicing θ6 θ6 θ7 θ6 θ6 θ7
dE/dx tail θ8 θ8 θ8 θ8 θ8 θ8

Statistics θ9 θ10 θ11 θ12 θ13 θ14
Normalization θ15 θ15 θ16 θ17 θ17 θ18

Emiss
T trig. θ19 θ19 θ19 θ19 θ19 θ19

Table 10.5: The treatment of correlations across the exclusion signal regions is encapsulated in the nuisance param-

eters assigned to each systematic uncertainty. If the regions share a nuisance parameter, they are treated as fully

correlated in the likelihood. Otherwise the effect of the uncertainty can vary independently between regions.†

Systematic Channel
SR-Inclusive_Low SR-Inclusive_High

Template correlations θ0 θ0
dE/dx scale θ1 θ1

IBL1 reweighting θ2 θ2
η slicing θ3 θ3

dE/dx tail θ4 θ4
Statistics θ5 θ6

Normalization θ7 θ7
Emiss

T trig. θ8 θ8

Table 10.6: The treatment of correlations across the discovery signals is encapsulated in the nuisance parameters

assigned to each systematic uncertainty. If the regions share a nuisance parameter, they are treated as fully correlated

in the likelihood. Otherwise the effect of the uncertainty can vary independently between regions.†
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10.3 Calculation of p-values

With the observed and expected data in each mass window (and the associated uncertainties), the

value of the test statistic can be computed. The profile likelihood λ(µ) = L(µ,
ˆ̂
θ)

L(µ̂,θ̂)
requires a fit for

µ, θ using the observed data.

[139] derives the analytical asymptotic formulae for the expected distribution of the test statistic

assuming a background-only or signal-and-background hypothesis. Using these formula, the corre-

sponding probability of the observed test statistic, or p-value, can be calculated.

The significance Z can then be calculated from the p-value through the formula [139]

Z = Φ−1(1− p), (10.10)

whereΦ−1 refers to the inverse cumulative normal distribution.

10.4 Statistical interpretation

The local p-values and associated significances in each mass window for the signal region using

asymptotic formula is shown in Figures 10.5– 10.12. The maximum deviation is observed for the

mass window targeting long lifetime signals of mass 1.4 TeV in the SR-Inclusive_High region,

with a local significance of 3.6σ. The effect of the excess can be observed over several mass windows,

which are defined to be overalapping in mass, in the SR-Inclusive_High region. This excess is

also visible in the exclusion regions, although with a smaller significance.
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For low mass windows, the observed data is compatible with SM expectation, largely within 1 −

2σ. The largest significance at lower mass is in the SR-Trk-IBL1 region, with a significance of<

2.5σ.
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Figure 10.5: The preliminary local (a) p-values and (b) corresponding significances in the SR-Inclusive_Lowmass
windows calculated using asymptotic formulae.
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Figure 10.6: The preliminary local (a) p-values and (b) corresponding significances in the SR-Inclusive_Highmass
windows calculated using asymptotic formulae.
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Figure 10.7: The preliminary local (a) p-values and (b) corresponding significances in the SR-Trk-IBL0_Lowmass
windows calculated using asymptotic formulae.
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Figure 10.8: The preliminary local (a) p-values and (b) corresponding significances in the SR-Trk-IBL0_Highmass
windows calculated using asymptotic formulae.
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Figure 10.9: The preliminary local (a) p-values and (b) corresponding significances in the SR-Trk-IBL1mass win-
dows calculated using asymptotic formulae.
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Figure 10.10: The preliminary local (a) p-values and (b) corresponding significances in the SR-Mu-IBL0_Lowmass
windows calculated using asymptotic formulae.
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Figure 10.11: The preliminary local (a) p-values and (b) corresponding significances in the SR-Mu-IBL0_Highmass
windows calculated using asymptotic formulae.
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Figure 10.12: The preliminary local (a) p-values and (b) corresponding significances in the SR-Mu-IBL1mass win-
dows calculated using asymptotic formulae.
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11
Conclusion

A search for highly ionizing long-lived particles using the dE/dxmeasurement in the ATLAS pixel

detector was conducted with proton-proton collisions at the LHC. The full Run-2 dataset, with an

integrated luminosity of 139 fb−1, was used for this search. The analysis was designed to look for

high momentum tracks with large dE/dx deposits in the four pixel detector layers.

Eight signal regions were used to search for evidence of new physics. Using the dE/dxmeasure-
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ment and the momentum measurement for each track, the mass of tracks in the signal regions was

reconstructed. A series of mass windows were applied to the mass distribution in each signal region.

The observed and predicted yields in each window were reported.

The observed yields are compatible with Standard Model expectation across the signal regions

at low mass. At high mass, the largest excess above Standard Model expectation was observed in

the SR-Inclusive_High region in a mass window from 1150 GeVto 2500 GeV. 6 events were ob-

served and 0.61± 0.31 events were expected. A preliminary statistical test was conducted using a

likelihood-based test statistic to quantify the disagreement with Standard Model expectation. Under

the asymptotic approximation for the test statistic distribution, the significance of this deviation is

3.5σ.

An investigation of the excess tracks in the signal region is ongoing. Future work includes char-

acterizing the excess tracks, refining the calculation of the statistical significance of the excess using

pseudoexperiments to derive the test statistic distribution, and setting limits on the signal models

described in this thesis.
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