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The Relationship Between Herpes Simplex Virus 1 and the Cellular DNA Damage 

Response 

 

Abstract 

 Cellular DNA is under constant threat from many different agents that can cause 

damage to the genome. Damage to the DNA can inhibit the ability of the cell to replicate 

its genome, which usually leads to death of the cell. Consequently, cells have evolved 

complex pathways of machinery, collectively termed the DNA damage response (DDR), 

with the sole purpose to fix any damaged DNA. DNA virus infection also activates the 

DDR. In this dissertation, we explore the relationship between the DDR and herpes 

simplex virus 1 (HSV-1). We describe the DDR to incoming and replicating viral 

genomes with an emphasis on two key DDR kinases: ATM and Chk2. We observed that 

the DDR is biphasic with incoming and replicating viral DNA activating Chk2 and ATM, 

respectively. Moreover, we were surprised to find that different DDR proteins had 

differing effects on the replication of the virus. Canonically, Mre11, encoded by the 

MRE11A gene and a component of the MRN complex, promotes the activation of ATM 

in response to double-stranded DNA breaks. However, disruption of MRE11A and ATM 

by CRISPR-Cas9 had opposing effects on HSV-1 replication, suggesting that the DDR 

to infection is much more nuanced than previously thought. We also describe a novel 

role for the p53 tumor suppressor in regulating the expression of a key HSV-1 DNA 

replication gene. Our findings also allowed us to compile a detailed model of the DDR to 
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different stages of the HSV-1 lytic replication cycle, something not currently present in 

the field. 

 In the appendix, we describe what we thought to be a novel antiviral signaling 

pathway. HSV-1 infection induces an innate antiviral response presumably though 

recognition of the viral genome in the nucleus. While the viral DNA is sensed in the 

nucleus, the signal is propagated to the cytosol by an unknown mechanism. Initial 

evidence suggested that the Sun1 nuclear envelope protein was involved in this 

propagation. However, upon more rigorous investigation, we found Sun1 to be 

dispensable. We discovered that an off-target effect was responsible for the initial 

phenotype. 
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1.1 The order Herpesvirales, the family Herpesviridae, and the human 

herpesviruses 

 

Herpesvirales and Herpesviridae 

The order Herpesvirales encompasses three families of viruses: Herpesviridae, 

Alloherpesviridae, and Malacoherpesviridae (Davison et al., 2009). These families share 

similar characteristics in that they contain linear, double-stranded DNA (dsDNA) 

genomes of >100 kilobase pairs (kbp). The infectious viral particle is composed of both 

an outer lipid bilayer envelope derived from the host, and an inner icosahedral protein 

capsid. Between the two is a protein-rich matrix termed the viral tegument. The outer 

envelope is studded with viral glycoproteins that facilitate fusion of the viral envelope 

with the lipid bilayers of susceptible host cells. Within the capsid lies the viral genome. 

The Herpesviridae family is divided into three sub-families: Alphaherpesvirinae, 

Betaherpesvirinae, and Gammaherpesvirinae, and infect a wide range of hosts 

including birds, reptiles, and mammals (Davison et al., 2009).  

 

The human herpesviruses 

 The human herpesviruses (HHVs) are divided into the Alpha-, Beta-, and 

Gammaherpesvirinae. The three most notable alphaherpesviruses are herpes simplex 

viruses 1 and 2 (HSV-1 and HSV-2, respectively) and varicella zoster virus (VZV). 

Unlike the beta- and gammaherpesviruses, HSV-1, HSV-2, and VZV have a wider 

cellular tropism with primary infection occurring in epithelial cells followed by 

subsequent infection of neuronal cells where the viral genome enters a state of latency 
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for future reactivation (Smith, 2012). HSV-1 and HSV-2 infections are most commonly 

associated with oral and genital lesions, respectively, with recurrent reactivation over 

the life of the individual (Roizman, 2013). Individuals are typically infected with VZV 

early in life with a disease manifestation commonly referred to as chicken pox, with later 

reactivation yielding a disease termed shingles.  

 Human cytomegalovirus (HCMV) is a member of the Betaherpesvirinae with a 

lymphocyte tropism, different from the Alphaherpesvirinae. Although this virus generally 

does not cause pathology in healthy individuals, HCMV can cause significant congenital 

complications as well as pathology in immunocompromised individuals.  

 Two well-studied members of the Gammaherpesvirinae are Epstein-Barr virus 

(EBV) and Kaposi’s sarcoma-associated herpesvirus (KSHV). EBV displays a tropism 

for epithelial and B cells (Möhl et al., 2016), whereas KSHV infects B cells, endothelial 

cells, and monocytic cells (Chakraborty et al., 2012). 

 

1.2 Herpes simplex viruses 

 

Epidemiology and disease 

 HSV-1 and HSV-2 infections are ubiquitous throughout the world. In the United 

States, the seroprevalence in ages 14-49 years was 48.1% for HSV-1 and 12.1% for 

HSV-2 (McQuillan et al., 2018). Moreover, females showed higher seroprevalence than 

males. For HSV-1, males and females showed 45.2% and 50.9% seroprevalence, 

respectively. Comparatively, males and females displayed 8.2% and 15.9% 

seroprevalence, respectively, for HSV-2. While HSV-1 and HSV-2 commonly cause 
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relatively benign oral and genital lesions, respectively, in rare cases, these viruses can 

spread through the nervous system to the brain and cause herpes simplex encephalitis 

leading to brain damage, particularly of the temporal lobe, and in some cases results in 

death. HSV-1 is also the leading cause of infectious corneal blindness in the United 

States (Roizman, 2013). The nucleoside analogs acyclovir, valaciclovir, and famciclovir 

are effective treatments against both HSV-1 and HSV-2 (Kimberlin and J., 2007). 

 

HSV-1 lytic replication 

 Infection initiates with fusion of the virion envelope with the plasma membrane of 

the host cells. Glycoproteins B and C (gB and gC, respectively) first interact with cell 

surface markers to attach the virus (Roizman, 2013). Glycoprotein D (gD) then interacts 

with the cellular entry factors herpesvirus entry mediator (HVEM), nectin, or 3-O-

sulfated heparan sulfate. This association then allows for fusion of the membranes 

catalyzed by glycoprotein H/L heterodimers (gH/gL) and glycoprotein B (gB). 

 Fusion of the membranes releases the capsid and the contents of the viral 

tegument into the cytoplasm of the host cell. The capsid is trafficked to a nuclear pore 

along cellular microtubules in a manner dependent on dynein and dynactin (Döhner et 

al., 2002). After the viral capsid is delivered to a nuclear pore, the linear viral genome is 

released where it rapidly circularizes (Garber et al., 1993) and begins a characteristic 

cascade of three stages of viral gene transcription (Honess and Roizman, 1974).  

The first gene set transcribed, termed the immediate-early (IE) class, encodes 

ICP0, ICP4, ICP22, ICP27, and ICP47. Transcription of IE genes begins with virion 

protein 16 (VP16) association with the cellular Oct-1 and HCF-1 proteins. Binding of this 
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complex to IE gene promoters facilitates the formation of a transcription pre-initiation 

complex followed by subsequent elongation by cellular RNA polymerase II (Roizman, 

2013).  

The second class of genes expressed is the early (E) genes, which encode 

primarily proteins of the viral replication machinery and other proteins to increase the 

efficiency of the genome replication process. Transcription of E genes is largely 

facilitated by ICP4, ICP0, and ICP27. Following their transcription and translation, early 

gene products target the viral genome for replication. First, the UL9 protein binds to the 

viral origins of replication: oriL and oriS. OriS is present in a repeated region of the 

genome, therefore there are two copies of oriS and one of oriL. UL9 then unwinds a 

portion of the origin to facilitate the recruitment of the ICP8 single-stranded DNA binding 

protein. These two proteins then recruit the viral helicase-primase complex comprised of 

UL5, UL8, and UL52. The final two proteins recruited are the viral DNA polymerase 

UL30 and its processivity factor UL42. Together, these proteins form the viral DNA 

polymerase holoenzyme that proceeds to replicate the genome. It is still disputed 

whether replication proceeds in a rolling circle manner or a mechanism dependent on 

homologous recombination between the viral genomes (Roizman, 2013). 

Following viral genome replication, the third class of viral genes, the late (L) 

class, is transcribed. Genes in this phase primarily encode virion structural proteins 

including capsid proteins, proteins that package the newly synthesized viral genomes 

into these capsids, proteins that facilitate egress of the capsid out of the nucleus, 

tegument proteins (such as VP16), and the viral glycoproteins that adorn the surface of 

progeny virions (Roizman, 2013). 
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After the genomes have been packaged, the new capsids are brought to, and 

bud through, the nuclear envelope in a manner dependent on the viral UL31 and UL34 

proteins. Capsids and tegument proteins are then re-enveloped in the Golgi network 

and secreted from the cells by the exocytosis pathway (Roizman, 2013).  

 

HSV-1 latent infection 

 Following primary infection and replication in epithelial cells, HSV-1 infects the 

termini of sensory neurons. The capsid moves to the nucleus of the neuron by 

retrograde transport, and, once inside the nucleus, the viral genome circularizes and 

enters a silent state absent of lytic gene expression. The latency-associated transcript 

(LAT; further spliced into smaller RNAs) and several micro-RNAs are transcribed which 

retain the viral genome in a quiescent state (Roizman, 2013). The mechanism(s) by 

which the virus exits latency and activates the lytic program is not well understood. 

Within the nucleus of the infected host cell, the viral genome is associated with cellular 

histone proteins whose epigenetic marks appear to control transcription of the regions 

of the genome they are bound to. One model of reactivation from latency involves 

modulation of these epigenetic marks such that, once a threshold is reached, productive 

lytic gene expression commences and new viruses are produced (Cliffe et al., 2015). 

This model along with the general role of chromatin in both lytic and latent infection will 

be discussed in the next section. 

 

Chromatinization of HSV-1 DNA 
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 Unlike polyomaviruses (Germond et al., 1975), HSV-1 DNA is not associated 

with histones within the viral particle. Instead, the viral DNA is compacted with positively 

charged polyamine molecules (Gibson and Roizman, 1971). HSV-1 DNA becomes 

coated with histones within an hour of infection that become unstable or are otherwise 

lost over the course of replication (Lacasse and Schang, 2012; Lee et al., 2016). 

Epigenetic marks of the histone tails serve an important role in promoting or 

suppressing viral gene expression. After chromatinization of the viral genome, H3 

histones are tri-methylated on lysines 9 and 27 (H3K9me3 and H3K27me3, 

respectively) in order to repress viral gene transcription. These marks are progressively 

lost as infection progresses and the viral genome is replicated (Lee et al., 2016). 

Moreover, histones associated with viral gene promoters become acetylated, instead of 

methylated, in order to facilitate transcription (Cliffe and Knipe, 2008). Chromatinization 

and histone methylation appear to be a response by the host cell to silence transcription 

and will be explored further in the next section. 

 During latency, the viral genome is also maintained in chromatin form. However, 

compared to lytic infection, the viral genome contains higher levels of H3K27me3. This 

appears to be promoted by the viral ICP0 protein, which is intriguing as ICP0 is 

traditionally considered to be a lytic protein (Raja et al., 2016). HSV-1 reactivates from 

its latent state when some stress or other stimulus is imposed on the host neuron. 

Emerging evidence has implicated changes in the epigenetic marks on the viral 

chromatin as a mechanism for reactivation (Cliffe et al., 2015; Lee et al., 2018). One 

model involves phosphorylation of serine residues on the histone tails to promote low 

levels of transcription of lytic viral genes despite the presence of repressive marks. 
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Stress on the neuron activates the DLK/JIP3 pathway that culminates in JNK activation 

and phosphorylation of histone H3 on serine 10 on viral lytic gene promoters. This is 

proposed to allow for increasing amounts of viral lytic gene transcription that eventually 

leads to full reactivation (Cliffe et al., 2015). 

 

Cellular sensing of HSV-1 infection 

 Despite being a relatively efficient process, HSV-1 replication has to overcome 

many cellular mechanisms that sense and respond to the viral DNA. These responses 

can be roughly divided into two categories: intrinsic and innate immune responses. As a 

part of the intrinsic response, promyelocytic leukemia nuclear bodies (PML-NBs), 

alternately called nuclear domain 10 (ND10), are complexes of proteins that associate 

with viral DNA as soon as the molecule enters the nucleus, in particular ATRX, PML, 

and IFI16 (Cabral et al., 2018). These proteins, along with Sp100 and Daxx, restrict 

replication of ICP0-null HSV-1 (Cabral et al., 2018; Everett et al., 2008; Lukashchuk and 

Everett, 2010; Merkl et al., 2018; Orzalli et al., 2013). An IE gene product, ICP0, is an 

E3 ubiquitin ligase whose primary function is to promote the disruption (Maul et al., 

1993) and degradation of ND10 proteins in order to remove any restriction on viral 

replication. PML (Everett et al., 1998), Sp100 (Chelbi-Alix and de Thé, 1999), IFI16 

(Orzalli et al., 2012), and ATRX (Jurak et al., 2012) are all degraded as a result of ICP0 

activity. These intrinsic responses appear to target the viral chromatin as IFI16 and 

ATRX promote and maintain heterochromatic marks on the genome, respectively, to 

repress viral gene expression (Cabral et al., 2018; Orzalli et al., 2013).  
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 The cellular type-I interferon (IFN) pathway is a potent innate immune response 

that suppresses viral replication, and HSV-1 is no exception. Both DNA and RNA can 

lead to the robust transcription of interferon alpha and beta (IFNα and IFNβ, 

respectively). Concerning DNA sensing, double-stranded DNA is bound by the sensor 

cyclic GMP-AMP synthase (cGAS) (Sun et al., 2013). Binding to DNA activates the 

catalytic activity of the protein to produce the small dinucleotide cyclic GMP-AMP 

(cGAMP) (Wu et al., 2013). cGAMP then binds the major adapter protein, STING 

(Ishikawa and Barber, 2008), on the membranes of the endoplasmic reticulum (Wu et 

al., 2013). Binding of cGAMP to STING triggers the recruitment of the TBK1 kinase, 

which then phosphorylates STING to recruit the IRF3 transcription factor. Association of 

IRF3 with STING allows it to also be phosphorylated by TBK1. Phosphorylated IRF3 

then dimerizes and translocates to the nucleus where it promotes the transcription of 

type-I IFNs (Liu et al., 2015). It is currently unknown whether cGAS binds to HSV-1 

DNA directly to initiate an immune response. HSV-1 infection has been observed to 

cause the release of mitochondrial DNA that is detected by cGAS (West et al., 2015), so 

this may explain the response to infection if cGAS does not bind directly to the viral 

genome. As type-I IFN responses can potently inhibit replication, HSV-1 has evolved an 

answer: the viral UL37 protein, a component of the viral tegument, specifically 

deamidates cGAS to impair its catalytic activity (Zhang et al., 2018).  

IFI16 has been observed to sense HSV-1 DNA and elicit an IFN response 

through STING (Orzalli et al., 2012; Unterholzner et al., 2010) presumably by 

oligomerizing on the viral genome (Lum et al., 2019). As mentioned earlier, ICP0 targets 

IFI16 for degradation (Orzalli et al., 2012), thereby attenuating this antiviral pathway. 
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IFI16 senses HSV-1 DNA in the nucleus and the mechanism for STING activation in the 

cytosol is still largely un-resolved. A role for nuclear cGAS has emerged as it was 

observed to interact with IFI16 to coordinate a response to nuclear HSV-1 DNA (Orzalli 

et al., 2015). 

Cytosolic RNA can also robustly generate an IFN response with the MAVS 

protein serving as the adapter (Seth et al., 2005). While viral RNAs were not directly 

sensed by RIG-I, an RNA helicase that binds and activates MAVS with the aid of the 

Zyxin protein (Kouwaki et al., 2017), HSV-1 infection causes the relocation of a cellular 

5S rRNA pseudogene transcript into the cytosol where it is sensed by RIG-I (Chiang et 

al., 2018). In response to the inhibitory effects of type-I IFN on replication, HSV-1 has 

evolved numerous mechanisms to suppress the pathway. The viral US3 kinase (Peri et 

al., 2008; Wang et al., 2013b), ICP0 (Lin et al., 2004; Orzalli et al., 2012), ICP34.5 

(γ34.5) (Verpooten et al., 2009), and ICP27 (Christensen et al., 2016) all have been 

shown to inhibit the IFN pathways at some stage. These findings further highlight the 

ongoing battle between the virus and the host. 

 

1.3 The cellular responses to, and repair of, damaged DNA 

 

Repair by non-homologous end-joining (NHEJ) 

 The integrity of the cellular genome is under constant threat from many sources. 

Cells have evolved complex pathways, termed the DNA damage response (DDR), in 

order to repair damaged DNA. One of the most devastating forms of damage to the 

cellular genome is a break in both strands. These can arise as a consequence of errors 
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during DNA replication, various drug treatments, and ionizing radiation. Double-

stranded breaks can lead to chromosome translocations that can result in aberrant cell 

growth and cancer (Rodgers and McVey, 2016). The cell has two primary methods of 

fixing these types of breaks: non-homologous end-joining (NHEJ) and homologous 

recombination (HR), discussed in the next section. 

 As the name implies, NHEJ involves ligation of the free double-stranded ends of 

the molecule to an available pair in a manner independent of the DNA sequence. This 

type of repair serves as a quick fix, but is prone to error in the form of insertion-deletion 

(indel) mutations as it is not based on homology (Rodgers and McVey, 2016). This 

characteristic serves as the foundation for genetic engineering and gene deletion 

technologies such as CRISPR-Cas9 (Doudna and Charpentier, 2014). This nuclease 

introduces double-stranded breaks that, once repaired by NHEJ, may contain indels 

that cause a frameshift and truncate the protein or completely change the amino acid 

sequence, both scenarios leading to loss of function of the protein. 

 Initially, double-stranded breaks are sensed and bound by the Ku70/Ku80 

heterodimer (Mimori and Hardin, 1986). This complex then recruits the DNA-dependent 

protein kinase catalytic subunit, DNA-PKcs, to form the DNA-PK holoenzyme (Gottlieb 

and Jackson, 1993). This complex encircles and covers approximately 30 base pairs of 

DNA, protecting them from degradation or any damage that may jeopardize efficient 

repair (Yin et al., 2017). Final ligation is performed by the XRCC4/DNA ligase IV (LigIV) 

complex where XRCC4 stimulates the ligase activity of LigIV to join two DNA ends 

(Critchlow et al., 1997; Grawunder et al., 1997). There is also an emerging role for the 

XLF protein in this process as well (Brouwer et al., 2016). Double-stranded breaks are 
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not always perfectly blunt. They can contain overhangs on either strand, and they may 

even have a few bases of homology to the receiving strand to be joined with, termed 

microhomology. Depending on the situation, the mechanisms for repair are slightly 

different. 

 Joining two blunt-ended DNA strands is a relatively straightforward process. The 

ends are first bound by the Ku complex and then the XRCC4/LigIV complex is recruited 

directly, bypassing the need for DNA-PKcs, and ligate the DNA strands together (Chang 

et al., 2016). Extra steps are needed if there is a 5’ or 3’ overhang on the ends to be 

joined. If there is a 5’ overhang, the Ku complex still binds both DNA ends, but this time, 

DNA-PKcs is recruited along with the nuclease Artemis. DNA-PKcs autophosphorylation 

stimulates Artemis nuclease activity (Goodarzi et al., 2006). DNA-PKcs also 

phosphorylates Artemis itself (Ma et al., 2005), which may aid in its activation. Artemis 

trims the DNA overhang (Ma et al., 2002) to allow for ligation by XRCC4/LigIV. If there 

is a 3’ overhang, it is trimmed by Artemis, and then the 3’ ends are extended by 

polymerases µ and/or λ to generate microhomologies so the DNA can be ligated by 

XRCC4/LigIV (Chang et al., 2017; Ma et al., 2004). 

 

Repair by homologous recombination (HR) 

 In contrast to NHEJ, double-stranded breaks can be repaired with a mechanism 

based on DNA homology. This involves using a complementary DNA sequence as a 

template, usually the sister chromatid. This method of repair results in a decreased 

incidence of indel mutations and therefore preserves the integrity of the genome. This 

repair pathway begins when a complex consisting of Mre11-Rad50-Nbs1 (MRN) binding 
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to free double-stranded DNA ends (Lamarche et al., 2010). This complex then recruits 

the ataxia telangiectasia (ATM) kinase (Lee and Paull, 2005), which is central to the 

double-stranded break response, via interactions with Nbs1 (You et al., 2005). ATM 

then generates a multi-component complex by phosphorylating the H2AX histone 

variant, yielding γH2AX, which is associated with the DNA surrounding the break 

(Burma et al., 2001). γH2AX can spread across megabases of DNA to amplify the repair 

signal (Rogakou et al., 1999). γH2AX is bound by the Mdc1 adapter protein that in turn 

serves as a signaling platform for the recruitment of additional repair proteins (Stewart 

et al., 2003; Stucki et al., 2005). Another major target of ATM is the Chk2 kinase. 

Activated Chk2 is responsible for phosphorylating many substrate proteins whose 

functions largely are focused on arresting cells at G1/S or G2/M in the event that the 

genome is damaged and needs to be repaired (Zannini et al., 2014). Chk2 also 

functions in promoting the eventual recruitment of RAD51, discussed in more detail 

below, to single-stranded DNA for homologous recombination (Zhang et al., 2004). 

 To allow for base pairing to a homologous DNA sequence, the DNA break needs 

to be resected to expose a single stranded end available for annealing. This usually 

occurs in two steps: initial resection followed by a more extensive resection. Initial 

resection begins with recruitment of the CtIP protein to the MRN complex, specifically 

by Nbs1 (Sartori et al., 2007; Wang et al., 2013a). ATM then phosphorylates CtIP and 

this promotes the initial resection of one of the DNA strands (Blackford and Jackson, 

2017; Wang et al., 2013a). More extensive resection is carried out by the Exo1 

nuclease in concert with the BLM helicase, whose recruitment is also dependent on 

phosphorylated CtIP (Gravel et al., 2008; Nimonkar et al., 2008; Wang et al., 2013a). 
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There is also evidence that the Dna2 nuclease can also facilitate resection (Nimonkar et 

al., 2011). Resected DNA is bound by the RPA protein (Huertas and Jackson, 2009) 

and this recruits a complex consisting of the ATRIP protein and the ATR kinase (Zou 

and Elledge, 2003). Resection of the double-stranded break marks the transition from 

an ATM- to ATR-dominant response, termed an ATM-to-ATR switch (Maréchal and 

Zou, 2013). ATR activity is stimulated by TopBP1 (Kumagai et al., 2006) whose 

recruitment is proposed to be dependent on the MRN complex (Duursma et al., 2013) 

as well as BLM (Blackford et al., 2015). A major target of ATR is the Chk1 kinase, 

whose activation inhibits cell cycle progression to allow for the repair of the damaged 

DNA before the cell cycle is allowed to proceed (Blackford and Jackson, 2017). 

 RAD51 catalyzes the recombination between the free DNA strand and a stretch 

of homologous DNA (Bonilla et al., 2020). With the help of BRCA2, RPA is displaced 

from single-stranded DNA and replaced with RAD51 (Bonilla et al., 2020). RAD51-

coated DNA then invades the homologous DNA helix and binds to the complementary 

sequence, generating a D-loop structure, to allow for extension of the invading strand, 

using the homologous DNA as a template. DNA is synthesized off of the invading strand 

until the strand is of sufficient length to span the damaged region of the initial broken 

DNA (Bonilla et al., 2020). The result is an error-free correction of a double-stranded 

break in the DNA. 

 

The p53 tumor suppressor 

 The p53 protein has been called “the guardian of the genome” for its central role 

in preventing aberrant cell growth. p53 is a transcriptional regulator with at least 1500 
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gene targets (Mirza et al., 2003) and is the most commonly mutated gene in human 

cancers (Hafner et al., 2019). p53 has a short half-life as it is constantly being turned 

over by the MDM2 E3 ubiquitin ligase (Haupt et al., 1997; Honda et al., 1997; Kubbutat 

et al., 1997). The DNA damage response leads to the phosphorylation of p53. 

Phosphorylation of serines 15 and 37 inhibits the actions of MDM2 and increases the 

half-life, and thereby abundance, of the protein. Moreover, phosphorylation of serine 15 

is required for the transcriptional functions of p53 (Loughery et al., 2014). ATM 

(Canman et al., 1998), ATR (Tibbetts et al., 1999), and DNA-PK (Shieh et al., 1997) 

have been observed to phosphorylate p53 on this residue. In the event of DNA damage, 

a primary function of p53 is to halt the progression of the cell cycle until the DNA can be 

repaired, or induce apoptosis if the damage is too severe (Hafner et al., 2019). 

Therefore, this redundancy between these three kinases allows for multiple avenues of 

p53 activation to ensure the integrity of the genome. p53 stabilization also appears to be 

dependent on phosphorylation of serine 20, which is primarily due to Chk2 activity 

(Chehab et al., 2000; Hirao et al., 2000). 
 Tetrameric p53 binds to DNA (Wang et al., 1995) via its DNA binding domain to a 

defined sequence of nucleotides (el-Deiry et al., 1992) and recruits histone 

acetyltransferases (HATs), specifically PCAF and p300/CBP, which acetylate p53 

(Lambert et al., 1998; Liu et al., 1999). p53 in complex with HATs promote the 

acetylation of histone tails, an epigenetic modification that promotes transcription, on 

the promoters of p53 target genes (Hafner et al., 2019). Histone acetylation was 

dependent on the phosphorylation of serine 15 (Loughery et al., 2014), further outlining 
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the pathway from initial sensing of DNA damage and ATM/ATR/DNA-PK activation, 

through the activation of p53 and the up-regulation of DNA repair genes. 

 p53 does not need to be bound directly to the promoter to promote transcription 

of a given gene. Association of p53 greater than 10 kbp from the transcriptional start 

site can still promote the expression of a target gene (Hafner et al., 2019). This explains 

situations where gene transcription appears dependent on p53 without a discernable 

binding site in the promoter. 

 

1.4 HSV-1 and the DNA damage response  

 

HSV-1 and NHEJ 

 The HSV-1 DNA genome inside the viral particle is not perfectly double-stranded. 

It contains nicks and gaps of various lengths as well as the free ends of the linear 

molecule that activate the NHEJ pathway (Smith et al., 2014). While there is no direct 

evidence that the Ku complex binds to HSV-1 DNA, loss of Ku70 increases the 

efficiency of replication, indicating that the NHEJ pathway is intrinsically antiviral (Taylor 

and Knipe, 2004). Furthermore, loss of DNA-PKcs increases replication as well 

(Parkinson et al., 1999). HSV-1 has evolved a method to subvert this antiviral pathway 

by degrading DNA-PKcs in a manner dependent on ICP0 (Lees-Miller et al., 1996). 

Interestingly, the viral ICP8 protein was observed to interact with DNA-PKcs following 

wild-type virus infection, indicating that ICP0 may not fully degrade DNA-PKcs in all cell 

types (Taylor and Knipe, 2004). As infection progresses, DNA-PKcs also localizes to 

viral replication compartments (Taylor and Knipe, 2004), suggesting that the activation 
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of NHEJ signaling recruits at least DNA-PKcs to viral genomes to suppress replication. 

The mechanisms of which have yet to be elucidated. 

 Other NHEJ proteins have opposing roles in HSV-1 replication. Depletion of 

either XRCC4 or LigIV reduces both viral DNA replication and progeny virus production 

(Muylaert and Elias, 2007), while loss of PAXX, a protein that functions with 

XRCC4/LigIV, increases virus production (Trigg et al., 2017). These findings indicate 

that these individual proteins, while having a role in cellular NHEJ, may exert their 

effects on the virus in unique roles outside of NHEJ. Alternatively, the proteins of the 

NHEJ pathway may be actively manipulated by HSV-1, as with ICP0 and DNA-PKcs, to 

promote the pro-viral functions of some proteins, while inhibiting the antiviral actions of 

others. 

 

HSV-1 and HR 

 HSV-1 triggers a robust cellular DDR soon after infection that progresses over 

time (Lilley et al., 2005). The MRN complex associates with the viral genome by 3 hours 

post-infection (Dembowski and DeLuca, 2018) and remains associated throughout viral 

DNA replication (Dembowski and DeLuca, 2015; Dembowski et al., 2017). This is 

supported by microscopy experiments observing Mre11 and Nbs1 localization to viral 

replication compartments (Gregory and Bachenheimer, 2008). Interestingly, while cells 

harboring non-functional Mre11 do not support efficient replication (Lilley et al., 2005), 

Mre11 is degraded over the course of infection (Gregory and Bachenheimer, 2008). 

Perhaps Mre11 promotes the early stages of replication, and becomes dispensable as 

the lifecycle progresses. 
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 ATM is activated by infection (Alekseev et al., 2014; Edwards et al., 2018; 

Gregory and Bachenheimer, 2008; Lilley et al., 2005), localizes to viral replication 

compartments (Alekseev et al., 2014; Lilley et al., 2005), and associates with replicating 

viral DNA (Dembowski and DeLuca, 2015). ATM appears to promote viral replication 

(Alekseev et al., 2014; Lilley et al., 2005), but has also been reported to be dispensable 

(Botting et al., 2016; Edwards et al., 2018; Gregory and Bachenheimer, 2008). Similar 

to the response to cellular DNA damage, Chk2 is activated by HSV-1 infection 

(Alekseev et al., 2014; Gregory and Bachenheimer, 2008; Li et al., 2008; Lilley et al., 

2005; Shirata et al., 2005) in a manner dependent on ATM (Li et al., 2008; Lilley et al., 

2005). Interestingly, Chk2 either promotes replication of HSV-1 only when ICP0 is 

present (Li et al., 2008), or has no effect (Edwards et al., 2018). 

 H2AX associates with the viral genome by two hours post-infection (Dembowski 

and DeLuca, 2018) as well as with replicating viral DNA (Dembowski et al., 2017) and 

has been suggested to promote efficient replication (Lilley et al., 2011). Another study 

found it to be dispensable (Botting et al., 2016), so further study is warranted. 

Furthermore, it has been reported that γH2AX is actively excluded from viral replication 

centers (Wilkinson and Weller, 2006). A major γH2AX-binding protein, Mdc1, associates 

with incoming viral genomes independently of ICP0 (Lilley et al., 2011). However, it 

remains unknown whether this protein has any role in the HSV-1 replication cycle. 

 RPA associates with the viral genome by one hour post-infection and remains 

bound throughout the course of infection, well into viral DNA replication (Dembowski 

and DeLuca, 2015, 2018). It can also be observed in viral replication compartments 

(Mohni et al., 2010), but it is currently unknown whether it regulates HSV-1 progeny 
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virus production. As for RAD51, it localizes to viral replication compartments (Wilkinson 

and Weller, 2004) and can catalyze recombination between replicating HSV-1 genomes 

(Tang et al., 2014). Functionally, however, it appears that RAD51 positively affects 

replication, but only when the virus is pre-treated with UV radiation (Muylaert and Elias, 

2010), suggesting that RAD51 can repair damaged viral genomes via recombination 

following viral DNA replication. 

 HSV-1 infection also activates the ATR pathway (Edwards et al., 2018), and both 

ATR and ATRIP localize to viral replication compartments (Mohni et al., 2010). 

Chemical inhibition of ATR and the downstream Chk1 kinase significantly reduces HSV-

1 replication (Edwards et al., 2018), and loss of ATRIP modestly reduces viral gene 

expression (Mohni et al., 2010). It is unknown whether this ATR activation is dependent 

on MRN and/or ATM activity, or is activated by a different stimulus.  

While individual HR proteins have been studied independently, the potential 

interplay between them has not been thoroughly investigated and a comprehensive 

model of the DDR to infection in a relevant cell type for HSV-1 has not been proposed. 

Moreover, current conclusions about the DDR to infection are generalized to the viral 

lifecycle as a whole. Parental and replicated viral genomes have the potential to elicit 

different DDRs. A major goal of this dissertation is to not only generate DDR models to 

both these parental and progeny genomes, but also to compare those responses to the 

normal cellular DDR to double-stranded breaks. 

  

HSV-1 and p53 
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 Compared to NHEJ and HR, much less is known about p53 and the HSV-1 

replication cycle. p53-deficient mice display less mortality when challenged intracranially 

with HSV-1 (Maruzuru et al., 2016). In cell culture, cells lacking p53 do not support 

efficient replication (Maruzuru et al., 2013). Moreover, p53 localizes to viral replication 

compartments (Wilcock and Lane, 1991) and binds to the viral genome (Hsieh et al., 

2014), supporting the idea that p53 directly regulates viral replication. p53 binds to the 

origins of replication on the viral genome, adjacent to the UL9 binding sites, both in vitro 

as well as infected cells (Hsieh et al., 2014). Interestingly, while the origin sequences 

were sufficient to promote p53-dependent transcription of a reporter construct, lytic 

genes flanking the origins were transcribed more in cells deficient for p53, suggesting 

that association of p53 with the origins repressed viral gene transcription (Hsieh et al., 

2014). 

If p53 is responsible for promoting the transcription of viral genes, then a logical 

inference is that the p300/CBP and PCAF HATs function in complex with p53. While 

p300 and CBP associate with viral gene promoters (Herrera and Triezenberg, 2004), 

their depletion, along with depletion of PCAF, did not decrease viral gene expression 

(Kutluay et al., 2009), indicating that these proteins may not be required for p53 

function. One caveat is that all three proteins have not been depleted simultaneously, 

so there exists the possibility that they may function redundantly. 

 Not surprisingly, p53 is also targeted by ICP0. ICP0 ubiquitinates p53 both in 

vitro and in vivo, and a virus not expressing ICP0 cannot suppress apoptosis following 

UV irradiation (Boutell and Everett, 2003). Surprisingly, despite this ubiquitination, p53 

is stabilized over the course of infection, independent of ICP0 (Boutell and Everett, 
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2004). The mechanism by which this occurs is not known, but appears to require viral IE 

gene expression. 

 Our aim is to further determine whether p53 regulates HSV-1 replication in 

primary human fibroblasts and, if so, where in the lifecycle it acts. The following work 

dissects both p53 function and the DDR to HSV-1 infection and reveals novel functions 

of these pathways in the viral lytic replication cycle.
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Abstract   

 Cells activate their DNA damage response (DDR) in response to DNA virus 

infection, including adenoviruses, papillomaviruses, polyomaviruses and herpesviruses. 

In this study we found that the DDR kinase pathways activated in normal human 

fibroblasts by herpes simplex virus (HSV-1) input genomic DNA, HSV-1 replicating and 

progeny DNA, and in uninfected cells treated with etoposide are different. We also 

found using CRISPR-Cas9 technology that different host gene products are required for 

the DDR in uninfected versus infected cells. Individual DDR components can be pro-

viral or anti-viral in that ATM and p53 promote and Mre11 restricts replication of ICP0-

null HSV-1, but ICP0 expression eliminates these DDR effects. Thus, in total these 

results argue that HSV-1 manipulates the host cell DDR response to utilize specific 

components for its optimal replication while inactivating the anti-viral aspects of the 

DDR. 

 

Introduction 

Cells have evolved complex pathways of machinery with the purpose of repairing 

breaks in the DNA to preserve the integrity of the genome. The Mre11-Rad50-Nbs1 

(MRN) complex is responsible for first sensing and then binding to double-stranded 

DNA ends (Lamarche et al., 2010). This complex is crucial for the recruitment of a key 

DNA damage response (DDR) kinase, ataxia-telangiectasia mutated (ATM), via an 

interaction with Nbs1 (You et al., 2005). In response to DNA damage, ATM 

phosphorylates the H2AX histone variant (Burma et al., 2001), which is commonly used 

as a marker of DNA damage. Phosphorylated H2AX, termed γH2AX, is then bound by 
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the DDR adapter protein Mdc1 to generate a signaling platform to recruit additional 

repair factors including the RNF8 and RNF168 E3 ubiquitin ligases, which are required 

for recruitment of 53BP1 to damage loci (Doil et al., 2009; Kolas et al., 2007; Stewart et 

al., 2003; Stucki et al., 2005). This pathway promotes homologous recombination (HR) 

of complementary DNA sequences for repair of the double-stranded DNA breaks. 

Double-stranded breaks are also repaired using the non-homologous end-joining 

(NHEJ) pathway. Free double-stranded DNA ends are first bound by the heterodimeric 

Ku70/Ku80 complex, which then recruits the catalytic subunit of DNA-dependent protein 

kinase (DNA-PKcs) (Gottlieb and Jackson, 1993; Mimori and Hardin, 1986). Through 

the interactions between a complex of proteins, the free DNA ends are tethered and 

ligated together by the XRCC4-DNA ligase IV (LIG4) complex (Critchlow et al., 1997; 

Graham et al., 2016; Grawunder et al., 1997).  

The p53 protein is activated to regulate cellular gene expression to allow for the 

repair of the damage or to induce death of the cell by apoptosis (Hafner et al., 2019). 

Two key residues that are phosphorylated in response to DNA damage are serines 15 

and 20, predominantly done by ATM/ATR, and Chk2, respectively (Canman et al., 1998; 

Hirao et al., 2000; Tibbetts et al., 1999). Phosphorylation of serine 15 of p53 has been 

suggested to regulate the transcriptional transactivation activity of p53 (Loughery et al., 

2014), and serine 20 the turnover of the protein (Dumaz et al., 2001). 

The genomes of DNA viruses do not go unnoticed by the DDR. High-risk human 

papillomaviruses (HPVs) use DDR pathways to efficiently replicate their genomes. HPV 

up-regulates expression of the MRN complex (Anacker et al., 2014) and promotes the 

activation of ATM to efficiently amplify the viral genome (Moody and Laimins, 2009). In 
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contrast, human adenovirus promotes both the mislocalization and degradation of the 

MRN complex (Stracker et al., 2002), which along with ATM restricts replication of the 

virus (Shah and O'Shea, 2015). The human herpesvirus Epstein-Barr virus (EBV) down-

regulates the ATM pathway (Hau and Tsao, 2017), while another human herpesvirus, 

Kaposi’s sarcoma-associated herpesvirus (KSHV), relies on the functions of Mre11 and 

ATM for optimal replication (Hollingworth et al., 2017). A third human herpesvirus, 

human cytomegalovirus (HCMV), also relies on ATM for efficient replication (E et al., 

2011). The differing roles of the DDR in the lifecycles of these DNA viruses underscores 

how viruses manipulate the host cell to optimize their replication processes. 

Herpes simplex virus 1 (HSV-1) is another large, double-stranded DNA virus with 

a genome approximately 152 kilobase pairs in length. Shortly following the docking of 

the viral capsid at the nuclear pore, the linear viral genome is released into the 

nucleoplasm where it rapidly circularizes and begins transcription of a characteristic 

cascade of three kinetic classes of genes (Roizman, 2013). The first is the immediate-

early (IE) class, consisting of five genes: ICP0, ICP4, ICP22, ICP27, and ICP47. The 

ICP0 protein plays a central role in targeting host restriction factors for proteasome-

mediated degradation using its E3 ubiquitin ligase activity (Chelbi-Alix and de Thé, 

1999; Gu and Roizman, 2003; Jurak et al., 2012; Lukashchuk and Everett, 2010; Orzalli 

et al., 2012). ICP4 activates transcription of the early (E) gene class, encoding primarily 

the core machinery necessary to replicate the viral genome along with other 

miscellaneous proteins involved in optimizing the replication process (Roizman, 2013). 

Expressed following DNA replication, the viral late (L) gene class encodes gene 
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products that package the replicated genomes and assemble new particles (Roizman, 

2013).  

Although at least part of the input HSV-1 DNA is circularized, the host cell still 

initiates a double-stranded DNA break response. The homologous recombination (HR) 

pathway is activated soon after infection, and HR proteins localize adjacent to incoming 

viral genomes and the eventual viral DNA replication centers (Lilley et al., 2005; Lilley et 

al., 2011; Taylor and Knipe, 2004). While both ATM and the related ATR DDR kinase 

appear to be activated by infection, it is unclear whether they affect replication. ATM 

activity has been shown to promote HSV-1 gene expression and replication in some 

infection conditions (Alekseev et al., 2014; Lilley et al., 2005), while being dispensable 

in others (Botting et al., 2016; Edwards et al., 2018; Gregory and Bachenheimer, 2008). 

ATR has also been reported to promote replication (Edwards et al., 2018), but another 

study reported that infection causes the aberrant localization of this arm of the HR 

pathway (Wilkinson and Weller, 2006). Indeed, various DDR proteins associate with the 

viral DNA and localize to viral replication compartments (Dembowski and DeLuca, 2015, 

2018; Gregory and Bachenheimer, 2008; Lilley et al., 2005; Taylor and Knipe, 2004), 

but their roles and influences on viral replication remains undescribed or at least 

controversial. p53 also localizes to sites of viral DNA replication (Wilcock and Lane, 

1991) and positively regulates HSV-1 replication (Maruzuru et al., 2013) and the 

progression to encephalitis (Maruzuru et al., 2016). However, the mechanism of action 

has not been elucidated.   

 In this study, we examined and compared the DDR kinase pathways activated in 

normal human fibroblasts by input viral DNA, replicating/progeny viral DNA and 
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etoposide treatment. We observed distinct DDR kinase responses for uninfected versus 

infected cells including a biphasic DDR response to infection dominated by an initial 

Chk2 response to incoming viral DNA, which then transitioned to an ATM-dominated 

response to replicating viral DNA. Moreover, we observed that ATM, but not Chk2, 

promoted efficient viral replication. ATM was also responsible for the phosphorylation of 

all of the DDR proteins tested, further solidifying ATM as a dominant kinase during 

HSV-1 infection. Interestingly, we report Mre11-dependent restriction of replication, 

indicating that Mre11 and ATM may serve independent, and possibly opposing, roles 

during infection. Finally, we observed that p53 was phosphorylated by ATM and 

promoted viral transcription of the essential viral ICP8 gene. Our results uncover novel 

roles for the DDR in regulating HSV-1 gene expression and overall replication. 

 

Results 

Distinct DNA damage response kinase activation to input and replicating viral 

DNA 

The life cycle of HSV-1 can be divided into two stages: pre- and post-viral DNA 

replication. We sought to investigate the DDR to both parts of the lifecycle. To 

characterize the response to input viral DNA, we infected primary human foreskin 

fibroblasts (HFFs) with the HSV-1 d109 virus. This virus does not express any viral 

genes in normal cells and nuclear viral DNA persists in a quiescent state for at least 28 

days in cell culture (Samaniego et al., 1998). Thus, this virus can be used as a model 

for the study of input viral DNA delivered by infection. By two hours after d109 virus 

infection, we observed robust Chk2 and H2AX phosphorylation, along with a substantial 
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up-regulation of total H2AX, low levels of p53 phosphorylation at serine 15, and low 

levels of ATM phosphorylation (Figure 2.1A, lane 5). This argued that Chk2 was 

activated by incoming viral DNA. Up-regulation of H2AX in response to an activated 

DDR has been described previously (Kang et al., 2012) and our results argued that 

d109 infection was sufficient to trigger this response. By 8 hours post-infection (hpi), 

phosphorylation of these proteins was decreased (Figure 2.1A, lane 6), presumably due 

to resolution of the DDR. 

To investigate the responses to replicating and replicated viral DNA, we infected 

HFFs with HSV-1 wild type (WT) virus in either the presence or absence of the viral 

DNA replication inhibitor acyclovir (ACV). In infected cells undergoing viral DNA 

synthesis (-ACV), we observed strong Chk2 phosphorylation by 2 hpi (Figure 2.1A, lane 

7), like d109 infection, that decreased by 8 hpi (lane 8). Interestingly, treatment with 

ACV to block viral DNA synthesis abrogated this reduction (lanes 9 and 10), arguing 

that viral DNA replication, or possibly a viral late gene product, suppressed Chk2. We 

observed ATM, H2AX, and p53 serine 15 and 20 phosphorylation by 8 hpi (lane 8), and 

all but serine 15 phosphorylation were sensitive to ACV treatment (lane 10), arguing 

that viral DNA replication stimulated phosphorylation of these proteins. The 

phosphorylation of serine 15 with ACV treatment (lane 10) suggested that 

phosphorylation occurred between 2 hpi and the onset of genome replication, perhaps 

by the prolonged presence of the parental genome or IE and E gene expression. We did 

not observe H2AX phosphorylation at 2 hpi following WT infection (Figure 2.1A, lane 7), 

as we did with d109. We believe that while d109 is an accurate model for input viral 

DNA, the virus prep of d109 likely contained a higher number of viral particles per 
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plaque forming unit (PFU) than the WT virus prep, evidenced by the abundance of gB 

glycoproteins (Figure 2.1A, lanes 5 and 7). This could have led to a stronger H2AX 

response than WT virus infection as a result of a higher abundance of input genomes 

when we used the same multiplicity of infection (MOI). Together, we observed a 

biphasic DDR to input and replicating viral DNA, with Chk2 being primarily activated by 

incoming viral genomes and ATM being activated by replicating/progeny DNA. 
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Figure 2.1. The biphasic response to incoming and replicating viral DNA. Primary HFFs were either  
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Figure 2.1 (continued) 

mock-infected, or infected with d109 or WT virus at a multiplicity of infection (MOI) of 5 either in the 

presence or absence of 200 µM ACV added 1 hpi in the case of WT virus. Lysates were harvested for 

immunoblot analysis at 2 and 8 hpi (A). HFFs were also infected with 7134 or 7134R at an MOI of 5 with 

and without 200 µM ACV treatment 1 hpi and lysates were harvested at 2, 8, and 24 hpi (B). Presented 

immunoblots are representative of two independent experiments. Mock – infection medium alone, no 

virus. 
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Effect of the HSV-1 ICP0 protein on the DDR response 

Prior studies had observed that the viral ICP0 E3 ubiquitin ligase is sufficient to 

modulate the DDR by promoting ATM and Chk2 phosphorylation (Li et al., 2008), 

inhibiting ATRIP/ATR function (Wilkinson and Weller, 2006), and inhibiting downstream 

repair processes by promoting the degradation of the RNF8 and RNF168 E3 ubiquitin 

ligases (Lilley et al., 2011). To investigate the effects of ICP0 in our experimental 

system, we infected HFFs with the ICP0-null 7134 virus and the repaired 7134R virus 

(Cai and Schaffer, 1989). Similar to WT virus, Chk2 was phosphorylated by 2 hpi 

(Figure 2.1B, lanes 5 and 11), independently of ICP0, and decreased over the course of 

infection (Figure 2.1B, lanes 6 and 12). The decrease was not as rapid with 7134 

infection compared to 7134R, and we attributed this to the overall slower replication 

kinetics of the virus without ICP0. We observed ATM phosphorylation by 8 hpi with both 

7134 and 7134R (Figure 2.1B, lanes 6 and 12) with the 8-hour time point being 

sensitive to ACV treatment (lanes 9 and 15). Interestingly, by 24 hpi in the presence of 

ACV, ATM was phosphorylated for both viruses (Figure 2.1B, lanes 10 and 16), 

suggesting that, despite replication being inhibited, prolonged presence of the viral 

genome, and/or prolonged expression of viral IE and E genes, led to ATM activation. 

H2AX phosphorylation followed a similar profile (Figure 2.1B, lanes 10 and 16). H2AX 

phosphorylation was reduced at 8 hpi with ACV treatment for both viruses (lanes 9 and 

15), but was independent of viral DNA replication and viral late gene expression by 24 

hpi (Figure 2.1B, lanes 10 and 16). Together, our results argued that the DDR kinase 

responses to 7134 and 7134R were largely similar, with minor differences attributed to 

the slower replication kinetics of the ICP0- virus. 
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We also observed phosphorylation of p53 serine 15 with both viruses (Figure 

2.1B, lanes 7 and 13). However, phosphorylation in the absence of ICP0 occurred much 

more slowly, occurring primarily at 24 hpi. We also attributed this, as with Chk2 

phosphorylation, to the decreased replication kinetics of the 7134 virus. Similar to WT 

infection, p53 serine 15 phosphorylation was not sensitive to ACV treatment for both 

viruses (lanes 10 and 16), arguing that phosphorylation of this residue was independent 

of viral DNA replication and L gene expression. Interestingly, we observed very little 

phosphorylation of p53 on serine 20 following infection with 7134 (Figure 2.1B, lanes 5-

10). Because we observed that phosphorylation of this residue was dependent on viral 

DNA replication following WT infection, we hypothesized that 7134 did not undergo 

sufficient levels of DNA replication to stimulate phosphorylation to WT levels. In 

agreement with WT infection, 7134R infection stimulated phosphorylation of p53 serine 

20 by 8 hpi (Figure 2.1B, lane 12) that was reduced by ACV treatment (lane 15). 

Interestingly, we observed low levels serine 20 phosphorylation of p53 in 7134 virus-

infected cells by 24 hpi in the presence of ACV (lane 10), arguing that, as in the case for 

ATM phosphorylation, prolonged presence of viral DNA and/or viral gene expression 

can stimulate p53 phosphorylation. 

Taken together, we did not observe any significant qualitative differences 

between ICP0-null and ICP0-expressing viruses. We observed only minor differences in 

the kinetics of phosphorylation of DDR proteins, most likely due to the decreased 

replication kinetics of the ICP0-null 7134 virus, therefore indicating that ICP0 had a 

minimal role in shaping these aspects of the DDR. 
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ATM promotes the DDR to viral infection 

Having characterized the kinase pathway responses to input and replicating viral 

DNA, we next sought to determine the kinase(s) responsible for p53, H2AX, ATM, and 

Chk2 phosphorylation and whether the kinase(s) responsible are different between input 

and replicating DNA. We generated gene knockouts of ATM and CHEK2 in primary 

HFFs using CRISPR-Cas9 (Figure 2.2A). We also generated a knockout cell line for 

MDC1. MDC1 has been observed to localize adjacent to incoming viral genomes (Lilley 

et al., 2011), but its role during HSV-1 replication has not been established. To 

determine the kinases responsible for the response to input DNA, we infected the 

knockout HFFs with d109 for two hours. Knockout of ATM ablated Chk2 and p53 serine 

15 phosphorylation (Figure 2.2B, lane 8) compared to both normal and Cas9 control 

HFFs (Figure 2.2B, lanes 6-7), arguing that ATM was required for the phosphorylation 

of both of these proteins. Knockout of MDC1 had no effect on the phosphorylation of 

any of the proteins investigated (Figure 2.2B, lane 10), suggesting that Mdc1 did not 

have a role in promoting the DDR in the first 2 hpi. Surprisingly, knockout of ATM had 

no effect on H2AX phosphorylation (lane 8). DNA-PK also phosphorylates H2AX in 

response to DNA damage (An et al., 2010; Mukherjee et al., 2006) and we 

hypothesized that this kinase may be responsible for the H2AX phosphorylation 

response to input DNA. To test this, we knocked down PRKDC, encoding DNA-PKcs, 

and infected with d109 virus for two hours. Compared to non-targeting siRNA, γH2AX 

was only partially reduced with knockdown (Figure 2.3A, lanes 3-4), arguing that DNA-

PK functioned redundantly with another kinase. HSV-1 infection also activates the ATR 
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kinase known to also phosphorylate H2AX (Edwards et al., 2018; Ward and Chen, 

2001). Therefore, DNA-PK may function redundantly with ATR and ATM. 
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Figure 2.2. ATM promotes the DDR to both cellular DNA damage and HSV-1 infection. Primary HFFs 

were transduced with lentiviruses that express Cas9, a guide RNA against ATM, CHEK2, or MDC1, and 

puromycin resistance as specified in the materials and methods section. Blot images are representative  
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Figure 2.2 (continued) 

of three passages of cells (A). Normal HFFs, Cas9 control, and knockout HFFs were mock-infected, or 

infected with d109 at an MOI of 5 and lysates harvested for immunoblot at 2 hpi (B). Control and knockout  

cells were either mock-infected, or infected with WT virus at an MOI of 5 and lysates harvested at the 

indicated hpi (C). Control and knockout HFFs were treated with either DMSO, or 20 µM etoposide, and 

lysates harvested at the indicated times post-treatment (D). Cas9 was FLAG-tagged. Blots are 

representative of two independent experiments (B-D).  
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Figure 2.3. Primary HFFs were transfected with either a non-targeting siRNA pool, or a pool targeting 

DNA-PKcs (the gene product of PRKDC). Three days later, cells were infected with d109 at an MOI of 5, 

and protein lysates collected for immunoblot two hours later (A). Plain HFFs, Cas9 control, ATM #2, 

CHEK2 #1, and MDC1 #1 knockout cells were either mock-infected, infected with 7134 (B), or infected 

with 7134R (C), both at an MOI of 5, and protein lysates harvested at the indicated times post-infection. 

Blots are representative of two independent experiments. 
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To determine if ATM, Chk2, and Mdc1 serve any role following viral DNA replication, we 

infected the control and knockout HFFs with WT virus. By 2 hpi, the results mirrored 

d109 infection where knockout of ATM strongly reduced the phosphorylation of Chk2 

(Figure 2.2C, lane 8). By 8 hpi, knockout of ATM ablated the phosphorylation of Chk2 

and p53 at both serine residues (lane 13), arguing that ATM was largely responsible for 

progression of the DDR in response to DNA replication. Interestingly, knockout of Chk2 

had no effect on the phosphorylation of p53 on serine 20 (lane 14). Because a previous 

publication reported that Chk2 promoted p53 phosphorylation in response to cellular 

DNA damage (Hirao et al., 2000), this may be an HSV-specific effect. In addition, ATM 

knockout abolished H2AX phosphorylation by 8 hpi (lane 13), arguing that ATM 

phosphorylated H2AX stimulated by replicating viral DNA, not incoming DNA. Knockout 

of MDC1 had no effect on any of the proteins investigated (Figure 2.2C, lanes 10 and 

15), indicating a dispensable role for Mdc1 in propagating the DDR. 

Having established the effects on wild-type virus, we wanted to determine 

whether similar results would be observed in the absence of ICP0. To test this, we 

infected control and knockout HFFs with 7134 and 7134R. For both viruses, ATM was 

still responsible for the phosphorylation of Chk2, H2AX, and both serine residues of p53 

(Figures 2.3B and 2.3C, lanes 12-14), arguing that the ATM-dependency on 

propagating the DNA damage signal was independent of ICP0.  

 

Etoposide induces a robust DDR in HFFs, distinct from HSV-1 infection 

To investigate whether the response to cellular DNA damage was similar or 

different to the response to viral infection, we treated control and knockout HFFs with 
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etoposide to induce double-stranded DNA breaks for 2 and 8 hours. By two hours, we 

observed phosphorylation of ATM, Chk2, H2AX, and p53 on both serine residues 

(Figure 2.2D, lanes 6-7). Interestingly, unlike HSV-1 infection, Chk2 phosphorylation 

was minimally dependent on ATM, as ATM knockout had only a small effect on Chk2 

phosphorylation compared to Cas9 control cells (Figure 2.2D, lane 8). γH2AX 

accumulation was also only partially dependent on ATM (lanes 8 and 13), indicating 

that, like for d109 infection, ATM may function redundantly with other DDR kinases to 

phosphorylate this histone variant. p53 phosphorylation on serines 15 and 20 were also 

dependent on ATM. Interestingly, we observed serine 20 phosphorylation at two hours 

(lane 7), whereas for HSV-1, it was not observed until later times during infection, 

primarily stimulated by viral DNA replication. ATM, H2AX, and p53 phosphorylation 

persisted through 8 hours post-treatment (lanes 11-12). Chk2 phosphorylation mirrored 

what was observed for HSV-1 infection. Its phosphorylation was observed beginning at 

2 hours (lane 6-7), but was reduced by 8 hours (lane 11-12). We attributed this to a 

resolution in the Chk2 arm of the DDR. These observations also argued that this Chk2 

arm of the response was independent of ATM activity as initial Chk2 phosphorylation 

was not dependent on ATM, and Chk2 phosphorylation decreased over time whereas 

ATM phosphorylation levels remained constant (lanes 6-7, 11-12). Phosphorylation of 

both p53 serine residues remained dependent on ATM at 8 hours post-treatment (lane 

13).  

Together, our results argued that the cellular DNA damage response, at least 

with respect to damage caused by etoposide, was distinct from the response to HSV-1 

infection. Etoposide treatment led to robust phosphorylation of all of the proteins 



	

	 41	

investigated by 2 hours, whereas for HSV-1 infection, protein phosphorylation was 

temporally separated with the bulk of Chk2 and ATM phosphorylation occurring by 2 

and 8 hours post-infection, respectively. Chk2 phosphorylation also displayed varying 

requirements for ATM depending on whether the response was triggered by cellular 

DNA damage or viral infection, indicating that viral gene products were manipulating the 

host DDR or cellular and viral DNA were treated differently by cellular surveillance 

pathways. 

 

Mre11 promotes distinct DDR responses to cellular DNA damage and HSV-1 

infection 

Having observed the requirement of ATM for a robust DDR, we hypothesized 

that the MRN complex may have facilitated this phenotype by activating ATM in 

response to infection. Additionally, we sought to determine whether the H2AX histone 

variant has a role in regulating replication. One study reported that γH2AX has no 

impact on replication (Botting et al., 2016), but another study reported that H2AX 

enhanced replication (Lilley et al., 2011). To test the roles of these proteins, we 

generated knockout HFFs for the genes MRE11A and H2AFX, encoding Mre11 and 

H2AX, respectively. MRE11A #3 gave a robust knockout (Figure 2.4A, lane 2), whereas 

MRE11A #4 (lane 3) gave an intermediate knockout between Cas9 control and 

MRE11A #3 cells. H2AX levels were not detectable in H2AFX #3 cells (lane 4). 
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Figure 2.4. Mre11 influences the response to incoming and replicating viral DNA. Primary HFFs were  

transduced with lentiviruses that express Cas9 only, or Cas9 along with one of two guide RNAs against 

MRE11A, or a guide RNA against H2AFX as outlined in the materials and methods section. Blots are 

representative of three passages of cells (A). Cas9 control and MRE11A #3 cells were either mock  
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Figure 2.4 (continued) 

infected or infected with d109 at an MOI of 5 and lysates harvested at 2 hpi (B). Cas9 control and 

MRE11A #3 cells were mock infected, or infected with 7134 or 7134R at an MOI of 5 and lysates  

harvested at 2, 8, and 24 hpi (C). Cas9, MRE11A #3, and MRE11A #4 cells were treated with either 

DMSO or 20 µM etoposide and lysates harvested at the indicated times post-treatment (D). Blots are 

representative of two independent experiments (B-D). 
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First, to determine whether the MRN complex facilitates the DDR to input viral 

DNA, we infected control and MRE11A #3 cells with d109 for 2 hours. Loss of Mre11 

reduced both ATM and Chk2, but not H2AX, phosphorylation (Figure 2.4B, lane 4). This 

agreed with our ATM knockout results where H2AX phosphorylation was also 

unaffected (Figure 2.2B). Our results argued that the MRN complex was responsible for 

inducing an H2AX-independent DDR to incoming viral DNA.  

Second, to determine whether the MRN complex promotes the DDR to 

replicating viral DNA, and also if ICP0 has any role in this response, we infected control 

and MRE11A #3 knockout HFFs with the 7134 and 7134R viruses. Mre11 promoted 

Chk2 phosphorylation in response to both viruses by 2 hours (Figure 2.4C, lanes 8 and 

14), indicating that, as with d109 infection, Mre11, and presumably the MRN complex, 

was required for early recognition of incoming viral DNA. By 8 hpi with both 7134 and 

7134R infection, ATM and H2AX phosphorylation were only weakly affected by 

MRE11A knockout (lane 9 and 15), arguing that there were redundant pathways for 

their activation. p53 serine 15 phosphorylation was strongly reduced 8 hpi with both 

viruses with MRE11A knockout (lanes 9 and 15), arguing that Mre11 primarily facilitated 

phosphorylation of this residue, most likely through ATM. p53 serine 20 phosphorylation 

following 7134R infection was also sensitive to Mre11 depletion at 8 hpi (lane 15), also 

arguing that Mre11 controlled phosphorylation of this residue of p53 as well. We also 

observed increased ICP4 and ICP0 protein levels with MRE11A knockout by 2 hpi for 

both ICP0- and ICP0+ viruses (lanes 8 and 14), compared to the Cas9 control (lanes 5 

and 11), indicating that Mre11 may have repressed viral IE gene expression. 
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 To determine if Mre11 promoted a similar DDR to cellular damage, we treated 

control and MRE11A #3 and #4 cells with etoposide for 2 and 8 hours. The results were 

very similar to those observed for ATM knockout. MRE11 #3 cells displayed reduced 

ATM and p53 serine 15, and 20, phosphorylation at both 2 and 8 hours post-treatment 

(Figure 2.4D, lanes 5 and 8). In agreement with our ATM knockout results, Chk2 

phosphorylation was not affected by the loss of Mre11 (Figure 2.4D, lane 5), in fact 

Chk2 phosphorylation appeared to be increased relative to the Cas9 control cell line, 

arguing that Mre11 repressed Chk2 activation with etoposide treatment, but promoted 

its activation following HSV-1 infection. γH2AX accumulation appeared to be 

independent of Mre11 (lane 5), again arguing for a redundancy in the kinases 

responsible, similar to our observations for HSV-1 infection. MRE11 #4 gave similar 

phenotypes to MRE11A #3 cells (lanes 6 and 9), but not as drastic. We attributed this to 

the incomplete knockout of MRE11A when compared to MRE11A #3 cells. Together, 

our results indicated that Mre11 promoted the activation of ATM following both 

etoposide treatment and HSV-1 infection, but were divergent with regards to Chk2 

phosphorylation; ATM promoted its phosphorylation following HSV-1 infection, but not 

etoposide treatment. p53 phosphorylation was promoted by both Mre11 and ATM, 

indicating that this arm of the DDR pathway was conserved between chemical treatment 

and infection. 

 

ATM and Mre11 have opposing effects on HSV-1 replication 

Prior studies have reported conflicting results as to whether various DDR 

proteins regulate the replication of HSV-1. To address these differences, we infected 
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our ATM, CHEK2 and MDC1 knockout HFFs with WT, 7134R, and 7134 viruses, and 

measured viral replication by plaque assay. Replication of both WT and 7134R viruses 

were unaffected by all of the gene knockouts (Figure 2.5A). However, knockout of ATM 

significantly reduced replication of the 7134 virus, indicating that ATM had pro-viral 

functions, but only in the absence of ICP0. Interestingly, knockout of CHEK2 did not 

have an effect on any of the viruses. A prior study observed that loss of Chk2 

decreased viral replication, but only in the presence of ICP0 (Li et al., 2008). Our results 

argued that although ATM promoted the activation of Chk2, the latter was ultimately 

dispensable for HSV-1 replication, independent of ICP0 expression. Similarly, knockout 

of MDC1 did not affect the replication of any of the viruses (Figure 2.5A), arguing that 

the recruitment of this downstream repair factor was not required for efficient viral 

replication. 
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Figure 2.5. ATM and Mre11 have different roles in regulating the replication of HSV-1. Normal HFFs, 

Cas9 control, ATM #2, CHEK2 #1, and MDC1 #1 knockout cells were infected with WT, 7134R, and 7134 
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Figure 2.5 (continued) 

viruses at an MOI of 0.1 and total virus was collected 48 hours later and titered on U2OS cells (A). Cas9, 

MRE11A #3, MRE11A #4, and H2AFX #3 cell lines were also infected with WT, 7134R, and 7134 viruses 

at an MOI of 0.1 for 48 hours and total virus quantified via plaque assay on U2OS cells (B). Plaque 

counts were normalized to Cas9 control cells (A, B). Primary HFFs were transfected with either a non-

targeting siRNA pool or a pool targeting TP53BP1. Knockdown cells were infected with 7134 and 7134R 

at an MOI of 0.1 for 48 hours and total virus quantified by plaque assays on U2OS cells. Protein lysates 

for knockdown verification were taken at the time of infection (C). Graphed data are averages of three 

independent experiments with error bars representing the standard error of the mean (SEM). Statistical 

analyses were performed using unpaired t tests. *p<0.05, ns – not significant, compared to Cas9 control. 
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Figure 2.6. Plain HFFs were either mock-infected, or infected with 7134 or 7134R at an MOI of 5, and 

protein lysates collected at the indicated times post-infection (A). Blot images are representative of two 

independent experiments. Primary HFFs were transfected with either a non-targeting siRNA or DNA-

PKcs-specific siRNA pools for three days. Cells were then infected with either 7134 or 7134R at an MOI 

of 0.1 and total virus collected after 48 hours and quantified via plaque assay on U2OS cells (B). Data are 

plotted as the averages with SEM of three independent experiments.  
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Having observed that DNA-PKcs partially promoted H2AX phosphorylation in response 

to incoming viral genomes, we next sought to determine its effect on replication. DNA-

PKcs is known to be a target of ICP0 and is degraded during infection (Lees-Miller et 

al., 1996). However, we previously observed co-precipitation of DNA-PKcs with the viral 

DNA replication protein ICP8 during infection with wild-type virus, suggesting that 

degradation may not occur in all cell types (Taylor and Knipe, 2004). To test this in our 

primary fibroblast model system, we infected HFFs with 7134 and 7134R. Over time, 

DNA-PKcs was degraded with 7134R, but not 7134, infection, indicating that DNA-PKcs 

is a target of ICP0 in HFFs (Figure 2.6A). Depletion of DNA-PKcs had no effect on the 

replication of 7134 and 7134R (Figure 2.6B), indicating that DNA-PKcs did not regulate 

replication in primary fibroblasts. This was surprising as a previous study observed that 

human gliomal cells deficient in DNA-PK function supported higher levels of viral 

replication relative to a control cell line (Parkinson et al., 1999). Additionally, we 

observed previously that murine cells lacking Ku70, a protein necessary for DNA-PKcs 

localization, also resulted in enhanced replication of the virus (Taylor and Knipe, 2004). 

Our results may argue that the different subunits of the DNA-PK complex may have 

different roles in the HSV-1 life cycle in different cell types, the extent of which remains 

to be determined. 

To investigate the effects of Mre11 and H2AX loss on replication, we infected our 

knockout HFFs with WT, 7134R, and 7134 viruses, and quantified progeny virus by 

plaque assay. Surprisingly, loss of Mre11 significantly enhanced replication of 7134, 

and did not affect 7134R or KOS (Figure 2.5B), arguing that Mre11 restricted HSV-1 

replication in the absence of ICP0. Mre11 has been reported to be lost over the course 
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of infection in a manner independent of ICP0 (Gregory and Bachenheimer, 2008). We 

observed a slight reduction in Mre11 levels at later times during 7134, but not 7134R 

infection (Figure 2.4C), indicating that ICP0 may target some other protein in the 

restriction pathway of which Mre11 is a component. Loss of H2AX had no effect on 

replication of the three viruses (Figure 2.5B), indicating that H2AX was indeed 

dispensable for replication, as reported previously (Botting et al., 2016). 

 In the absence of ICP0, the downstream DDR protein 53BP1 localizes to 

incoming viral genomes (Lilley et al., 2011). However, it is unknown whether this has 

any role in the regulation of viral replication. To test this, we depleted it in primary HFFs 

using a pool of siRNAs, and measured the replication of 7134 and 7134R by plaque 

assay. Despite successful knockdown, replication of both viruses was not affected 

(Figure 2.5C), arguing that 53BP1 was dispensable for replication. Recruitment of 

53BP1 to viral genomes is dependent on H2AX (Lilley et al., 2011). Our results thus far 

have argued that this H2AX arm of the ATM pathway did not impact the replication cycle 

of HSV-1, and the actions of ATM were through some other mechanism. Our 

observations also revealed a novel function of Mre11 in primary fibroblasts, a function in 

which Mre11 restricted the replication of a virus lacking the expression of ICP0. 

Furthermore, these contrasting phenotypes between ATM and Mre11 suggested that 

while Mre11 promoted the partial activation of ATM, these proteins had separate 

functions in regulating the replication of the virus outside of their roles in propagating the 

DDR. 
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Figure 2.7 (continued) 

Figure 2.7. p53 positively regulates the replication of ICP0-null HSV-1. Primary HFFs were transfected 

with a non-targeting siRNA pool or a pool targeting TP53 and infected with 7134 and 7134R three days 

later at an MOI of 0.1 for 48 hours and total virus quantified on U2OS cells via plaque assay. Protein 

lysates were also collected at the time of infection to verify the knockdown (A). Tert-HFFs were infected 

with 7134 and 7134R at an MOI of 0.1 for 48 hours and total virus was quantified by plaque assay on 

U2OS cells (B). Primary HFFs were transduced with lentiviruses expressing Cas9 only, or Cas9 along 

with a guide RNA against TP53. The extent of the knockout was verified via immunoblot after roughly two 

weeks of puromycin selection. Blots are representative of three passages of cells (C). Normal HFFs, 

Cas9 control, and TP53 #5 cells were infected with 7134, 7134R, and WT viruses at an MOI of 0.1 for 48 

hours and total virus quantified via plaque assay on U2OS cells (D). Graphed data are the averages of 

three independent experiments (A, B, D). Statistical significance was determined, compared to the Cas9 

control cell line, using unpaired t tests. *p<0.05, ns – not significant. Errors bars represent the SEM. 
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p53 promotes the replication of ICP0-null HSV-1 in primary fibroblasts 

ATM has been shown to be required for p53 phosphorylation on serines 15 and 

20 (Boutell and Everett, 2004), and our observations are consistent with that study. 

Despite being known to promote replication, it is unknown precisely where p53 acts in 

the viral replication cycle. To determine whether p53 regulates replication in primary 

HFFs, we knocked it down with siRNA and measured the replication of 7134 and 

7134R. Knockdown of p53 reduced replication of 7134 by over ten-fold (Figure 2.7A), 

but 7134R replication was unaffected. These findings indicated that p53 promoted 

replication of an ICP0-null virus in primary fibroblasts. To determine whether p53 also 

promoted replication in another human fibroblast line, we infected telomerase-

immortalized human foreskin fibroblasts (tert-HFFs) (Bresnahan et al., 2000). We chose 

immortalized cells because they would be more amenable to long-term studies. 

However, knockdown of p53 had no effect on the replication of either virus, indicating 

that p53 was dispensable for replication in this cell line (Figure 2.7B). Whether this is 

due to telomerase remains to be determined. For gene knockout studies, we proceeded 

with primary HFFs. Using CRISPR-Cas9, we generated a gene knockout of TP53 in 

HFFs (Figure 2.7C). In agreement with our siRNA results, loss of p53 by CRISPR-Cas9 

significantly reduced the replication of 7134, but not 7134R. Furthermore, WT virus was 

also unaffected by the knockout (Figure 2.7D). Together, our results argued that p53 is 

a pro-viral protein whose absence can be compensated for by ICP0. In contrast, we 

observed that an increased abundance of p53 did not enhance replication. We treated 

HFFs with increasing concentrations of nutlin-3a to increase the levels of p53 (Vassilev 

et al., 2004), and, despite heightened levels of p53 (Figure 2.8A), replication of all three 
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viruses was not affected (Figure 2.8B). This indicated that only a loss, and not an over-

abundance, of p53 had an effect on replication, indicating that p53 was required but not 

limiting in the regulation of HSV-1 replication. 
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Figure 2.8. HFFs were either untreated, or treated with the indicated concentration of nutlin-3a and 

protein lysates collected at the indicated times post-treatment. Blots are representative of three 

independent experiments (A). HFFs were pre-treated with the indicated amount of nutlin-3a for one hour 

and then infected with 7134, 7134R, or WT viruses at an MOI of 0.1. Cells received nutlin-3a treatment 

throughout the course of infection. Total virus was harvested at 48 hpi and quantified via plaque assay on 

U2OS cells (B). The DMSO-only control used the same volume of DMSO as the 10 µM nutlin-3a 

condition. Data are plotted as the averages of three independent experiments with SEM.  
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Figure 2.9. Attempted rescue of the TP53 #5 knockout cell line with a V5-tagged Cas9-resistant p53 

lentiviral construct. TP53 #5 knockout HFFs were transduced with lentiviruses encoding blasticidin 

resistance along with C-terminally tagged p53 containing either a TCC (WT) or TCG (Cas9-resistant) 

PAM codon. Transduced cells were selected for roughly two weeks with blasticidin and the expression of 

V5 and total p53 was compared to the Cas9 control and TP53 #5 parent cell lines (A). Control, knockout, 

and rescued HFFs were infected with 7134 at an MOI of 0.1. Total virus was collected 48 hours later and  
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Figure 2.9 (continued) 

titered on U2OS cells (B). Lysates in (A) were taken from parallel wells at the time of infection as well as 

at the time of collection in (B). Control, knockout, and rescued cells were treated with nutlin-3a for 24 

hours and lysates collected for immunoblot (C). 
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Attempted rescue of p53-deficient HFFs 

 To validate that the gene knockout was specific to TP53, we attempted to re-

introduce a Cas9-resistant p53 into our knockout cell line to determine whether this 

would rescue the replication of 7134. The PAM sequence, that is required for cleavage 

by Cas9 (Doudna and Charpentier, 2014), of our TP53 #5 gRNA spans a TCC serine 

codon. We purchased a lentiviral construct encoding p53 that was C-terminally tagged 

with a V5 epitope as well as resistance to blasticidin. We sequenced the transgene and 

compared it to the NCBI sequence for TP53. We found a mutation in the coding 

sequence and corrected it back to the NCBI sequence. There are six possible serine 

codons, including TCC. We mutated the WT codon to each of the other five codons. 

Transient expression results showed that the TCG mutant had the highest levels of 

expression. We then transduced knockout cells with either the WT (TCC) construct or 

the TCG construct. Following roughly two weeks of selection with blasticidin, we 

assessed V5 and total p53 expression by immunoblot compared to Cas9 control and 

parent knockout cell lines. We detected p53-V5 expression in the TCG construct, but 

not with the WT TCC codon, indicating that the TCG change conferred resistance to 

Cas9 activity (Figure 2.9A). Next, to determine whether the Cas9-resistant construct 

rescued replication, we infected Cas9 control, knockout, the TCC WT, and the resistant 

TCG with 7134 and measured replication by plaque assay. Interestingly, we observed 

that while knockout reduced the replication of 7134, stable expression of p53-V5 did not 

rescue (Figure 2.9B). While replication was higher in the Cas9-resistant (TCG) cell line 

than the Cas9-sensitive (TCC) cell line, these levels were not higher than the original 

knockout. This suggested that the transgene may not have been functional. To test this, 
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we treated control, knockout, and transduced cells with nutlin-3a to promote p21 

expression in a p53-dependent manner. Nutlin-3a led to a robust induction of p21 

expression in Cas9 control cells, but not TP53 #5 cells, validating our system (Figure 

2.9C). However, despite expression of the TCG construct, nutlin-3a treatment did not 

induce p21, nor did it increase p53-V5 levels like for native p53 in the Cas9 control cell 

line. This argued that while the construct was indeed Cas9-resistant, it was not 

functional. We hypothesize that the V5 tag may sterically hinder p53 binding to DNA or 

otherwise inhibit its function. It would be interesting to remove the tag in the construct 

and test the effects of nutlin-3a. We still believe that the TP53 knockout is specific as 

the TP53 #5 cell line and siRNA-mediated knockdown have similar effects on viral 

replication, as well as no p21 induction after nutlin-3a treatment in the knockout cells. 

 

 p53 promotes the transcription of an essential viral gene encoding a DNA 

replication protein 

Having demonstrated that p53 promoted progeny virus production, we next 

sought to determine at which step in the virus replication cycle p53 acted. First, we 

measured viral DNA replication. Knockout of TP53 significantly reduced DNA replication 

of 7134 (Figure 2.10A), while DNA replication of 7134R and WT viruses was marginally 

affected (Figures 2.11A and 2.11C, respectively). This indicated that at least part of the 

defect in progeny virus production in 7134 virus-infected cells was due to reduced 

replication of the genome. However, before the initiation of DNA replication, HSV-1 

must first express the IE genes, which are required to initiate transcription of the E 

genes, encoding the DNA replication machinery. Therefore, the reduction in viral DNA 
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replication could have been due to a defect in either IE or E gene expression. To 

determine which gene set was regulated by p53, we treated 7134 virus-infected cells 

with acyclovir (diagrammed in Figure 2.10B). We chose representative genes of each 

class: ICP4 and ICP27 for the IE class, ICP8 (an essential DNA replication gene) for the 

E class, and the glycoprotein gC for the L class. By using acyclovir, this allowed us to 

differentiate pre-DNA replication from post-DNA replication gene expression. Without 

ACV treatment, mRNA levels of the ICP4, ICP27, ICP8, and gC genes were significantly 

reduced in the knockout cells compared to the control line following infection with 7134 

(Figure 2.10C). This most likely reflected the transcriptional levels of viral mRNA both 

before and after DNA replication. However, with acyclovir treatment we observed a 

significant reduction in ICP8 gene transcript levels, but not ICP4 and ICP27 transcripts, 

arguing that p53 promoted ICP8, but not IE, gene transcription, which then led to 

decreased DNA replication and progeny virus production. In line with our DNA 

replication results, viral gene transcript levels were comparable between the control and 

knockout lines with and without acyclovir treatment for 7134R and WT viruses (Figures 

2.11B and 2.11D, respectively). Together, our results indicated that p53 played a pivotal 

role in promoting the transcription of at lease one essential viral DNA replication protein 

gene, encoding ICP8. 
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Figure 2.10. p53 promotes pre-replication ICP8, but not ICP4 or ICP27, gene transcription. Cas9 and  
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Figure 2.10 (continued) 

TP53 #5 cells were infected with 7134 at an MOI of 1 and nucleic acids collected 24 hours later. Purified  

DNA was amplified and quantified via real-time PCR with primer pairs for the UL29 locus of the viral 

genome and cellular GAPDH. The values for UL29 were normalized to the GAPDH values (A). cDNAs of 

viral genes representative of each viral gene class were quantified. ICP4 and ICP27 represented the IE, 

ICP8 the E class, and gC the L class. Cells were treated with ACV to allow for the quantification of IE and 

E transcripts before the onset of viral DNA replication (B). Total RNA from the same samples collected in 

part (A) above was isolated, reverse-transcribed, and the indicated viral transcripts quantified via real-

time PCR and normalized to cellular 18S rRNA transcripts (C). Data are plotted as the average with SEM 

of three independent experiments (A, C). Statistical significance was determined, compared to the Cas9 

control cells, via unpaired t tests. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001, ns – not significant. 
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Figure 2.11 (continued) 

Figure 2.11. Cas9 control and TP53 #5 cells were infected with 7134R at an MOI 1 and nucleic acids 

were collected at 24 hpi. Viral DNA (A) and viral gene expression (B) were quantified using the same 

protocols as figure 6 via real-time PCR. Control and knockout cells were also infected with WT virus at an 

MOI of 1 and also harvested at 24 hpi. Viral genomes (C) and transcripts (D) were quantified as in (A) 

and (B). Data are the averages and SEM of three independent experiments. 
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IFI16 is a cellular protein known to restrict ICP0-null HSV-1 replication (Orzalli et al., 

2013). Additionally, IFI16 has been shown to bind to p53 (Johnstone et al., 2000; Liao et 

al., 2011) and negatively regulate its function (Kwak et al., 2003). This is still a point of 

contention, however (Fujiuchi et al., 2004; Johnstone et al., 2000; Liao et al., 2011). To 

determine whether IFI16 had any role with respect to p53, we knocked down p53 in 

IFI16 knockout HFFs and measured replication of 7134 by plaque assay. We only used 

7134 as ICP0 promotes the degradation of IFI16 (Orzalli et al., 2012). Knockdown of 

p53 resulted in elevated IFI16 protein levels in the Cas9 control cells (Figure 2.12A), 

indicating that p53 negatively regulated the expression of IFI16. Depletion of p53 in both 

Cas9 control and IFI16 #1 cells dramatically reduced 7134 replication compared to non-

targeting treatment (Figure 2.12B), arguing that IFI16 was not required for p53 function 

during infection. 
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Figure 2.12. Cas9 control and IFI16 #1 knockout cells were transfected with either a non-targeting pool, 

or a pool targeting TP53 for three days. Protein lysates were collected for immunoblot at the time of the 

following infections to validate the knockouts and knockdowns (A). Cells were infected with 7134 at an 

MOI of 0.1. Total virus was collected 48 hours later and quantified on U2OS cells via plaque assay (B). 

Data are the averages of three independent experiments with SEM. Blots are representative of the three 

independent experiments. 
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Discussion 

Cells infected with HSV-1 are known to activate proteins in the homologous 

recombination repair pathway (Lilley et al., 2005). The activation starts at early times 

post-infection and peaks around times of viral DNA synthesis, but the precise effects of 

input versus replicated viral DNA had not been defined. Furthermore, the DDR 

responses to viral infection have not been compared to normal cell responses to DNA 

damage agents. In this study, we compared the DDR kinase pathways activated in 

normal human fibroblasts by input HSV-1 genomic DNA, HSV-1 replicating/progeny 

DNA, and in uninfected cells treated with etoposide. We also defined the cellular gene 

products needed for each using CRISPR-Cas9 technology to knock out specific cellular 

genes. We observed unique DDR kinase pathways for each of these of the situations. 

We observed that etoposide induces strong phosphorylation of both ATM and Chk2, 

while input HSV-1 DNA activates a strong Chk2 phosphorylation response and 

replicating/progeny HSV-1 DNA activated a strong ATM phosphorylation response. 

Furthermore, we observed that key DDR proteins act to regulate HSV-1 infection in that 

ATM and p53 promote replication of ICP0-null HSV-1 while Mre11 acts to restrict ICP0-

null HSV-1. Individual DDR components can be pro-viral or anti-viral; thus, these results 

argue that HSV-1 manipulates the host cell DDR response to utilize specific 

components for its optimal replication while inactivating the antiviral aspects of the DDR. 

 

The DDR to HSV-1 infection is biphasic 

HSV-1 lytic infection involves two states of the viral genome, the incoming 

parental genome, and the replicating and replicated progeny genomes. Using mutant 
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viruses and acyclovir to inhibit viral DNA replication, we were able to document the 

responses to both states and present a model (Figure 2.13). The viral genome enters 

the nucleus as a linear molecule containing not only two free double-stranded ends, but 

also nicks and gaps of various lengths that can activate the DDR (Smith et al., 2014). 

We used the d109 virus to interrogate the response to the parental genome without any 

potential effects caused by viral gene transcription. We observed that while ATM was 

responsible for p53 and Chk2 phosphorylation during this phase of the viral replication 

cycle, γH2AX accumulation was not dependent on ATM. It is conceivable that DNA-PK, 

ATR, or a redundancy between them and ATM is responsible for γH2AX accumulation. 

In any case, we observed that H2AX was dispensable for replication, indicating that 

whichever kinase(s) is responsible, the mechanism by which ATM functions does not 

involve H2AX. With regards to ATM-dependent Chk2 activation following infection with 

d109, compared to more robust ATM activation discussed in the next paragraph, this 

would suggest that ATM specificity may change over the course of infection, or perhaps 

is manipulated by viral gene products. This is exemplified in the transition from ATM-

independent to ATM-dependent γH2AX formation during viral genome replication. 
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Figure 2.13. A comparison between the DDR to HSV-1 infection and the DDR to the cellular genome 

following etoposide treatment. 
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Viral genome replication led to further ATM activation, p53 phosphorylation, 

γH2AX formation, and suppression of Chk2 phosphorylation. At this stage, H2AX 

phosphorylation was dependent on ATM, indicating that as viral lytic replication 

progresses, ATM becomes the dominant kinase active, shifting away from Chk2, 

exhibiting a biphasic modality. Mdc1 and 53BP1 are downstream of ATM, recruited by 

γH2AX. Interestingly, depletion of these proteins had no effect on replication of the 

virus, indicating that this arm of the ATM pathway was irrelevant for infection. This may 

be due, in part, to the relatively small size of the viral genome compared to the cellular 

genome as cellular H2AX DDRs span millions of base pairs (Rogakou et al., 1999). 

Histones are loaded onto the viral genome within an hour from initial infection (Lee et 

al., 2016). While H2AX associates with the viral genome by two hours following infection 

(Dembowski and DeLuca, 2018) and with newly synthesized genomes (Dembowski et 

al., 2017), γH2AX appears to be excluded from viral replication compartments 

(Wilkinson and Weller, 2006). Therefore, the γH2AX signal we observed during the viral 

DNA replication phase may be phosphorylation of H2AX present on the cellular genome 

by ATM that was activated by viral DNA replication. However, we cannot discount that 

HSV-1 replication may induce damage to the cellular genome. Further investigation of 

ATM substrates is necessary to determine how ATM regulates replication. With regards 

to Chk2 phosphorylation, while it was ATM-dependent in the context of HSV-1 

replication, it was ATM-independent when cells were treated with etoposide. This 

indicates some specificity in ATM substrates between infection and cellular DNA 

damage responses. Moreover, we hypothesize these differences in substrate 
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phosphorylation may be due to active manipulation by the virus to optimize the 

replication process.  

The viral UL12 nuclease binds to the MRN complex and has been proposed, in 

tandem with ICP8, to facilitate efficient packaging of daughter viral genomes into new 

capsids (Balasubramanian et al., 2010). One hypothesis is that a UL12/ICP8 complex 

may localize MRN to viral DNA to activate ATM, at least in part. This manipulation 

would activate the MRN complex to allow for full activation of ATM, which then exerts its 

pro-viral role, possibly through p53, while ICP0 inhibits the anti-viral effects of Mre11 via 

degradation of a target protein, or multiple proteins, in the Mre11 pathway. The effect on 

Mre11 may be through direct interaction with ICP0 as we have described this interaction 

previously (Conwell et al., 2015). This hypothesis is supported as we observed 

replication-dependent ATM activation. Because ICP8 is required for viral DNA 

replication (Conley et al., 1981), an ICP8- virus should phenocopy acyclovir treatment. It 

would be interesting to determine whether viruses lacking UL12 and ICP8 elicit similar 

DDR responses to acyclovir-inhibited WT virus infection. 

 

Cellular DNA damage and HSV-1 infection are treated differently by the host DDR 

machinery 

Our observations for the cellular response to DNA damage in the absence of 

infection are also diagrammed in Figure 2.13 as a comparison with HSV-1 infection. We 

observed that etoposide induces a DDR in HFFs characterized by MRN-dependent 

ATM activation and p53 phosphorylation. What was interesting, however, was that both 

Chk2 and H2AX phosphorylation were not dependent on either Mre11 or ATM, 
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suggesting to us that more than just the canonical MRN-ATM response was activated 

by etoposide-generated DNA damage. There is precedence for ATM-independent Chk2 

phosphorylation (Theard et al., 2001). The caveat, however, was that this required pro-

longed DDR activation, whereas we observed the same phenotype by two hours. ATR 

has been shown to phosphorylate Chk2 in response to DNA damage (Pabla et al., 

2008), leading us to hypothesize that ATR may have also been activated by etoposide 

treatment, which, in turn, led to the phosphorylation of Chk2. This idea can be extended 

to H2AX phosphorylation. Because ATR can also phosphorylate this histone variant 

(Ward and Chen, 2001), it is conceivable that this was the underlying mechanism for the 

apparent ATM-independent phosphorylation of H2AX. DNA-PK is also known to 

promote the phosphorylation of H2AX (An et al., 2010; Mukherjee et al., 2006) and even 

Chk2 (Li and Stern, 2005), so we may be observing the effects of all three (ATM, ATR, 

and DNA-PKcs) kinases simultaneously with etoposide treatment. Future work will focus 

on individual and combinatorial depletions of these kinases to further explore this 

hypothesis. HSV-1 encodes two major proteins kinases: US3 and UL13. It is possible 

that these viral kinases may phosphorylate DDR proteins. The caveat, however, is that 

both of these kinases are encoded by late genes, which are sensitive to acyclovir 

treatment. Therefore, these kinases may be responsible for the phosphorylation of ATM, 

H2AX, and/or serine 20 of p53, but most likely not Chk2 as its phosphorylation was 

reduced following viral DNA replication. These two kinases are also present in the 

tegument of the viral particle which is introduced into the cytosol upon initial infection 

(Kelly et al., 2009). It is possible that enough of these kinases are present in the particle 

to phosphorylate Chk2. Both of these kinases are not essential for the replication of the 
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virus, so generating viral particles missing both of these proteins should be a relatively 

simple process. There is the possibility that the amounts of these kinases in the 

tegument may be sufficient to phosphorylate Chk2 and H2AX as we observed increased 

input gB from d109 particles. Given this etoposide-driven DDR profile, HSV-1 infection 

appears to elicit a modified, or perhaps targeted, DDR different to that of normal cellular 

DDR. The different DDR responses may be due to effects of viral gene products or 

differences in the characteristics of the viral and cellular genomes. 

Viral DNA is not associated with histones inside the capsid (Gibson and 

Roizman, 1971). Instead, the viral genome enters as a naked linear molecule that is 

loaded with histones within one hour (Kent et al., 2004; Lee et al., 2016). Compared to 

cellular DNA breaks, the incoming viral genome may not be a sufficient stimulus for full 

ATM activation, leaving only Chk2 efficiently activated. There is evidence that, as viral 

DNA replication progresses, the daughter DNA molecules are associated with fewer 

histone complexes (Oh and Fraser, 2008). This exposed DNA may be the key feature 

that leads to ATM activation, and the stimulus from the parental viral genome that was 

activating Chk2 is no longer present, leading to the observed DNA replication-

dependent reduction in Chk2 phosphorylation. 

 

Mre11 restricts and ATM promotes viral replication 

We observed that Mre11 restricted replication of an ICP0- virus, indicating that 

ICP0 is responsible for attenuating a different portion of the pathway as we did not 

observe changes in Mre11 levels in the presence of ICP0, in contrast to what has been 

previously described (Gregory and Bachenheimer, 2008). We also observed that ATM 
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promoted replication of the virus. In the canonical DDR pathway, Mre11 promotes ATM 

activation, which is in apparent opposition to our findings as Mre11 and ATM depletion 

gave opposing effects on progeny virus production. Mre11 depletion did not totally 

abolish ATM activation, indicating a redundant mechanism for ATM activation in 

response to infection. The Tip60 histone acetyltransferase is known to promote ATM 

activation (Sun et al., 2005). While it interacts with the MRN complex and its knockdown 

decreases γH2AX and Rad50 foci formation (Chailleux et al., 2010), it remains 

undetermined whether Tip60 alone is sufficient for ATM activation. This could explain 

the partial Mre11-independence of ATM activation during HSV-1 infection. The HSV-1 

UL13 kinase has been shown to interact with and phosphorylate Tip60 (Li et al., 2011). 

This would provide an elegant mechanism to circumvent Mre11 restriction to promote 

the pro-viral functions of ATM: i.e., UL13 phosphorylates Tip60, which in turn acetylates 

ATM, leading to its phosphorylation and activation. Future experiments will focus on 

testing this hypothesis. With regards to a mechanism, ATM appears to be the 

determinant kinase of p53 phosphorylation and we hypothesize that this 

phosphorylation is what promotes efficient replication of this virus. We explore this 

hypothesis further later on in this discussion. 

 Concerning the restriction phenotype of Mre11, formation of protein complexes 

known to restrict HSV-1 replication, termed PML nuclear bodies (PML-NBs) or nuclear 

domain 10 bodies (Saffert and Kalejta, 2008), is sensitive to Mre11 depletion. Cells 

harboring non-functional Mre11 accumulated fewer PML-NBs after the cellular genome 

was damaged by etoposide (Dellaire et al., 2006). This could be a potential mechanism-

of-action for Mre11-mediated restriction of ICP0-null HSV-1 replication: association of 
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Mre11 with the viral genome recruits PML-NB proteins to silence viral gene expression 

and subsequent replication. Our results are consistent with the hypothesis that Mre11 

recruits other PML-NB proteins and ICP0 targeting these PML-NB proteins for 

degradation (Roizman, 2013) to attenuate this Mre11 pathway. 

 Our observations also indicate that the mechanism by which Mre11 affects HSV-

1 replication may not necessarily be tied to homologous recombination. Viral DNA can 

undergo HR catalyzed by Rad51/Rad52 (Tang et al., 2014), and depletion of Rad51 and 

Rad52 reduces replication when the virus was pre-treated with UV radiation (Muylaert 

and Elias, 2010). Canonically, Mre11 initiates the sensing pathway that leads to HR. 

Our observations imply a mechanism of Mre11 action that does not involve 

Rad51/Rad52 as they yield opposing phenotypes. Collectively, our results reveal a 

novel, or otherwise non-canonical, function of Mre11 outside of HR in suppressing the 

replication of ICP0-null HSV-1. 

Others have found that a modified DDR restricts adenovirus replication (Shah 

and O'Shea, 2015). In that study, both the MRN complex and ATM restricted an 

adenovirus not expressing E1B-55K/E4-ORF3 through a mechanism where both Mre11 

and ATM associated with the viral genome. The MRN complex and ATM also 

associates with the HSV-1 genome at various points in the replication cycle 

(Dembowski and DeLuca, 2015, 2018; Dembowski et al., 2017), so it is possible that a 

similar pathway targets HSV-1. However, in our study, ATM did not restrict HSV-1, 

indicating that the restriction by Mre11 is not through ATM. 

 

A role for p53 in the HSV-1 lytic replication cycle 
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Previous studies have observed that p53 localizes to sites of viral DNA 

replication (Wilcock and Lane, 1991) and enhances the production of progeny viruses 

(Maruzuru et al., 2013). We also observed this in our HFF model. Knockout of p53 

significantly reduced ICP8, but not ICP4 or ICP27, gene transcription before the onset 

of viral DNA replication. ICP8 is an essential viral DNA replication protein, so a 

reduction would lead to a decrease in both viral DNA replication and progeny viral 

production, both of which we observed. The mechanism by which p53 exerts this 

function is not well understood. We and others (Boutell and Everett, 2004) have 

observed that p53 is phosphorylated by ATM during HSV-1 infection. Phosphorylation of 

serine 15 is crucial for the activity of p53 in regulating gene expression (Loughery et al., 

2014) and we hypothesize that this may be the mechanism by which ATM exerts its pro-

viral function. Concerning the lack of phenotype in the presence of ICP0, p53 is 

ubiquitinated by ICP0 (Boutell and Everett, 2003), and this modification may serve to 

inhibit the function of p53, but this has yet to be demonstrated. While this would block 

any potential apoptosis to prolong progeny virus production, this would come at the 

expense of its effects on viral gene expression. Because ICP0 is such a potent 

transactivator of HSV-1 gene expression, this inhibition of p53 may be inconsequential. 

p53 binds to the viral genome both in vitro and during productive infection, 

adjacent to the origins of replication (Hsieh et al., 2014). The ICP8 and ICP4 open 

reading frames are adjacent to oriL and oriS, respectively. Therefore, one possible 

mechanism is that the binding of p53 to the viral genome promotes the transcription of 

essential viral genes. We observed an effect only on pre-replication ICP8 transcription, 

indicating that p53 function may be restricted to the instances where it binds to oriL. The 
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association dynamics between p53 and the viral genome have not been thoroughly 

explored. Time-course genome-wide p53 association studies would inform not only 

whether there is a bias for binding to the origins, but also if there are other binding sites 

not previously described. Coupled with RNA deep sequencing analysis, this would 

provide a powerful system to investigate where and when p53 binds, and whether this 

also correlates with altered viral gene transcription surrounding these sites. 

 In summary, our study has revealed novel roles for key proteins in the cellular 

DNA damage response to HSV-1 infection. Early recognition of damaged DNA by 

Mre11 has a restrictive effect on replication, while downstream ATM and p53 activation 

promotes replication. Our observations not only provide new insight into the relationship 

between the virus and the host, but also may inform studies of viral reactivation from 

latency, which is known to be intimately tied to the DDR (Brown, 2017; Hu et al., 2019). 

 

Materials and Methods 

Cells, viruses, and infections 

 HFF, U2OS, Vero, and HEK293T cells were obtained from the American Type 

Culture Collection (ATCC) (CRL-1634, HTB-96, CCL-81, CRL-3216, respectively) and 

were cultured in Dulbecco’s Modified Eagle’s medium (DMEM; Corning) containing 10% 

(v/v) fetal bovine serum (FBS) and pen/strep. All HSV-1 infections were carried out as 

described previously (Merkl et al., 2018). Henceforth, the DMEM 1% BCS medium will 

be referred to as “low serum medium”. The HSV-1 wild-type KOS strain (Schaffer et al., 

1970) was propagated on Vero cells. The derivative viruses 7134 and 7134R (Cai and 

Schaffer, 1989) were propagated on U2OS cells. Prior to use, all three viruses were 
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titered in parallel on U2OS cells. The d109 virus (Samaniego et al., 1998) was grown on 

U2OS ICP4/ICP27 cells and titered on the Vero FO6 cell line as described previously 

(Oh et al., 2019).  

 

Viral yield experiments 

 Equal numbers of control, knockout, or plain HFFs were seeded (1 x 105 per well 

in 12-well plates) and infected with the indicated HSV-1 viruses at a multiplicity of 

infection (MOI) of 0.1 PFU/cell. After 48 hours, total virus was collected by adding an 

equivalent volume of sterile 10% non-fat milk followed by three freeze-thaw cycles at -

80°C. Lysates were titered via ten-fold serial dilution on confluent U2OS cells. Following 

the one hour absorption period, cells were overlaid with low serum medium containing 

0.16% (v/v) human IgG. After 72 hours, the cells were fixed with methanol chilled to -

20°C. Cells were stained with Giemsa stain (Sigma) and plaques counted.  

 

Drug treatments 

 The viral DNA replication inhibitor acyclovir (Sigma) was supplemented to the 

post-infection low serum medium to a final concentration of 200 µM. Nutlin-3a (Sigma) 

was supplemented to low serum medium to the indicated concentrations. Control 

treatments contained only medium (“Untreated”), or an equivalent volume of DMSO as 

the highest concentration of nutlin-3a used. HFFs were pre-treated with the indicated 

concentrations of nutlin-3a for one hour. Infections were carried out normally, without 

the addition of nutlin-3a. Following removal of the inoculum after absorption, the low 

serum medium added back contained the same concentration of nutlin-3a used in the 
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pre-treatment step. Cells were incubated in low serum medium supplemented with 

etoposide (Sigma) at a final concentration of 20 µM for the indicated periods of time. 

 

Immunoblots 

 Immunoblots were performed as described previously (Orzalli et al., 2013) with 

minor modifications. Briefly, cells were lysed in 1xNuPAGE LDS sample buffer 

(Invitrogen) containing 5% (v/v) 2-mercaptoethanol and a protease/phosphatase 

inhibitor cocktail (HALT, ThermoFisher Scientific). Lysates were separated through 4-

12% gradient NuPAGE Bis-Tris gels (Invitrogen) and transferred to nitrocellulose 

membranes (Bio-Rad). Transfer quality was determined via staining with a solution 

consisting of 0.5% Ponceau S (w/v) (Sigma) and 1% (v/v) acetic acid. Stain was 

removed by washing with phosphate-buffered saline (PBS) containing 0.1% (v/v) Tween 

(PBST). De-stained membranes were blocked with a solution of 5% (w/v) non-fat milk in 

PBST for one hour at room temperature. Membranes were cut horizontally above and 

below each protein investigated and incubated with the respective antibody. Primary 

antibodies were used in 5% milk and blots were incubated overnight at 4°C and then 

washed three times with PBST. Secondary antibodies were also used in 5% milk for 

one hour at room temperature. Following three washes in PBST, proteins were detected 

by exposure to film (Denville). 
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Table 2.1 Antibodies used 

Antibody (dilution) Vendor/Source 
Catalog 
information 

Anti-GAPDH (1:5000) Abcam ab8245 
Anti-gB (1:5000) Abcam ab6506 
Anti-H2AX (1:1000) Cell Signaling 7631S 
Anti-ATM (1:2000) Abcam ab78 
Anti-Chk2 (1:1000) Cell Signaling 3440S 
Anti-p53 (DO-1) (1:1000) Santa Cruz Biotech sc-126 
Anti-γH2AX (Ser139) (1:1000) Abcam ab2893 
Anti-phospho-ATM (Ser1981) (1:1000) Cell Signaling 4526S 
Anti-phospho-Chk2 (Thr68) (1:1000) Cell Signaling 2197S 
Anti-phospho-p53 (Ser15) (1:1000) Cell Signaling 9284S 
Anti-phospho-p53 (Ser20) (1:1000) Invitrogen PA5-17894 
Anti-ICP0 (1:2000) East Coast Bio H1A027 
Anti-Mdc1 (1:2000) Abcam ab11171 
Anti-ICP8 (3-83) (1:5000) (Knipe et al., 1987) 

 Anti-FLAG (1:2000) Sigma F1804 
Anti-Mre11 (1:2000) Novus Biologicals NB100-142 
Anti-ICP4 (58S) (1:2000) (Showalter et al., 1981)   
Anti-53BP1 (1:1000) Abcam ab21083 
Anti-DNA-PKcs (1:2000) Abcam ab70250 
Anti-IFI16 (1:1000) Abcam ab55328 
Anti-Rabbit-HRP conjugated (secondary antibody) 
(1:5000) Cell Signaling 7074S 
Anti-Mouse-HRP conjugated (secondary antibody) 
(1:5000) Cell Signaling 7076S 

 

siRNA knockdowns 

 siRNA RNA transfections were carried out as described previously (Cabral et al., 

2018) with minor modifications. Briefly, 1 x 105 HFFs per well in 12-well plates were 

transfected with 10 picomoles of siRNA per well using Lipofectamine RNAiMAX 

(Invitrogen) according to the manufacturer’s protocol. Two days later, cells were 

trypsinized, diluted 1:2 in fresh culture medium, and used the next day. 
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Table 2.2 siRNA pools used 

siRNA Vendor Catalog information 
ON-TARGETplus non-targeting pool Dharmacon D-001810-10-50 
ON-TARGETplus TP53 SMARTpool Dharmacon L-003329-00-0005 
ON-TARGETplus TP53BP1 SMARTpool Dharmacon L-003548-00-0005 
ON-TARGETplus PRKDC SMARTpool Dharmacon L-005030-00-0005 

 

CRISPR/Cas9 gene knockouts 

 Knockout cells were generated as described previously (Cabral et al., 2018) with 

minor modifications. Briefly, oligonucleotides were purchased from IDT and were cloned 

into the lentiCRISPR v2 backbone plasmid (Sanjana et al., 2014). HEK293T cells were 

transfected with the lentiCRISPR plasmid along with psPAX2 and pVSVG packaging 

plasmids using high molecular weight PEI. Cell supernatants were collected two days 

later and filtered though a 0.45 µm filter. Low-passage HFFs (passages 3-4) were 

overlaid with the filtered supernatant. Polybrene (Santa Cruz Biotechnology) was added 

to a final concentration of 5 µg/ml. After 24 hours, virus was removed and replaced with 

fresh medium containing 1 µg/ml puromycin (Santa Cruz Biotechnology). Cells were 

trypsinized and transferred to larger flasks when they reached confluency in their 

current flask. Knockout efficiency was validated via immunoblot roughly two weeks later 

when they had grown to confluency in T150 flasks. Cells were used until passage 15. 
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Table 2.3 DDR guide RNA sequences used 

Target / gRNA number Sequence (DNA form in oligo) (5' -> 3') Reference 
ATM gRNA #2 TGATAGAGCTACAGAACGAA (Sanjana et al., 2014) 
CHEK2 gRNA #1 AAGAAGCCTTAAGACACCCG (Sanjana et al., 2014) 
MDC1 gRNA #1 CCGAATGCCTGACTGCTCTG (Sanjana et al., 2014) 
MRE11 gRNA #3 GTTTGCTGCGTATTAAAGGG (Doench et al., 2016) 
MRE11 gRNA #4 GCAATCATGACGATCCCACA (Doench et al., 2016) 
H2AFX gRNA #3 CCGCGGCAAGACTGGCGGCA (Doench et al., 2016) 
TP53 gRNA #5 CCATTGTTCAATATCGTCCG (Doench et al., 2016) 
IFI16 gRNA #1 GTTCCGAGGTGATGCTGGTT (Merkl et al., 2018) 

 

p53-V5 mutagenesis, lentivirus particle production, and transduction 

 pLenti6/V5-p53 was purchased from Addgene (#22945). All mutageneses were 

conducted with the QuikChange II XL site-directed mutagenesis kit (Agilent 

Technologies) according to the manufacturer’s protocol. Lentivirus particles were 

prepared, and cells transduced, using the same protocol as for the CRISPR/Cas9 

particles. Transduced TP53 #5 cells were doubly selected with 1 µg/ml puromycin and 5 

µg/ml blasticidin. 

 

Nucleic acid extraction, reverse transcription, and quantitative PCR 

 Both RNA and DNA were extracted and processed for qPCR as described 

previously (Raja et al., 2016) with modifications. Briefly, the medium was removed and 

the cells lysed in 0.35 ml of buffer RLT containing 1% (v/v) 2-mercaptoethanol. DNA 

and RNA were prepared using the AllPrep kit (Qiagen) according to the manufacturer’s 

protocol. DNA was used directly for qPCR and RNA was DNase-treated (Invitrogen 

DNA-free kit) and subsequently reverse transcribed (Agilent Technologies high-capacity 

reverse transcription kit), both according to the manufacturer’s suggested protocols, and 

then used for qPCR. Transcripts were quantified using a standard curve generated by 
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using a ten-fold dilution series of DNA/cDNA prepared from HFFs infected with WT 

virus. All qPCRs were performed using an Applied Biosystems 7500 Fast Real-Time 

PCR System. Fast SYBR Green Master Mix (Applied Biosystems) was used for all 

qPCRs. 

 

Table 2.4 qPCR primer sequences used 

Oligo Sequence (5' -> 3') Reference 
UL29 forward (DNA) GAGACCGGGGTTGGGGAATGAATC (Lee et al., 2016) 
UL29 reverse (DNA) CCCGGGGGTTGTCTGTGAAGG (Lee et al., 2016) 
GAPDH forward (DNA) CAGGCGCCCAATACGACCAAATC (Merkl et al., 2018) 
GAPDH reverse (DNA) TTCGACAGTCAGCCGCATCTTCTT (Merkl et al., 2018) 
18S forward (cDNA) GCATTCGTATTGCGCCGCTA (Lee et al., 2016) 
18S reverse (cDNA) AGCTGCCCGGCGGGTC (Lee et al., 2016) 
ICP4 forward (cDNA) CGGTGATGAAGGAGCTGCTGTTGC (Garvey et al., 2014) 
ICP4 reverse (cDNA) CTGATCACGCGGCTGCTGTACA (Garvey et al., 2014) 
ICP27 forward (cDNA) AGACGCCTCGTCCGACGGA (Garvey et al., 2014) 
ICP27 reverse (cDNA) GAGGCGCGACCACACACTGT (Garvey et al., 2014) 
ICP8 forward (cDNA) CATCAGCTGCTCCACCTCGCG (Garvey et al., 2014) 
ICP8 reverse (cDNA) GCAGTACGTGGACCAGGCGGT (Garvey et al., 2014) 
gC forward (cDNA) GAGGAGGTCCTGACGAACATCACC (Garvey et al., 2014) 
gC reverse (cDNA) CCGGTGACAGAATACAACGGAGG (Garvey et al., 2014) 

 

Software for figure graphs and diagrams 

 Graphs and statistical analyses were generated using GraphPad Prism. Figure 

2.10B and 2.13 diagrams were created with Biorender.com. 
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Chapter 3: General discussion
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3.1 Summary of results 

 

Activation of the DDR upon HSV-1 infection 

 In chapter 2, we explored the DDR to HSV-1 infection and documented distinct 

responses to parental and progeny viral genomes. Incoming viral genomes robustly 

activated the Chk2 kinase, while minimally activating ATM. The H2AX histone variant 

was also up-regulated and phosphorylated early in infection. Chk2 and ATM activation 

were dependent on MRN, but γH2AX formation was not, indicating that most likely 

some other DDR pathway was concurrently activated. The loss of ATM also did not 

affect γH2AX formation in response to the incoming genomes, further supporting our 

hypothesis. Once viral genome replication commenced, ATM was robustly activated 

while Chk2 activation was suppressed. γH2AX formation, as well as p53 

phosphorylation, was dependent on ATM. The MRN complex appeared to promote p53 

phosphorylation, but only partial ATM and H2AX phosphorylation, indicating that 

redundant DDR pathways were activated. Our results collectively revealed a biphasic 

kinase response to parental and daughter viral genomes characterized by an initial 

Chk2 response followed by robust ATM activation. 

 

Regulation of HSV-1 replication by DDR proteins and p53 

 We also observed that some of these DDR proteins regulated replication of the 

virus. Arguably, the most surprising finding was that Mre11 and ATM had opposing 

phenotypes. Mre11, and possibly the MRN complex as a whole, restricted replication 

while ATM promoted efficient replication. Moreover, both of these phenotypes required 
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the absence of ICP0, indicating that, in the case of Mre11, ICP0 inhibited this pathway, 

while also being able to compensate for the loss of ATM. Intriguingly, DDR proteins 

downstream of MRN and ATM, i.e. H2AX, 53BP1, and Mdc1, did not have a detectable 

role in the viral replication cycle. This indicated that while Mre11 and ATM are DDR 

proteins, they exert their roles possibly outside of the context of the DDR. However, 

more investigation is needed. The p53 protein also served a positive role in the 

replication cycle. Both siRNA-mediated and CRISPR-Cas9-mediated depletions of p53 

reduced the replication of an ICP0- virus. Furthermore, we found that p53 promoted 

transcription of the gene of an essential viral DNA replication protein, ICP8, before viral 

DNA replication commenced. This appeared specific to ICP8, and most likely other E 

genes as well, because IE genes were not affected by this loss of p53. We also 

hypothesize that ATM activation promotes this activity of p53. 

 

The LINC complex and the type-I interferon response to HSV-1 infection 

(Appendix) 

 In the appendix of this dissertation, we explore the role of protein components of 

the linker of the nucleoskeleton and cytoskeleton (LINC) complex with respect to the 

cellular responses to HSV-1 infection and potential effects on viral gene expression. 

Primary HFFs mount a robust type-I interferon (IFN) response to HSV-1 d109 infection 

(Orzalli et al., 2012). In HFFs, we depleted via siRNA pools two primary proteins of the 

LINC complex: Sun1 and Sun2, as well the transiently associated TorsinA protein. 

Initially, we observed that depletion of Sun1 by siRNA led to a decrease in STING, 

TBK1, and IRF3 phosphorylation, all markers of the IFN response, as well as a 
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decrease in IFNβ mRNA transcripts following infection with d109. These results 

appeared to indicate that Sun1 facilitates nuclear sensing of HSV-1 genomes, at least 

when depleted by siRNA. Interestingly, when we disrupted the SUN1 gene by CRISPR-

Cas9 editing, there were no effects on the IFN response to not only d109, but also 

HCMV, infection, indicating that, in this system, Sun1 is dispensable and does not 

facilitate innate sensing of viral DNA. We next tested each of the siRNAs in the SUN1 

pool individually. We found that our observed phenotype was a combination of effects 

from different siRNAs. While all of the siRNAs depleted Sun1 to varying degrees 

compared to a non-targeting pool, some siRNAs reduced IFN signaling, while others 

had minimal effects. We therefore conclude that the initially apparent role of Sun1 in 

innate sensing of HSV-1 infection was due to an off-target effect of the siRNA pool and 

Sun1, in fact, has no role in the IFN pathway. 

 

The LINC complex and intrinsic immunity to HSV-1 infection (Appendix) 

 In addition to the effects of siRNA depletion of Sun1 on the IFN pathway, 

depletion of Sun1 also had negative effects on viral gene transcription, viral protein 

accumulation, and progeny virus production. siRNA-mediated depletion of Sun1 

reduced IE gene expression and those effects resonated throughout the rest of kinetic 

classes of viral genes. Interestingly, this was only the case for a virus lacking ICP0 

expression, indicating that ICP0 was able to compensate for the absence of Sun1. As 

with the IFN response, disruption of SUN1 by CRISPR/Cas9 had no effect on viral 

replication, arguing that Sun1 also had no function in the HSV-1 replication cycle. Sun2 

was also not able to compensate for the loss of Sun1. We determined that this 
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discrepancy in phenotypes again was due to an off-target effect in the siRNA pool. Sun1 

protein levels were reduced by each of the siRNAs individually, but only one reduced 

viral ICP4 levels. 

 

3.2 General discussion and future directions 

 

The DDR to different stages of the viral replication cycle 

 In chapter 2, we observed the phosphorylation and activation of several proteins 

in the HR pathway. Previous studies using proteomics analyses have observed that 

some DDR proteins associate with the viral DNA (Dembowski and DeLuca, 2015, 2018; 

Dembowski et al., 2017), but the interdependencies between these proteins remains 

poorly defined. We have developed a method for detecting and visualizing proteins that 

associate with the viral genome as soon as it enters the nucleus (Cabral et al., 2018). 

This involves chemically labeling viral DNA with a nucleoside analog within the capsid, 

which can be covalently linked to a fluorescent molecule via click chemistry, and a 

protein in question can be visualized with a specific antibody. Another study described a 

highly similar method for similar applications (Dembowski and DeLuca, 2018). The free 

ends of the linear viral genome could serve as attractive targets for the Ku and/or MRN 

complexes. It would be especially informative to determine whether the MRN complex 

associates immediately as Mre11 was necessary for the optimal DDR response to 

parental viral genomes. Moreover, we observed that Mre11 restricted viral gene 

expression beginning as early as 2 hours post-infection. One possibility is that binding 

of the MRN complex to the DNA ends decreases the efficiency of the circularization of 
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the genome, and possibly could therefore impair transcription of the IE genes. It would 

be very informative to assess the circularization kinetics of the viral genome in our 

MRE11A knockout HFFs. With regards to Ku, it is just as likely that this complex also 

binds to the ends of the viral genome. The LigIV/XRCC4 complex is required for optimal 

replication of the virus and is thought to facilitate the circularization of the viral genome 

(Muylaert and Elias, 2007). However, loss of Ku70 increases HSV-1 replication (Taylor 

and Knipe, 2004); therefore, this observation needs to be reconciled with what was 

observed for LigIV/XRCC4. Circularization of the viral genome also plays a role in the 

persistence of the viral genome during latent infection in neuronal cells (Wilson and 

Mohr, 2012). There may exist a vital role for LigIV/XRCC4 in promoting latency of the 

genome via facilitating circularization in the infected neuron. 

 The DDR to replicating viral DNA is distinct from the response to input genomes, 

characterized by ATM activation. However, we found that ATM activation was not 

entirely dependent on MRN. As discussed in the previous chapter, we hypothesize that 

the Tip60 acetyltransferase may contribute to the activation of ATM following infection. 

Loss of Tip60 increases HSV-1 replication in the brains of mice, but this appears to be 

through the regulation of cGAS (Song et al., 2020). A potential role for Tip60 in 

regulating HSV-1 replication through ATM may be masked by the effects on the innate 

immune response to infection. The type-I interferon response does not significantly 

inhibit ICP0- virus replication in primary fibroblasts (Orzalli et al., 2013), so an effect of 

Tip60 on ATM resulting in decreased viral replication could possibly be observed in cell 

culture. We also hypothesized that phosphorylation of Tip60 by the viral US3 kinase (Li 

et al., 2011) stimulates the activation of ATM to aid in the viral replication cycle. This 
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hypothesis follows the theme of this dissertation on the manipulation of host cell 

pathways, in this case the DDR, by the virus to efficiently replicate the viral genome and 

assemble new particles. 

 Our observations and conclusions of replication-stimulated DDR protein 

phosphorylation are predicated on the effects of acyclovir treatment. Acyclovir, being a 

nucleoside analog, is initially phosphorylated by the viral thymidine kinase to the 

monophosphate form, and, once converted to the triphosphate form by cellular kinases, 

is incorporated by the viral DNA polymerase into the replicating viral DNA molecule 

(Elion, 1982). However, another nucleotide cannot be covalently joined to this analog, 

and thus acyclovir acts as a chain terminator (Elion, 1982). It is not lost on us that chain 

termination caused by acyclovir could elicit a DDR, akin to the response to replication 

fork collapse, to this terminated strand, and that we are in fact observing an effect of this 

phenomenon instead of a response to otherwise normal DNA damage formed during 

the replication process. It is important to note, however, that we are observing a loss of 

activation upon treatment, not a gain, arguing that the effects of acyclovir are more likely 

representative of the DDR to the entire replication process, of which a potential 

acyclovir-driven response is most likely minimal. Currently, however, we cannot 

discount the possibility that a response triggered by chain termination may dampen or 

otherwise hinder ATM activation. There are many orthogonal methods to test these 

arguments. Many of the viral DNA replication proteins are essential for synthesizing new 

viral genomes (Roizman, 2013), so a virus lacking any one of them would mimic the 

effects of acyclovir treatment. We have shown previously that different HSV-1 viruses 

missing individual components of the viral DNA replication machinery all yield the same 
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phenotype, one wherein replication compartment formation, a marker of robust genome 

replication, is impaired, indicating a defect in the replication process (Liptak et al., 

1996). It is possible that any of these viral proteins themselves may shape the DDR, so 

chemical inhibition of DNA polymerization may be preferred. Phosphonoacetic acid, 

usually supplied as sodium phosphonoacetate, is a direct inhibitor of the viral DNA 

polymerase (Mao et al., 1975; Purifoy and Powell, 1977), instead of inhibition by 

incorporation into the DNA, in the case of acyclovir. We predict that this inhibition of 

replication by either gene deletion or phosphonoacetic acid treatment will yield the same 

DDR phenotype as acyclovir-mediated inhibition. 

 It has been reported that HSV-1 infection increases the instances of double-

stranded breaks as measured by a comet assay (Kanai et al., 2012). While HSV-1 DNA 

may experience breaks during the replication process, this finding indicates that the 

cellular genome may be experiencing damage as well. This is supported by the 

observation that γH2AX forms around, but not within, viral replication compartments 

(Wilkinson and Weller, 2006). This suggests that while ATM is activated by infection, 

this kinase may phosphorylate H2AX present on the cellular genome. The extent of 

which could be determined via chromatin immunoprecipitation coupled with deep 

sequencing analysis. 

 

Opposing roles for Mre11 and ATM in HSV-1 replication 

 Our results also revealed a surprising phenomenon where Mre11 and ATM 

seemingly had opposing effects on the replication of the virus. Furthermore, this 

suggests that these proteins may have roles outside of the canonical DDR. What is 
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unknown, however, is at which point in the viral lifecycle these proteins act. Mre11 

promoted the early DDR to infection, while ATM was activated by viral DNA replication. 

As mentioned in the previous section, we hypothesize that Mre11 or MRN may bind to 

the ends of incoming linear viral genome and that this is a potential mechanism of 

restriction. This could be tested in a manner akin to our investigation of p53 function: to 

measure IE, E, and L gene expression in the presence of acyclovir/phosphonoacetic 

acid, or E gene deletions for that matter. If Mre11 indeed restricts initial viral gene 

transcription, then IE gene expression should be enhanced upon the loss of Mre11, 

despite the inhibition of viral DNA replication.  

 Concerning ATM, if it promotes progeny virus production after the onset of 

genome replication, then the loss of ATM should not affect pre-replicative IE and E gene 

transcription, i.e., with replication inhibitor treatment. To narrow down a potential 

mechanism for ATM, a good indicator would be the effect on L gene transcription by 

loss of the kinase. This would need to be performed without inhibitor treatment, as viral 

DNA replication is required for L gene expression (Holland et al., 1980; Honess and 

Roizman, 1975; Jones and Roizman, 1979). If L gene transcription is reduced by ATM 

knockout, then ATM most likely functions in promoting L gene expression, but if L gene 

transcription is not affected, then this would suggest that ATM is involved in packaging 

of the nascent genomes into new capsids. We referenced in the previous chapter the 

viral UL12 protein at how it associates with MRN (Balasubramanian et al., 2010). It is 

unknown whether UL12 is required for full ATM activation, and given that UL12 is not a 

part of the core DNA replication machinery (Roizman, 2013), it may be that viral DNA 

replication is required for UL12-mediated activation of ATM. This activation of ATM may 
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serve the purpose to promote efficient packaging of viral genomes by an unknown 

mechanism. UL12 is thought to facilitate the packaging of replicated genomes (Grady et 

al., 2017; Porter and Stow, 2004) and to promote recombination in concert with ICP8 

(Reuven et al., 2004). It may be that UL12 coordinates efficient packaging of replicated 

genomes by activating ATM to prime the cellular recombination machinery. One place 

to start would be to examine the DDR to a UL12-deficient virus. Under our hypothesis, 

we would predict that the loss of UL12 would phenocopy acyclovir treatment of a WT 

virus infection. 

 

The regulation of HSV-1 replication by p53 

 Another potential mechanism for ATM is in promoting the transcriptional activity 

of p53. Phosphorylation of serine 15 is essential for its activity (Loughery et al., 2014), 

and we observed that HSV-1-induced phosphorylation was dependent on ATM. 

However, we are assuming that the phosphorylation of this residue is what confers the 

pro-viral effect. One method to test this would be to re-introduce mutant p53 into our 

knockout cells that contains a mutation of this serine residue to an alanine (S15A). 

S15A p53 would be unable to be phosphorylated, and, furthermore, we predict that this 

mutant would not support efficient viral replication compared to the WT protein. 

 Another important observation is that p53 directly binds to the viral genome at 

specific sequences (Hsieh et al., 2014). It would be interesting to see whether mutation 

or deletion of these sequences has a profound effect on replication. Furthermore, to 

solidify that the binding of p53 to the viral genome is indeed the relevant mechanism, 

we would predict that substitution of a binding sequence from the cellular genome, e.g., 
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from p21, would still support efficient replication. The caveat to this idea is that any 

changes in these viral sequences could cause a loss of fitness, independent of p53. To 

rule out this possibility, replication of mutant viruses would need to be compared to the 

WT and rescued viruses in a cell line where p53 is not required for replication. Our tert-

HFFs could serve this purpose because HSV-1 replication was not dependent on p53 in 

these cells. 

 

An off-target effect regulates both the innate and intrinsic responses to HSV-1 

infection 

 In the appendix, our aim was to investigate relationship between a resident 

protein complex of the inner and outer nuclear membranes and both innate and intrinsic 

cellular antiviral responses to HSV-1 infection. We initially hypothesized that the LINC 

complex facilitated both of these responses as various components of this complex 

interact with IFI16 following HSV-1 infection (Diner et al., 2015). We initially observed 

that loss of the integral inner nuclear membrane protein Sun1 reduced the type-I 

interferon response stimulated by HSV-1 infection, but surprisingly reduced replication 

of the virus, suggesting that Sun1 has a pro-viral function in replication. Following 

further investigation of the phenotype, we discovered that an off-target effect was 

present in the SUN1 siRNA pool, and Sun1 did not have an obvious role in the cellular 

antiviral responses to HSV-1 infection. However, although our results refuted our 

hypothesis, some value was still gained. siRNA #5 appears to promote STING, TBK1, 

and IRF3 phosphorylation as well as the expression of at least ICP4. Identification of the 

target(s) of this siRNA has the potential to uncover novel regulatory factors of innate 
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sensing of HSV-1 infection and viral replication. This could be accomplished by RNA 

deep sequencing (RNA-seq) or by mass spectrometry. 

 

3.3 Concluding remarks 

 The collective cellular response to HSV-1 infection is complex and involves 

multiple pathways. In this dissertation, we investigated the relationship between HSV-1 

and the cellular DDR, with surprising results. Our observations underscore the concept 

that viruses manipulate the host to their benefit, be it repurposing cellular machinery, or 

inactivating cellular pathways all together. The understanding of these pathways in the 

context of infection is critical for the development of therapeutic interventions. In our 

case, it may be to inhibit the functions of ATM, or maybe to promote the antiviral effects 

of Mre11. However, the dogma of preferentially targeting viral proteins over host 

proteins is especially important in the context of the DDR as these proteins play a vital 

role in protecting the integrity of the cellular genome. If we can determine which viral 

proteins shape the DDR, we will have identified valuable targets for antiviral therapies. 

We believe our work only scratches the surface of what there is to learn about the DDR 

and herpes simplex viruses.
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 The LINC Complex Does Not Regulate the Innate and Intrinsic Responses to 

Herpes Simplex Virus 1 Infection
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 Abstract 

 Cells have evolved complex sets of pathways to sense viral infections and mount 

an antiviral response to suppress replication of the pathogen. Herpes simplex virus 1 

infection triggers the transcription of type-I interferon genes and it has been shown that 

the viral genomic DNA is sensed in the nucleus by the IFI16 protein, aided by cGAS, to 

elicit this interferon response. STING is the major adapter protein for the DNA sensing 

pathway; however, STING is present on the membranes of the endoplasmic reticulum, 

outside of the nucleus. Sun1 and Sun2, two proteins of the inner nuclear membrane and 

members of the linker of the nucleoskeleton and cytoskeleton (LINC) complex, were 

reported to interact with IFI16 following HSV-1 infection. We hypothesized that they help 

relay this signal from IFI16, through the nuclear envelope, culminating in the activation 

of STING. Our initial results implicated Sun1, and not Sun2, in promoting STING 

activation. Moreover, we observed a pro-viral role for Sun1, seemingly independent of 

the antiviral response. However, upon further investigation, we found that Sun1 was 

actually dispensable for STING activation and for HSV-1 replication. We determined 

that an off-target effect in the siRNA pool was responsible for the initial phenotype. 

 

Introduction 

 In response to infection by DNA viruses, cells up-regulate their type-I interferon 

(IFN) pathways in order to suppress replication of the pathogen. Foreign DNA is 

primarily sensed by cyclic GMP-AMP synthase (cGAS) (Sun et al., 2013). Binding of 

cGAS to double-stranded DNA, aided by the G3BP1 protein (Liu et al., 2019), activates 

its catalytic activity (Li et al., 2013) to synthesize the cyclic GMP-AMP (cGAMP) 
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dinucleotide (Wu et al., 2013), which then binds STING, an essential adapter protein 

(Ishikawa and Barber, 2008), in the cytosol. Binding of cGAMP to STING triggers a 

conformational change in the protein to its active form (Shang et al., 2019). Activated 

STING recruits both the TBK1 kinase and the IRF3 transcription factor and TBK1 

phosphorylates IRF3 (Liu et al., 2015). Activated IRF3 then dimerizes and moves to the 

nucleus where is promotes the transcription of IFNs as well as other gene targets (Au et 

al., 1995). Interferon-inducible protein 16 (IFI16) is another sensor of foreign DNA, also 

using STING as its adapter (Unterholzner et al., 2010). An additional role for cGAS has 

been described where it stabilizes IFI16 to help facilitate IFN pathway activation (Orzalli 

et al., 2015). Other studies found that IFI16 was required for optimal cGAMP production 

and activation of STING (Almine et al., 2017; Jønsson et al., 2017).  

 Herpes simplex virus 1 (HSV-1) infection activates the IFN pathway through both 

IFI16 and cGAS (Orzalli et al., 2015; Orzalli et al., 2012; Sun et al., 2013; Unterholzner 

et al., 2010). IFI16 associates with the viral DNA soon after infection (Cabral et al., 

2018) and oligomerizes on the genome (Lum et al., 2019). While STING is required for 

the IFN response to HSV-1 infection (Ishikawa and Barber, 2008; Orzalli et al., 2015), it 

is unknown the precise mechanism by which STING becomes activated. A proteomics 

study identified the resident nuclear envelope proteins Sun1 and Sun2 as interaction 

partners of IFI16 following infection (Diner et al., 2015). We hypothesize that these 

proteins may be the missing link for STING activation. Sun1 and Sun2 are members of 

the linker of the nucleoskeleton and cytoskeleton (LINC) complex that spans the inner 

and outer nuclear membranes (Meinke and Schirmer, 2015). Sun1 and Sun2 interact 

together (Lu et al., 2008), with the large Nesprin family of proteins (Meinke and 
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Schirmer, 2015), as well as with the TorsinA ATPase (Nery et al., 2008). While TorsinA 

was not observed to associate with IFI16, its interaction partner TOR1AIP1 (LAP1) 

(Goodchild and Dauer, 2005) was detected (Diner et al., 2015). Interaction of viral DNA 

with IFI16 may lead to association with Sun1 and Sun2 to initiate a signaling cascade 

that culminates in the activation of STING. IFI16 is also involved in the restriction of 

HSV-1 gene expression (Orzalli et al., 2013), so there is an additional possibility that 

Sun1 and Sun2 may facilitate this as well. 

 In this section of the appendix, we explore the potential role of Sun1, Sun2, and 

TorsinA in both the innate and intrinsic responses to HSV-1 infection. We report that 

depletion of Sun1, but not Sun2 or TorsinA, by siRNA knockdown, reduces the IFN 

response to replication-defective HSV-1 infection as well as reduces the replication of 

ICP0- HSV-1. However, when the SUN1 gene was disrupted by CRISPR-Cas9, there 

was no effect on either the IFN response or on viral replication, contradicting the siRNA 

results. We demonstrate that this was due to an off-target effect present in the siRNA 

pool. Our results collectively argue that the LINC complex, at least with respect to Sun1, 

Sun2, and TorsinA, has no role in the HSV-1 lytic replication cycle or in the cellular 

response to infection. The mechanisms of action of IFI16 remain to be determined. 

 

Results 

siRNA-mediated depletion of Sun1 reduces the type-I interferon response to both 

HSV-1 and Sendai virus infection 

 To determine whether the LINC complex facilitated in the innate sensing of HSV-

1 infection, we transfected HFFs with either a non-targeting siRNA pool, or pools 
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targeting Sun1, Sun2, and TorsinA, and STING as a positive control, and infected with 

d109 three days later. d109 was used as we previously observed that it stimulates a 

type-I interferon response in HFFs (Orzalli et al., 2012). Both RNA and protein were 

collected 6 hours post-infection (hpi). Compared to non-targeting siRNA treatment, 

knockdown of Sun1 reduced IFNB transcripts roughly 5-fold, indicating that Sun1 

appeared to promote the type-I interferon response to HSV-1 infection (Figure A.1A). 

Depletion of Sun2 and TorsinA did not affect IFNB mRNA accumulation, arguing that 

they are dispensable for the innate response to infection. This was interesting as it 

suggested that the activated pathway was specific to Sun1 and not Sun2, despite the 

previous report of their interaction (Lu et al., 2008). STING depletion also reduced the 

innate response to infection, in agreement with our previous observations (Orzalli et al., 

2012).  
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Figure A.1 (continued) 

Figure A.1. Sun1 promotes the type-I interferon response to HSV-1 d109 and Sendai virus (SeV) 

infection.  

(A) Primary HFFs were treated with transfection reagent only (RNAiMAX), or transfected with a non-

targeting siRNA pool, or a pool targeting Sun1, Sun2, TorsinA, or STING. 72 hours later, cells were 

infected with d109 at an MOI of 5 for 6 hours and RNA collected for RT-qPCR using IFNB-specific 

primers. 

(B) Protein lysates were collected from parallel wells from (A) and IRF3 and TBK1 phosphorylation were 

measured by immunoblot. 

(C) STING phosphorylation in the protein lysates from (B) was determined by immunoblot. 

(D) HFFs were treated as in (A) and infected with Sendai virus for 6 hours. RNA was collected and 

analyzed by RT-qPCR for IFNB transcripts. 

(E) Protein was collected from parallel wells from (D) and IRF3 and TBK1 phosphorylation was 

determined by immunoblot. 
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 Upstream of IFNB transcription, TBK1, IRF3, and STING become 

phosphorylated, an indication of their activation (Liu et al., 2015). To determine whether 

Sun1 depletion affected the phosphorylation of these proteins, HFFs were again 

transfected and infected as above, except this time protein was collected. Mirroring our 

mRNA results, depletion of Sun1, but not Sun2 or TorsinA, reduced IRF3 and TBK1 

phosphorylation (Figure A.1B), as well as STING phosphorylation (Figure A.1C). Our 

observations indicated that the effects on IFNB mRNA accumulation were due to 

reduced phosphorylation of STING, as STING phosphorylation is required for both 

TBK1 and IRF3 phosphorylation (Liu et al., 2015).  

 Because of the localization of Sun1 to the inner nuclear membrane, we reasoned 

that its depletion should not affect the innate response to a cytosolic stimulus. We chose 

to use an RNA virus, Sendai virus, as it replicates exclusively in the cytosol (Blair and 

Robinson, 1970), spatially separated from Sun1. We transfected HFFs with the same 

siRNA pools used above, but this time substituted a pool targeting MAVS in place of 

STING, as a positive control. MAVS is a protein present on the mitochondrion that 

facilitates the innate response to cytosolic RNA also using TBK1 and IRF3 (Seth et al., 

2005). Three days post-knockdown, we infected the cells with Sendai virus and 

collected total RNA and protein 6 hpi. Interestingly, Sun1 knockdown reduced IFNB 

mRNA levels compared to non-targeting treatment (Figure A.1D). This argued that Sun1 

has a role not only in facilitating the innate response to nuclear DNA, but also the 

response to cytosolic RNA. Like with d109 infection, depletion of Sun2 and TorsinA had 

no effect on IFNB mRNA levels. Knockdown of MAVS drastically reduced IFNB mRNA 

levels as expected. In agreement with our mRNA results, knockdown of Sun1 reduced 
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IRF3, but minimally TBK1, phosphorylation (Figure A.1E). This argued that the effects 

on IFNB transcription were an effect of dysregulated IRF3 and not TBK1. Taken 

together, our results indicated that Sun1 played a role in promoting the cellular type-I 

interferon response to both DNA and RNA stimuli. 

 

Telomerase-immortalized human fibroblasts mount an innate immune response 

to foreign RNA, but not foreign DNA 

 Having described the phenotype in primary fibroblasts, we next sought to 

determine whether the same phenotype would occur in another human fibroblast cell 

line. We chose to investigate telomerase-immortalized human fibroblasts (tert-HFFs) 

(Bresnahan et al., 2000), as they are more amenable for longer studies due to their 

immortalization. First, we needed to determine whether tert-HFFs mounted an innate 

immune response to DNA and RNA stimuli in a similar manner to HFFs. We treated 

both HFFs and tert-HFFs with various stimuli. For DNA, we transfected cells with 

double-stranded DNA or infected cells with HSV-1 d109. For RNA stimuli, we either 

transfected cells with poly(I:C) as a mimic of double-stranded RNA, or infected with 

Sendai virus. We also treated cells with cGAMP to activate STING directly. We 

monitored cells for innate immune activation via immunoblotting for phosphorylated 

IRF3 and TBK1. 
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Figure A.2. Tert-HFFs mount an innate immune response to foreign RNA, but not foreign DNA. 

(A) Primary HFFs and tert-HFFs were transfected with salmon sperm DNA (dsDNA), poly(I:C), 

permeabilized and treated with cGAMP, or infected with d109 (MOI 5) or Sendai virus for 6 hours. 

Activation of the type-I interferon pathway was assessed by immunoblot. LTX – Lipofectamine 

transfection reagent. 
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 In HFFs, both DNA stimuli, as well as cGAMP, promoted IRF3 and TBK1 

phosphorylation relative to each of their respective controls (Figure A.2A). Both RNA 

stimuli led to robust IRF3 phosphorylation, but only Sendai virus infection caused 

appreciable TBK1 phosphorylation. Interestingly, in tert-HFFs, both IRF3 and TBK1 

were phosphorylated with both RNA stimuli, but not following treatment with the DNA 

stimuli. cGAMP treatment only led to modest TBK1 and IRF3 phosphorylation. An 

immuoblot for cGAS revealed that it was expressed in HFFs, but not tert-HFFs, 

indicating this as the underlying reason for the lack of innate response to DNA in the 

immortalized cells. Whether this was due to telomerase activity remains to be 

determined. Together, our results indicated that, for innate immune studies of HSV-1 

infection, tert-HFF was not a suitable cell line. Future type-I interferon experiments will 

be performed exclusively with HFFs. 

 

Sun1 promotes HSV-1 gene expression and progeny virus production in HFFs 

 In addition to its role in sensing foreign DNA, IFI16 also restricts HSV-1 gene 

expression and replication (Merkl et al., 2018; Orzalli et al., 2013). We next sought to 

determine whether Sun1 had any role in regulating the replication of HSV-1 with the 

hypothesis that this may be part of the mechanism by which IFI16 restricts the virus. We 

transfected HFFs with either a non-targeting pool or a pool against Sun1, and measured 

the replication of the ICP0-null virus 7134 and the repaired virus, 7134R (Cai and 

Schaffer, 1989), by plaque assay. We used an ICP0-null virus as ICP0 promotes the 

degradation of IFI16 (Orzalli et al., 2012), which would therefore abolish any potential 

Sun1 phenotype if the mechanism was dependent on IFI16. Depletion of Sun1 
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drastically reduced the replication of 7134, but not 7134R (Figure A.3A), indicating that, 

in the absence of ICP0, Sun1 promoted replication. This was in contrast to our initial 

hypothesis of Sun1 promoting the restrictive activity of IFI16. If this were the case, then 

we would have expected Sun1 depletion to have a similar phenotype as IFI16 depletion. 

Instead, our results suggested that the association of IFI16 with Sun1 inhibited IFI16 

function, and the depletion Sun1 made more IFI16 available to restrict replication. 
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Figure A.3 (continued) 

Figure A.3. Knockdown of Sun1 reduces the replication and gene expression of HSV-1. 

(A) HFFs were transfected with non-targeting or Sun1-specific siRNA pools. 72 hours later, cells were 

infected with 7134 or 7134R at an MOI of 0.1. 48 hours later, total virus was collected and quantified by 

plaque assay on U2OS cells. 

(B) Knockdown cells were infected with 7134 or 7134R at an MOI of 5 and protein lysates were collected 

2, 4, 6, and 8 hpi for immunoblotting. 
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 In order to determine whether this reduction in replication was caused by a 

reduction in viral gene expression, we infected knockdown cells with the same viruses 

and measured viral protein translation by immunoblot. In agreement with our replication 

results, compared to non-targeting siRNA, depletion of Sun1 reduced ICP4, ICP27, and 

ICP8 protein accumulation over the course of 7134, but not 7134R, infection (Figure 

A.3B). ICP8 expression requires ICP4 (Roizman, 2013), so the reduction in ICP8 levels 

was due to a reduction in ICP4 translation. This reduction in ICP4 and ICP27 can be 

seen as early as 4 hpi, indicating that Sun1 affected gene expression soon after 

infection. Together, our results argued that Sun1 promoted IE and E gene expression in 

primary HFFs, but only in the absence of ICP0. 

 

Sun1 promotes viral gene expression in tert-HFFs 

 Although the tert-HFFs did not mount an innate immune response to foreign 

DNA, we wanted to determine whether Sun1 also promoted replication in the 

immortalized fibroblasts. We knocked down Sun1 and infected with 7134. We observed 

decreased ICP4, ICP27, ICP8, and gD accumulation over the course of infection (Figure 

A.4A), indicating that, like in HFFs, Sun1 promoted viral protein accumulation in tert-

HFFs. Furthermore, ICP4, ICP8, and gB transcript levels were reduced (Figure A.4B), 

indicating that the reduction in protein levels stemmed from reduced gene transcription. 

Lastly, when we measured produced virus by plaque assay, depletion of Sun1 resulted 

in fewer infectious particles present at later time points (Figure A.4C). These results 

argued that the loss of Sun1 reduced ICP4 and ICP27 gene transcription, leading to 

decreased protein levels, which culminated in fewer progeny viruses. 
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Figure A.4 (continued) 

Figure A.4. Knockdown of Sun1 in tert-HFFs reduces 7134 gene expression and replication. 

(A) Tert-HFFs were transfected with non-targeting and Sun1 siRNA pools and infected with 7134 at an 

MOI of 5 and protein lysates harvested 6, 12, 24, 36, 48 hpi for immunoblot analysis. 

(B) RNA was collected from parallel wells from (A) and analyzed for the indicated viral transcripts by RT-

qPCR. 

(C) Total virus was collected from parallel wells from (A) and (B) and quantified by plaque assay on U2OS 

cells. 

(D) Tert-HFFs were transfected with a non-targeting pool, the Sun1 pool, the Sun2 pool, or the Sun1 and 

Sun2 pools together. 72 hours later, the cells were infected with 7134 and 7134R at an MOI of 5. Total 

virus was collected 24 hours later and quantified by plaque assay on U2OS cells. Protein lysates were 

collected from parallel wells at the time of infection and knockdowns verified by immunoblotting. 
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 Because Sun1 and Sun2 have been suggested to function redundantly (Lei et al., 

2009), we hypothesized that Sun2 could have compensated for the loss of Sun1. To 

test this, we transfected tert-HFFs with non-targeting siRNA, a Sun1 pool, a Sun2 pool, 

or a combination of both Sun pools, and measured the replication of 7134 and 7134R. 

Interestingly, despite successful and specific knockdown, all transfection conditions 

gave comparable amounts of progeny with respect to each virus (Figure A.4D), 

indicating that Sun2 did not function redundantly with Sun1, and that Sun2 itself did not 

promote replication within this initial window of the viral life cycle. Taken together, our 

results indicated that, in two distinct human fibroblast cell lines, Sun1 promoted the 

replication of an ICP0-null virus beginning as early as the expression of the essential IE 

genes ICP4 and ICP27. 

  

Construction of CRISPR-Cas9 gene knockouts in primary HFFs 

 Having initially described the roles of Sun1 in the innate response to, and 

replication kinetics of, HSV-1 infection using siRNA knockdown, we next sought to 

generate gene deletions in primary HFFs via CRISPR-Cas9. We constructed knockouts 

in HFFs only as tert-HFFs did not harbor an intact DNA sensing pathway, and the defect 

in replication was observed in both cell types. HFFs were transduced with lentiviruses 

encoding Cas9 only, or Cas9 along with a single guide RNA (gRNA) and two gRNAs 

per gene were tested. We targeted the SUN1, SUN2, IFI16, and STING genes. The 

STING and IFI16 knockouts serve as positive controls for the innate response and 

restriction phenotypes, respectively. After two weeks of transduction, the extents of the 

knockouts were determined by immunoblot. Each of the gRNAs yielded knockouts of 
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varying efficiencies, and we chose the gRNAs for future experiments with the largest 

reductions in protein levels for their respective genes: SUN1 #2, SUN2 #1, IFI16 #1, 

and STING #1 (Figure A.5A). 
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Figure A.5. Construction of gene knockouts in primary HFFs. 

(A) Primary HFFs were transduced with lentiviruses constructed to express puromycin resistance and 

Cas9, or both along with an individual gRNA against the SUN1, SUN2, IFI16, and STING genes, as 

outlined in the materials and methods section. After two weeks of selection, protein lysates were sampled 

from cells during passage and the knockouts verified by immunoblot. 
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Knockout of Sun1 does not affect the innate response to HSV-1 infection 

 First, we set out to determine whether knockout of Sun1 reduced the type-I 

interferon response to infection. We infected control and knockout fibroblasts with d109 

for 6, 12, and 24 hours, and measured STING, TBK1, and IRF3 phosphorylation by 

immunoblot. Interestingly, at all time points, relative to control cells, knockout of Sun1 

had no effect on phosphorylation of all three proteins, arguing that Sun1 was 

dispensable (Figure A.6A). Similarly, knockout of Sun2 and IFI16 had no effect. The 

knockout of STING abolished TBK1 and IRF3 phosphorylation, indicating canonical 

function of the DNA sensing pathway. Together, our results indicated that depletion of 

Sun1 by siRNA, and not CRISPR-Cas9, reduced the innate response to infection. The 

reason for this will be addressed later in this appendix. 
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Figure A.6. LINC complex gene knockouts do not affect the innate response to d109 infection. 

(A) Non-transduced HFFs, Cas9 control, and the knockout cells were infected with d109 at an MOI of 5 

and protein lysates were taken at 6, 12, and 24 hpi and activation of the type-I interferon pathway was 

assessed by immunoblot. 
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Sun1 is dispensable for the innate response to HCMV infection 

 Having observed that Sun1 depletion via knockout had no effect on the innate 

response to HSV-1 infection, we wondered if this was also the case for a different DNA 

virus. We infected control and knockout cells with another herpesvirus, human 

cytomegalovirus (HCMV), for 6, 12, and 24 hours, and assessed pathway activation by 

immunoblot. Like with d109 infection, loss of Sun1 had no effect on STING, TBK1, and 

IRF3 phosphorylation at 6 and 12 hpi (Figure A.7A), indicating that the dispensability of 

Sun1 in the sensing of foreign DNA was not limited to HSV-1 infection. Knockout of 

Sun2 and IFI16 also had no effect on phosphorylation, and the knockout of STING 

abolished TBK1 and IRF3 phosphorylation, as expected. We observed a substantial 

reduction in pathway activation 24 hpi as well as reduced STING levels. This most likely 

reflects exhaustion of the pathway as STING is degraded after prolonged activation (Xia 

et al., 2019). Together, our results indicated that differential methods of Sun1 depletion 

did not yield similar phenotypes. We hypothesized that the combination of the four 

siRNAs in the pool may be to blame, compared to the single gRNA of the CRISPR-

Cas9 knockout. 
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Figure A.7. LINC complex knockout does not affect the innate response to HCMV infection. 

(A) Control and knockout HFFs we infected with HCMV strain Ad169 at an MOI of 1 and protein lysates 

were harvested for immunoblot at 6, 12, and 24 hpi. 
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Knockout of Sun1 does not affect the replication of HSV-1 

 Although, Sun1 knockout did not appear to affect the innate response to 

infection, we wanted to investigate whether the knockout would affect replication of the 

virus in a similar manner as siRNA knockdown. We infected control and knockout HFFs 

with 7134 (Figure A.8A) and 7134R (Figure A.8B) and measured produced virus by 

plaque assay. Surprisingly, knockout of Sun1 and Sun2 did not affect the replication of 

7134, indicating that Sun1 also had no role in the lytic replication cycle. Knockout of 

IFI16 increased the replication of 7134 by roughly ten-fold, validating our knockout 

system. The replication of 7134R was not affected by any of the knockouts, as 

expected. Our results argued that, like with the innate response, replication of HSV-1 

was independent of Sun1. Taken together, we observed additional phenotypic 

differences between siRNA knockdown and CRISPR-Cas9 knockout of Sun1.  
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Figure A.8. LINC complex knockout does not affect the replication of HSV-1. 

(A) Control and knockout HFFs were infected with 7134 at an MOI of 0.1. Total virus was collected at 48 

hpi and quantified by plaque assay on U2OS cells. 

(B) Control and knockout HFFs were infected with 7134R at an MOI of 0.1 for 48 hours and total virus 

was quantified by plaque assay on U2OS cells. 
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Sun1 is not redundant with Sun2 in CRISPR-Cas9 knockout cells 

 We observed that Sun2 could not compensate for the absence of Sun1, with 

respect to HSV-1 replication, in tert-HFFs. We were curious as to whether this was the 

case in HFFs as well, and this would explain why the knockout of Sun1 had no effect on 

replication. To test this, we treated control and Sun1 knockout cells with non-targeting 

or Sun2 siRNA pools and measured 7134 (Figure A.9A) and 7134R (Figure A.9B) 

replication by plaque assay. Despite specific and successful knockdown of Sun2 (Figure 

A.9C), double depletion had no effect on the replication of either virus, indicating that 

Sun2 did not compensate for the absence of Sun1. Our results argued that, not only did 

CRISPR-Cas9 knockout of Sun1 have no effect on viral replication, further depletion of 

Sun2 had no added effect. 
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Figure A.9. Sun1 and Sun2 do not function redundantly in HFFs. 

(A) Cas9 control and Sun1 knockout HFFs were transfected with either a non-targeting siRNA pool or one 

targeting Sun2 and infected with 7134 at an MOI of 0.1. 48 hours later, total virus was collected and 

quantified by plaque assay. 

(B) Parallel wells of treated cells from (A) were infected with 7134R at an MOI of 0.1 for 48 hours and 

produced virus quantified by plaque assay. 

(C) Protein lysates were collected from parallel wells from (A) and (B) and analyzed by immunoblot. 
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An off-target effect of the Sun1 siRNA pool is responsible for regulating the 

innate response to, and replication kinetics of, HSV-1 infection 

 Our results thus far have been inconsistent between siRNA and CRISPR-Cas9 

depletions of Sun1 and the effects on the type-I interferon response to HSV-1 infection 

and on the replication kinetics of the virus. We hypothesized that possibly one or more 

of the siRNAs in the pool were giving an off-target effect. To test this, we transfected 

HFFs with the non-targeting pool, the complete Sun1 pool, or each of the four individual 

siRNAs comprising the pool (#5-#8). To test the type-I interferon response, we infected 

transfected cells with d109 and measured IRF3 phosphorylation. As seen before, 

compared to the non-targeting pool, the pool of Sun1 siRNAs reduced IRF3 

phosphorylation (Figure A.10A). Interestingly, while all of the individual siRNAs reduced 

Sun1 protein levels to varying degrees, they had different effects on IRF3 

phosphorylation. #5 drastically reduced phosphorylation, #7 had no effect compared to 

non-targeting treatment, and #8 was comparable to the pool. Surprisingly, #6 actually 

enhanced phosphorylation. These results indicated that there indeed was an off-target 

effect of the siRNA pool, cause by #5. #5 reduced Sun1 levels to a similar extent as #7, 

but #7 had minimal effects on IRF3 phosphorylation. 
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Figure A.10. An off-target effect of the Sun1 pool misleads the phenotype of d109 and 7134 infections. 

(A) HFFs were transfected with the non-targeting pool, the Sun1 pool, or each of the individual siRNAs 

comprising the Sun1 pool (#5-#8). 72 hours later, cells were infected with d109 at an MOI of 5 and protein 

lysates were collected at 6 hpi. IRF3 phosphorylation was determined by immunoblot. 

(B) Parallel wells were infected with 7134 at an MOI of 5 and protein lysates were collected at 8 hpi for 

immunoblot. 
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 Next, to determine whether the effect on replication of the virus was due to an 

off-target effect, we infected treated cells with 7134 and measured the accumulation of 

ICP4. We observed a similar trend as for IRF3 phosphorylation. Both the pool and #5 

reduced ICP4 levels, but #6, #7, and #8 had minimal effects (Figure A.10B). These 

results argued that #5 was also responsible for the reduction in viral replication by an 

off-target mechanism. Taken together, our initial siRNA studies of Sun1 were misguided 

by the #5 siRNA in the pool, and the phenotypes of the other siRNAs, along with the 

CRISPR-Cas9 knockout, indicated that Sun1 was actually dispensable for both the 

cellular innate response to infection as well as the genetic regulation of the virus. 

 

Discussion 

 In this section of the appendix, we investigated two members, and one accessory 

member, of the LINC complex as to their involvement with the IFN response to HSV-1 

infection. When depleted by and siRNA pool, Sun1 appears to promote STING 

activation following HSV-1 d109 infection. However, disruption of the SUN1 gene by 

CRISPR-Cas9 has no effect on the response to infection to not only d109, but also 

HCMV. This is also true for the regulation of HSV-1 gene expression. Depletion of Sun1 

by siRNA reduces the replication of 7134, but knockout of SUN1 has no effect. After 

deconvoluting the siRNA pool, we found that one of the siRNAs gave an off-target effect 

that was responsible for the phenotypes. 

 It still largely remains elusive how STING becomes activated when viral DNA is 

sensed in the nucleus. IFI16 was reported to associate with STING after viral infection 

(Ansari et al., 2015), but we did not observe this, however (Orzalli et al., 2012). It may 
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be due to possible differences between cell types. There is increasing evidence for 

direct interaction between IFI16 and STING as the TRIM21 protein was recently 

reported to promote the degradation of IFI16 following association with STING (Li et al., 

2019). Because Sun1 is intimately tied to the nuclear pore (Liu et al., 2007), a 

reasonable hypothesis would have been that Sun1 facilitates the export of IFI16 from 

the nucleus. However, we demonstrated that this was not the case. The details of the 

IFI16-STING pathway remain to be determined. With regards to the pro-viral effects of 

Sun1 on viral gene expression, initial viral IE gene transcription is initiated by the viral 

VP16 protein at the periphery of the nucleus in a manner dependent on the nuclear 

lamina (Silva et al., 2008; Silva et al., 2012), so our initial hypothesis was that Sun1 was 

also required for the proper localization of VP16 to IE gene promoters. Indeed, like for 

the IFN response, we found Sun1 to be dispensable for this process as well, and that 

the off-target effect responsible for the initial phenotype was siRNA #5 of the pool. 

 Although Sun1 itself proved dispensable for the innate and intrinsic responses to 

HSV-1 infection, we cannot rule out that siRNA #5 may have targeted additional Sun 

proteins. The Sun domain-containing protein family includes Sun1, Sun2, Sun3, Spag5, 

and Sun5 (Meinke and Schirmer, 2015). While Sun2 levels were not affected by the 

Sun1 siRNA pool, the effects on the other Sun proteins remains to be determined. It is 

possible that the depletion of these proteins is what is responsible for our observed 

phenotypes. The silver lining of our findings is that even though there was an 

unanticipated off-target effect of the Sun1 siRNA pool, the target of siRNA #5 promotes 

both the IFN response to infection as well as IE gene expression. Identification of this 

target may yield a novel regulator of these two processes. 
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Materials and methods 

Cells and viruses 

 The HFF, U2OS, and HEK293T cell lines were purchased from ATCC. The tert-

HFF (Bresnahan et al., 2000) and the FO6 (Samaniego et al., 1997) cell lines have 

been described previously. The 7134 and 7134R viruses (Cai and Schaffer, 1989) were 

grown and titered on U2OS cells. The d109 virus (Samaniego et al., 1998) was grown 

and titered on FO6 cells. Sendai virus was purchased from ATCC. The HCMV strain 

Ad169 was grown and titered on HFFs. 

 

Infections and viral yield assays 

 Cells were overlaid with the given virus in phosphate-buffered saline (PBS) 

containing 0.1% glucose and 1% bovine calf serum (BCS) (“infection medium”). After a 

one hour incubation step at 37°C with agitation, the inoculum was removed and 

replaced with DMEM containing 1% BCS (“low serum medium”). For viral yield 

experiments, following the indicated amounts of incubation time, an equal volume of 

sterile 10% non-fat milk was added to the well and subjected to three freeze-thaw 

cycles at -80°C. These lysates were then serially diluted in ten-fold increments in 

infection medium. Confluent U2OS cells were infected with the dilutions using the 

infection protocol above. After the one hour incubation, cells were overlaid with low 

serum medium containing 0.16% human IgG. Three days later, cells were fixed with 

100% methanol chilled to -20°C for 15 minutes, and then stained with Giemsa stain for 

one hour. Plaque counts were plotted as plaque-forming units (PFU) per milliliter of 

lysate, per 1 x 105 initially infected cells (i.e. HFFs, tert-HFFs).  
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Reverse transcription and quantitative PCR 

Lysates were collected and processed (Qiagen RNeasy kit) according to the 

manufacturer’s specifications. Purified RNA was DNase-treated (Invitrogen DNA-free 

kit) and then reverse transcribed (Agilent Technologies high-capacity reverse 

transcription kit). cDNA was quantified by qPCR using primer pairs for a given gene 

along with Fast SYBR Green Master Mix (Applied Biosystems). cDNA quantities were 

determined by generating a standard curve using cDNA from Sendai virus-infected 

HFFs or WT HSV-1-infected HFFs. Quantities for viral and interferon transcripts were 

normalized to cellular 18S rRNA transcripts. 

 

Table A.1 qPCR primer sequences used 

Oligo Sequence (5' -> 3') Reference 
IFNB forward (cDNA) AAACTCATGAGCAGTCTGCA (Orzalli et al., 2015) 
IFNB reverse (cDNA) AGGAGATCTTCAGTTTCGGAGG (Orzalli et al., 2015) 
18S forward (cDNA) GCATTCGTATTGCGCCGCTA (Orzalli et al., 2015) 
18S reverse (cDNA) AGCTGCCCGGCGGGTC (Orzalli et al., 2015) 
ICP4 forward (cDNA) GCGTCGTCGAGGTCGT (Merkl et al., 2018) 
ICP4 reverse (cDNA) CGCGGAGACGGAGGAG (Merkl et al., 2018) 
ICP8 forward (cDNA) GGAGGTGCACCGGATACC (Merkl et al., 2018) 
ICP8 reverse (cDNA) GGCTAACCGGCATGAAC (Merkl et al., 2018) 
gB forward (cDNA) TGTGTACATGTCCCCGTTTTACG (Merkl et al., 2018) 
gB reverse (cDNA) GCGTAGAAGCCGTCAACCT (Merkl et al., 2018) 

 

Immunoblots 

 Cells were lysed in NuPAGE LDS sample buffer (Invitrogen) containing 5% 2-

mercaptoethanol and a protease/phosphatase inhibitor cocktail (HALT, ThermoFisher 

Scientific). Proteins were separated though 4-12% NuPAGE bis-tris gels (Invitrogen) 

and were transferred to PVDF membranes (Millipore). Membranes were blocked in 5% 

non-fat milk in PBS containing 0.1% Tween (PBST) for one hour at room temperature 
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and then incubated with a given primary antibody in 5% milk overnight at 4°C. 

Secondary antibodies were used in 5% milk for one hour at room temperature. Blots 

were developed using film (Denville). 

 

Table A.2 Antibodies used 

Antibody (dilution) Vendor / Source Catalog Info 
Anti-GAPDH (1:5000) Abcam ab8245 
Anti-STING (1:2000) Cell Signaling 13647 
Anti-TorsinA (1:1000) Cell Signaling 2150 
Anti-Sun2 (1:2000) Millipore ABT272 
Anti-Sun1 (1:1000) Abcam ab124770 
Anti-TBK1 (1:1000) Cell Signaling 3504 
Anti-IRF3 (1:1000) Cell Signaling 4302 
Anti-MAVS (1:2000) Enzo ALX-210-929-C100 
Anti-cGAS (1:1000) Cell Signaling 15102 
Anti-ICP8 (3-83) (1:5000) (Knipe et al., 1987)   
Anti-ICP4 (58S) (1:2000) (Showalter et al., 1981)   
Anti-ICP27 (1:2000) Abcam ab31631 
Anti-ICP0 (1:2000) East Coast Bio H1A027 
Anti-gD (1:5000) Gary Cohen/Roselyn Eisenberg   
Anti-FLAG (1:2000) Sigma F1804 
Anti-IFI16 (1:2000) Abcam ab55328 
Anti-phospho-IRF3 (Ser386) 
(1:1000) Abcam ab76493 
Anti-phospho-TBK1 (Ser172) 
(1:1000) Cell Signaling 5483 
Anti-phospho-STING (Ser366) 
(1:1000) Cell Signaling 85735 
Anti-Rabbit HRP conjugated 
(1:5000) Cell Signaling 7074S 
Anti-Mouse HRP conjugated 
(1:5000) Cell Signaling 7076S 

 

siRNA knockdowns 

 All single and pool siRNAs were purchased from Dharmacon. The MAVS pool 

was a gift from Dr. Michaela U. Gack. HFFs were transfected with 10 picomoles of a 

given siRNA using Lipofectamine RNAiMAX (ThermoFisher Scientific) according to the 
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manufacturer’s specifications. Two days later, cells were trypsinized, diluted 1:2, re-

seeded, and used the following day. 

 

Table A.3 siRNA pools used 

siRNA Vendor / Source Catalog Info 
siNT Dharmacon D-001810-10-50 
siSUN1 (Pool) Dharmacon L-025277-00-0005 
siSUN1 #5 Dharmacon J-025277-05-0002 
siSUN1 #6 Dharmacon J-025277-06-0002 
siSUN1 #7 Dharmacon J-025277-07-0002 
siSUN1 #8 Dharmacon J-025277-08-0002 
siSUN2 Dharmacon L-009959-01-0005 
siTOR1A Dharmacon L-011023-01-0005 
siSTING  (Orzalli et al., 2012)   
siMAVS Dr. Michaela U. Gack   

 

CRISPR/Cas9 gene knockouts 

 Guide RNAs were cloned into the pLentiCRISPR V2 backbone (Sanjana et al., 

2014) as described previously (Cabral et al., 2018). HEK293T were transfected with this 

plasmid, psPAX2, and pVSVG using high molecular weight PEI. The Cas9 control 

construct received a non-cloned plasmid. After 48 hours, culture supernatants were 

filtered through a 0.45 µm filter and added to fresh, low passage (passages 3-4) HFFs 

with 5 µg/ml polybrene (Santa Cruz Biotechnology). The next day, the medium was 

changed to DMEM containing 10% FBS and 1 µg/ml puromycin (Santa Cruz 

Biotechnology). After roughly two weeks of selection and passaging, knockouts were 

verified by immunoblot. 
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Table A.4 Guide RNA sequences used 

gRNA Sequence (DNA form) (5' -> 3') Reference 
SUN1 #1 TACGTGTAGCCCGTGTTCTC (Schaller et al., 2017) 
SUN1 #2 TCGTGGCCAGGCGCAAACTA (Schaller et al., 2017) 
SUN2 #1 CGCCTCACGCGCTACTCCCA (Schaller et al., 2017) 
SUN2 #2 AACTGCATGGTGACGCCAAC (Schaller et al., 2017) 
IFI16 #1 GTTCCGAGGTGATGCTGGTT (Merkl et al., 2018) 
IFI16 #4 TTGATGGAAGAAAAGTTCCG (Merkl et al., 2018) 
STING #1 AGAGCACACTCTCCGGTACC (Stabell et al., 2018) 
STING #2 TCCATCCATCCCGTGTCCCA Dharmacon online tool 

 

Nucleic acid treatments 

 Cells were transfected with salmon sperm DNA (dsDNA; Invitrogen) or high 

molecular weight poly(I:C) using Lipofectamine LTX (ThermoFisher Scientific). Cells 

were treated with cGAMP (Invivogen) as described previously (Orzalli et al., 2015). 
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