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Abstract

The ability to control particles in the quantum regime at the individual particle level is a
challenge at the frontier of quantum science and engineering. Of the many quantum objects
developed in pursuit of this goal, ultracold molecules host rich internal states and unique inter-
particle interactions that could lend themselves useful to a broad range of applications includ-
ing quantum computing and simulation, precision measurements and quantum chemistry. In
this thesis we present a bottom-up approach to creating single molecules in individual optical
tweezers. In particular, single atoms of two different species are first trapped and cooled in
individual optical tweezers then brought together to form a single molecule coherently. Us-
ing this approach, we have successfully created an array of fully quantum-state-controlled
polar molecules. The quantum state –including both internal and external states –of the result-
ing molecules are known to us, and is the first time single neutral molecules have been under
full quantum state control. This platform offers exciting new opportunities to harness the rich
properties of molecules in many quantum science applications.
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1
Introduction

1.1 The quest for quantum control

The ability to control particles in the quantum regime at the individual particle level has been

a long-sought goal in the realm of quantum science and engineering in the past few decades .

Such individually controlled entities could then be scaled-up to build many-body quantum

systems in a way that allows quantum phenomena such as quantum superposition and entan-

1



glement to be utilized. In particular, one desires a system consisting of individual quantum

objects simultaneously satisfying the following properties1:

• Fully controllable - all the quantum degrees of freedom of the particles of interest, in-

cluding internal and external states where applicable, as well as interparticle interac-

tions, are controllable.

• Scalable - able to build larger and more complex quantum systems from the individual

quantum particles without compromising on individual control and performance.

• Exhibits quantum behavior - able to exploit quantum effects such as quantum superpo-

sition and entanglement.

Systems satisfying these properties could lead to many applications in areas such as quan-

tum simulation2,3,4 and quantum computing5,6. In quantum simulation, many-body quantum

systems can be simulated directly using well-controlled quantum systems built from the indi-

vidually controlled quantum particles, which could provide insight into models in condensed

matter such as high Tc superconductivity and quantum magnetism, create new forms of mat-

ter, and guide the design of new materials7. In quantum computation, the individual quantum

particles could serve as quantum bits and quantum phenomena be used to perform gate opera-

tions to achieve computation intractable to even the best classical computers as we know them

now8.

Towards this goal, many platforms using different quantum objects and techniques have

been developed, including ultracold neutral atoms9,10,11,12,13, atomic and molecular ions5,6,14,15,3,

color centers in diamonds16,17,18, superconducting circuits19,20,21, and photonic circuits22,23,24,

among many others. Each have their own advantages, and have all achieved varying levels

of success in a diverse range of applications25. The goal of the present work lies within this

broad motivation of developing a system of quantum particles that can be well-controlled at
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the individual particle level. Here, our particles of interest are ultracold molecules – molecules

cooled down to temperatures where they behave and interact quantum mechanically (typically

~μK or lower).

1.2 The case for ultracold molecules

The advent of laser cooling has allowed for an unprecendented level of control over atoms26,

and the field of atomic physics has evolved towards ever finer control over atoms at ultracold

temperatures. This control of atoms in the quantum regime has led to a plethora of break-

throughs in precision measurement, quantum sensing, quantum simulation and computation,

and more27,28,29,30.

In the past decade, there has been growing interest in expanding these techniques devel-

oped on atoms to molecules31,32. On top of the many features atoms possess, such as being

identical and indistinguishable from on another of the same species, neutral molecules have

drawn attention for many of its unique features not offered by their atomic counterparts. Po-

lar molecules – molecules which have a net dipole moment due to uneven charge distribution

within the neutral molecule – inherently exhibit strong electric dipole-dipole interactions that

are long-range, anisotropic and tunable33. Furthermore, while atoms typically have only elec-

tronic, fine and hyperfine internal degrees of freedom, molecules also have vibrational and

rotational degrees of freedom arising from the motion of the atoms within the molecule34.

These interparticle interactions and additional degrees of freedom lend themselves useful to

many quantum science applications.

For instance, it has been proposed that single molecules can act as qubits for quantum com-

putation35. In some proposed schemes, pairs of states that interact with each other by the

dipole-dipole interaction can be used for performing quantum gates, while non-interacting
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states can be used as storage qubits to allow for longer coherence times36. In the context

of quantum simulation, there have been a plethora of proposals utilizing the rich degrees of

freedom of molecules to simulate spin Hamiltonians in lattices, such as the XYZ Heisenberg

model, and investigate collective phenomena such as quantum magnetism37,38,39. In a com-

plementary approach, there have been proposals to utilize the internal states of molecules to

form “synthetic dimensions” in addition to the real space dimensions of an array of molecules,

which are predicted to host rich physics40.

Some of the key ingredients for many of these applications are:

• Molecules that are pinned in sites, with the ability to prepare and address the molecules

at the individual molecule level.

• Large electric dipole moment. This is required to generate the dipole-dipole interac-

tions between the molecules.

• Long coherence times. Because the dipole-dipole interactions are sensitive to interpar-

ticle distance, they are in turn susceptible to decoherence from their relative motion

which necessitates the molecules being as cold as possible.

Towards realizing many of these proposals, as well as many other exciting applications

in precision measurement, quantum chemistry and more31, the recent decade has seen great

developments in our ability to obtain and control ultracold molecules.

One method of obtaining ultracold molecules is to associate them from quantum degenerate

gases of atoms in a coherent manner. First achieved on the bi-alkali molecule 40K87Rb41,

similar techniques have since been expanded to many of the bi-alkalis in labs around the

world42,43,44,45,46. This approach has thus far produced ultracold molecule gases with the

highest phase-space density47 and has among others allowed the study of quantum chem-
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istry48,49,50. Using a similar approach, molecules have also been created in optical lattices to

study spin dynamics51,52.

A separate approach to obtaining ultracold molecules is to directly cool molecules, for ex-

ample by using lasers or DC electric/magnetic fields31. Of these, laser cooling has achieved

the coldest molecule temperatures to-date. Due to the rich internal structure of molecules,

molecules typically lack optical cycling transitions and thus present challenges to cycle enough

photons for direct laser cooling. Nevertheless, careful selection of molecules and transitions

has enabled molecular MOTs53,54,55, sub-Doppler cooling56,57,58, and trapping arrays of ultra-

cold molecules in optical tweezers59.

In addition, much work has been done in controlling the internal state control of molecules.

The hyperfine and rotational internal states of molecules can typically be manipulated by mi-

crowave and electric fields60. Using these, coherence times at the second-scale for nuclear

states61 and milli-second scale for rotational states with magic trapping62 have been achieved.

Electric fields can be used to polarize the molecules in the lab frame, and can also be used to

tune the local interactions63.

On a separate front, molecular ions have also seen great success in achieving full quantum

state control. While typical molecular ions similarly lack convenient closed transitions for

direct laser cooling, ions can interact with other charged particles and can therefore be sym-

pathetically cooled with motional ground state cooled atomic ions64. Moreover, by utilizing

the motional coupling between a molecular ion and an atomic ion, quantum logic spectroscopy

has been used to prepare the ions in specific internal states15, and to entangle a single molecu-

lar ion with an atomic ion14.

While much of these previous works have realized many of the key ingredients necessary

mentioned above, a scalable platform capable of individual particle control is yet to be re-

alized. Bulk gas molecule approaches inherently fail to achieve individual particle control,
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while work towards motional ground state cooling for directly cooled molecules in optical

tweezers has been concurrent with the work in this thesis. In the mean time, ions typically

suffer from decoherence arising from their interactions with the environment and other ions,

limiting their scalability with current technology . Thus, in the present work, we develop a

platform consisting of associating single molecules in optical tweezers.

1.3 Optical tweezers

Optical tweezer arrays of neutral atoms have emerged as a powerful and versatile platform for

quantum simulation and quantum computing in recent years. In these systems, laser beams

are focused down to diffraction limited spot sizes that are capable of trapping single atoms.

Notably, these traps can be steered and arranged in configurable geometries, and arranged in

situ to near-unity filling65,66,67,68,69. This setup naturally offers site-resolved imaging, and the

ability to address and control individual sites. For example, in a pioneering work, exactly two

atoms were brought close together and entangled with unprecedented control using optical

tweezers70. More recently, optical tweezer arrays have been used to trap neutral atoms that

can be excited to Rydberg states that can interact with each other by electric dipole-dipole

interactions71,72. These have led to exciting work in simulating and probing new states of

matter73,74,75, among others.

Seeing the advantages that optical tweezer arrays offer, the goal of the present work was

to bring the single particle control that optical tweezers offer to ultracold molecules. In par-

ticular, we envision a system of single molecules trapped in individual optical tweezers and

where the molecules are capable of long-range interactions. Moreover, each of the individual

molecules can be independently addressed and controlled, and their dipole-dipole interactions

can also be tuned.

6



1.4 Molecule assembly

In the approach presented in this thesis, we set out to achieve full quantum state control of

individual molecules by a bottom-up approach of assembling single molecules in optical

tweezers starting from individually trapped atoms. Compared to directly cooling and loading

molecules into optical tweezers59, this approach utilizes the mature quantum state control ma-

chinery already developed for atoms. The challenge is in (a) applying these techniques to gain

full quantum state control over two different species in the same system and (b) converting

the atoms to molecules in a way that our quantum state control of the atoms map over to the

resulting molecules. In our solution to this, we draw on the approach of associating molecules

previously developed in bulk gases, and employ a method consisting of fully coherent transfer

processes.

A schematic of the assembly process is shown in Fig. 1.1. In the present work we choose

the bi-alkali molecule 23Na133Cs, which is chemically non-reactive* and has one of the largest

electric dipole moments among the bi-alkali’s in the lab frame when polarized (4.6 Debye)76,77.

The electric field required to polarize the molecule in the lab frame is ~10 kV/cm. In order

to achieve and utilize these electric dipole moments, the NaCs molecules need to be in their

rotational and vibrational (rovibrational) ground state, which is bound by ~4500 cm−1, or

~7000 K76. This state has a large electric dipole moment and is stable from relaxation.

More specifically, the assembly process consists of the following steps:

• 1. Load single atoms. Atoms are loaded into individual optical tweezers directly from

a dual species magneto-optical trap. This process relies on light-assisted collisions be-

tween pairs of atoms, which ultimately ensures either one or no atoms are loaded into

*This may not be strictly true in the presence of optical trapping light as has been observed in a
number of other bi-alkali species49. However, since we form single molecules in individual traps in our
approach, we are not susceptible to such chemical reactions leading to molecule loss.
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1. Load single atoms

2. Prepare atom
internal & external state

3. Merge tweezers

5. Transfer to
rovibrational ground state

4. Form weakly-bound
molecule

Na
Cs

Na
Cs

...

Figure 1.1: Scheme for associa ng single molecules in op cal tweezer arrays. (1) Individual single atoms
of different species are loaded into separate op cal tweezers. (2) The internal and external states of the
atoms are prepared in the individual op cal tweezers. (3) The tweezers for the different species are merged
so that a single atom pair occupies the ground state of an op cal tweezer. (4) A weakly-bound molecule
is formed from the atom pair. (5) The internal state of the molecule is transferred from the weakly-bound
state to the rovibra onal ground state. All these steps can be performed in parallel in an array for the cre-
a on of an op cal tweezer array of molecules.
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each optical tweezer.

• 2. Prepare atom internal and external state. For the molecule formation step, it is cru-

cial that the atoms occupy the lowest motional state of the optical tweezers. The atoms

loaded into the trap are thermal at 10s of uK which is too hot for further molecule for-

mation. Therefore, we must cool the optically-trapped atoms to their individual mo-

tional ground states, which we accomplish with Raman sideband cooling. In addition,

the atoms are prepared in the proper internal states for molecule formation.

• 3. Merge tweezers. Once the atoms are prepared in their individual tweezers, the tweez-

ers are merged so that a single atom pair occupies a single optical tweezer. This needs

to be completed adiabatically, such that the internal and external states of the atoms are

preserved in the process.

• 4. Form weakly-bound molecule. The rovibrational ground state is typically difficult to

access directly from unbound atoms. Therefore, the molecule formation process con-

sists of two steps. The first is to form a weakly-bound molecule to serve as a bridge to

the rovibrational ground state. In the present work this is achieved by magnetoassocia-

tion through a Feshbach resonance.

• 5. Transfer to rovibrational ground state. In the final step of molecule assembly, the

internal state of the molecule is transferred to the rovibrational ground state. This is

performed by a coherent two-photon optical transfer that preserves the internal and

external state of molecule.

The assembly process can be performed in parallel in an array of optical tweezers to achieve

an array of molecules. Furthermore, this bottom-up assembly approach can be scaled up in

parallel and combined with rearrangement schemes68,69 to achieve arrays with a high filling
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fraction of molecules to serve as a starting point for molecule entanglement and quantum sci-

ence applications.

Prior to the present work, rovibrational ground state NaCs molecules had not been created

coherently, whether in bulk gases or optical lattices. In this work, we mapped out a pathway

from unbound atoms to rovibrational ground state molecules, including Feshbach resonance

spectroscopy and excited state and ground state optical spectroscopy. Furthermore, this is the

first time this approach has been completed for any molecule in optical tweezers with sin-

gle atoms, a new parameter regime compared to previous work. The high intensity of optical

tweezers at the trap center presents additional challenges in the molecule formation process

that were unforeseen prior to our attempts. A feature of the present approach is that by per-

forming the association process in optical tweezers, the molecule conversion efficiency does

not suffer from collisions and reactions in the trap, which as we shall see leads to high conver-

sion efficiencies that are not fundamentally limited.

1.5 Outline of thesis

In this thesis, we present the first fully-quantum-controlled rovibrational ground state molecules

capable of generating entangling interactions trapped in optical tweezers arrays, where all the

internal and external states of the molecules are well-controlled. This is the first step towards

a large scale quantum simulation and quantum computation platform with ultracold molecules

in optical tweezers with our molecular assembly approach.

This project evolved in parallel with an all-optical approach of forming molecules. That

apparatus, which was a separate and slightly earlier generation and was referred to internally

as version 1.0, laid much of the groundwork78,79,80,81,82 in the efforts towards assembling rovi-

brational ground state molecules in optical tweezers in the present work, which was dubbed

10



version 1.5. In this thesis we will focus on the creation of single rovibrational ground state

molecules in an optical tweezer array, and discuss the key features and improvements of the

version 1.5 apparatus. For the work that overlapped with version 1.0, we refer the reader to

the theses that have covered them previously83,84.

In Chapter 2 we discuss the main hardware components of the experimental apparatus that

enabled the experiments presented in this thesis, including the vacuum chamber, electromag-

netic coils, laser systems, and main optical beampaths.

In Chapter 3, we go over the steps to achieve dual species single atoms trapped in optical

tweezers and quantum state control over the individual atoms, with a focus on the key features

and improvements compared to version 1.0 of the apparatus.

In Chapter 4 we present the first results of Feshbach spectroscopy on Na+Cs atoms, where

we detect multiple Feshbach resonances in multiple hyperfine channels. Using a particu-

lar s-wave resonance, we coherently magnetoassociate a single pair of atoms to a Feshbach

molecule, and characterize its properties.

In Chapter 5 we present the creation and characterization of a rovibrational ground state

NaCs molecule in an optical tweezer. This is achieved by a coherent two-photon transfer pro-

cess, which involved first performing spectroscopy on the excited and ground state potentials

to identify a suitable pathway to the rovibrational ground state.

After having completed the formation of a single rovibrational ground state molecule, in

Chapter 6 we will discuss initial attempts in the experiment to scale the system up to multiple

molecules in an array of optical tweezers.

Finally, in Chapter 7, we will conclude and provide an outlook for future directions.
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2
Experimental apparatus

In this chapter we detail the crucial parts of the experimental apparatus that enabled the sci-

ence presented in this thesis. These include the vacuum chamber, electromagnetic coils, elec-

tronics, and the lasers and optics for the trapping and control of all the atoms and molecules.

Some parts that are common to the previous generation of experiment are detailed in previous

theses84,83 and are omitted here.

An overview of the mechanical parts of the apparatus are shown in a CAD schematic in
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Figure 2.1: CAD drawing of chamber and breadboard.

Fig. 2.1. The entirety of the apparatus lies on a custom-built double-sided honeycomb bread-

board (TMC), which is mounted on an optics table with numerous lead-shot filled 80-20 alu-

minum structures to reduce vibrations. All the relevant optics lie on the top and bottom side of

the breadboard and are independent of the lower optics table.

2.1 Vacuum chamber

All of the actual experiment happens in a single glass cell maintained at ultra-high vacuum

(UHV, < 10−11Torr) conditions. In our experiment, atoms are loaded into optical tweezers

directly from a magneto-optical trap (MOT). This relaxes some of the vacuum requirements

to achieve bulk quantum degenerate gases, which typically involve multiple chambers and

pumping stages. However, since background collision rates scale proportionally to back-

ground gas density85, and equivalently pressure, better vacuum conditions would allow for
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(a)

dispensers

(b)

Figure 2.2: Chamber assembly. (a) Close-up of glass chamber and atom dispensers inside the glass tube. (b)
Assembled and mounted vacuum chamber.

longer lifetimes and coherence times, which is important for many of our applications. There-

fore, careful care was taken to ensure the best UHV conditions possible. In general, the small

volume and form factor of the glass cell allows for good optical access, less pumping volume,

and a compact apparatus overall.

2.1.1 Glass cell

The glass cell was manufactured by Japan Cell Co. and consists of five 4mm thick non-

AR coated glass plates bound together by optical contact. The inner dimensions are

10 mm × 20 mm × 89 mm. The remaining side is connected to a glass blown tube ~1.65′′

in diameter, that is then fused onto a 2.75′′ ConFlat flange. Another small tube that contains

the atom dispensers protrudes from this portion, as shown in Fig. 2.2(a).

The flange is attached to a vacuum spherical cube from Kimball physics (MCF275-

SphCube-C6). On the opposite side is an AR-coated vacuum viewport (MPF A8004-1-CF)

to allow for optical access from this direction. An ion/getter pump from SAES (NEXTORR

D 100-5 with NIOPS-03 controller) is attached to the top for pumping during operation, and
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the bottom is closed off with a gate valve (VAT 54132-GE02). The remaining two sides of the

spherical cube are closed off with blank ConFlat flanges and used to mount the chamber on

the breadboard.

2.1.2 Alkali dispensers

The source for our Na and Cs atoms in our experiment is individual linear alkali dispensers

that release Na and Cs in atom form when current is run through them. Four linear alkali dis-

pensers (2 for Na and 2 for Cs, all from SAES) along with their electrical connections were

sealed into an arm off the glass cell during glass blowing, as shown in Fig. 2.2(a). The wires

for the electrical connection are color-coded, with Na red and Cs black; white is common re-

turn. When new, their resistances were 0.1 Ohm. During normal operation, Na was operated

around 3-4A, while Cs was around 2A. We found that the Na dispensers give off a sufficient

amount of Cs atoms for normal operation of the experiment as well. The resistances increased

to 0.5 Ohm after operation, likely due to the increased temperature.

2.1.3 Vacuum chamber assembly

Before the assembly of the vacuum chamber, all the parts excluding ion pump, viewport, and

glass cell were first cleaned in turn with soap water (Alconox), acetone, isopropanol, ethanol

and methanol in turn in an ultrasonic bath. They were then air-baked in an oven at 410°C for

four days. After air-baking the parts have a brown finish due to oxidization. During assembly,

each part, including all flanges and gaskets, were wiped with acetone and methanol in turn

again. All screws were fastened in a star-shaped pattern to evenly distribute the pressure with

a torque limiting wrench. A photo of the freshly assembled chamber is shown in Fig. 2.2(a).
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Pumping down

The vacuum chamber was first connected to a turbo pump (Agilent Varian TPS-Compact)

with the gate valve open for rough pumping at room temperature. This brought the pressure

down to 10−7 Torr. To achieve the ultra-high vacuum required of the experiment, the vacuum

chamber was further baked in an oven to degas any residual gases adsorbed on the surfaces

inside the chamber.

The vacuum chamber assembly was placed in a temperature-controlled oven, connected

through a gate valve and bellow to the turbo pump (Agilent Varian TPS-Compact) and resid-

ual gas analyzer (RGA) (Stanford Research Systems 200amu system). Inside the oven, tem-

perature probes were placed on various parts of the chamber for monitoring. We baked to a

maximum temperature of 140°C. This was limited by the magnets in the ion pump, which

could stand up to 150°C. In addition, to avoid subjecting the metal-to-glass transition portion

of the chamber to large thermal stress, care was taken to maintain a reasonable ramp rate. Out-

side the oven heat tapes were attached to the bellows to create an additional thermal gradient

from the chamber side to the pump. Fig. 2.3 shows the baking setup and temperature ramp

curves.

The dispensers were conditioned three separate times while the oven was at high temper-

ature to remove any junk on them. Each time, each of the four dispensers was turned on at

2.5A for ~5 minutes. The pressure typically spiked briefly by an order of magnitude during

this time. During the first conditioning, we also took spectra from the RGA before and af-

ter the firing of dispensers, shown in the inset of Fig. 2.3(c). Curiously, we did not find any

identifying features for Na or Cs. On the third round of conditioning the dispensers, the pres-

sure did not spike again, indicating junk had been eliminated from the dispensers. In addition,

the ion pump was flashed in a similar manner for degassing once at high temperature. The
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Figure 2.3: Chamber bakeout. (a) and (b) Photos of the baking setup. The chamber and ion/ge er pump
assembly was placed in an oven and connected via a valve and bellow to a turbo pump outside the oven. (c)
Pressure (blue solid line, le axis) and temperature (red dashed line, right axis) curves monitored throughout
the bakeout process. Pressure values were read from the turbo pump. Temperature value shown is that
of the metal-to-glass interface on the chamber assembly. The temperature values between the different
probes were all within 5°C of each other. Inset: RGA mass spectra obtained right before and a er firing the
dispensers for the first me.
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sequence of these steps are detailed in Fig. 2.3(c).

The chamber was cooled down after the pressure had reached equilibrium around ~2 ×

10−8 Torr. During cool down, the ion pump was flashed again for degassing, and the non-

evaporable getter (NEG) element was conditioned for ~2 hours to remove water and hydrogen

physisorbed on the getter surface with the ion pump off. The NEG was then activated after the

temperature was below 100°C. Finally, after cooling back down to room temperature, the gate

valve was closed, after which the ion pump gauge gave a reading of < 10−11 Torr, indicating a

pressure value at the gauge location below the detection limit.

2.1.4 Flooding the cell

The dispensers were turned on at a high current of ~4.5A for ~3 − 4 hours during the initial

run to flood the cell with Na and Cs atoms. We used lasers tuned on resonance to detect the

presence of atoms by fluorescence in the cell, as shown for Na in Fig. 2.4(a).

On the initial flooding attempt of Na, a small explosion occurred with the Na dispenser

when the dispensers were turned up to ~5A for ~1 minute, causing a small burst of Na to

evaporate in a small amount of time and be coated on the tube containing the dispensers (see

Fig. 2.4(b)). Fortunately, this did not affect the vacuum conditions, and this particular dis-

penser has not run out of Na after running for more than four years. Later on, UV light pulses

were shined on the Na coated patch in an attempt to desorb the Na atoms using light-induced

atom-desoprtion (LIAD) and allow us to run without the dispensers on86. In this process,

atoms on the walls of the glass chamber are desorbed by the light. The UV light visibly des-

orbs the Na coating after numerous pulses. In the long run however, UV LIAD did not pro-

vide a stable source of Na atoms in the cell and we opted to leave the dispensers constantly

on.

18



Depletion by UV LIAD

Deposit on glass tube

(b)(a)

Na atom fluorescence

Figure 2.4: Flooding cell with Na. (a) Na atoms are detected by fluorescence from resonant F = 2 → F′ =
3 light. (b) Na evapora on onto glass tube and deple on by UV LIAD.

2.1.5 Vacuum quality

The vacuum quality can be reflected in the lifetime of the single atoms in the chamber. In Sec.

3.2.1 we present a characterization of the single atom lifetimes. In particular, the lifetime of a

single Cs trapped in the optical tweezers was initially found to be 80 s. For the lifetime of Cs

atoms, we rule out parametric heating from intensity noise on the trap light, and attribute the

lifetime to background collisions. This puts an upper limit on the background pressure in our

chamber. In the case that the lifetime is limited by background collisions, the lifetime of the

single atoms τ is related to the background gas number density by87

n =
1

τ⟨σv⟩T
(2.1)

where σ is the collisional cross section between the alkali atom and background gas, and v is

the relative velocity of the colliding atoms. The expected value is taken over a thermal distri-

bution at room temperature for the background gas. Here, due to the relatively low trap depth

(< 1 mK), we estimate the expected value as ⟨σv⟩T ≈ σ⟨v⟩T. From this, we can estimate a
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Figure 2.5: Photo of MOT and shim coils and mount. One coil in each pair of coils is labelled. Inset: Axis
conven on used in the experiment. For reference, the op cal tweezer beam propagates in the +x direc on.

background pressure by p = nkBT. The value we find is 2 × 10−10 Torr, which is slightly

higher than the reading from the ion pump, which is placed away from the glass cell.

We note that the lifetimes we observe are a factor of ~10 longer than that observed in the

previous generation apparatus , where the lifetimes were typically a few seconds. We attribute

this to the higher level of vacuum achieved with our non-AR coated and optical contacted

glass cell. The glass cell in the previous apparatus was AR-coated and epoxied instead (also

from Japan Cell); AR-coating precluded the possibility of optical contact bonding with the

industry technology at the time of acquirement.
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Coil Shape Dimensions Distance Turns Magnetic field
[in] [in] [G/V]

X shim Rectangular H: 1.6, W: 3.12 1.62 33 3.57
Y shim Rectangular H: 1.6, W: 1.3 3.81 45 0.85
Z shim Circular ID: 1.2 2.36 11 1.0
MOT Circular ID: 1.4 2.36 60 7.0 [1/cm]

Table 2.1: MOT and shim coil specifica ons. Dimensions are given by inner height and width for rectan-
gular shapes and inner diameter for circular. The coils are controlled by separate servos that each drive
0.5A/V.

2.2 Electromagnetic coils

2.2.1 MOT and shim coil

In the apparatus, three pairs of electromagnetic shim coils provide the ability to apply a homo-

geneous magnetic field in an arbitrary direction at the location of the atoms/molecules, while

an additional pair of coils provides the magnetic field gradient necessary to create a magneto-

optical trap (MOT). These coils were hand-wound and mounted on a monolithic structure

constructed out of Ultem. The shim coils are run in Helmholz configuration, while the MOT

coil is in anti-Helmholz configuration. All the coils were wound with AWG #20 wires (Mag-

net Wire Company) and Krazy Glue. During actual operation however, the Krazy Glue slowly

evaporated and the coil was patched up with Huntsman Alraldite 2011 epoxy in situ. In ad-

dition, the MOT coils tended to heat up (up to 70°C in MOT idle state) in operation, which

caused thermal fluctuations of the apparatus depending on the experimental cycle time and

experiment idling times. Better heat sinking could be considered in the future. A photo of the

coils and mount is shown in Fig. 2.5 along with the axis convention used in the experiment.

The geometry specifications and control voltage of the coils are given in Table 2.1. The max-

imum field magnitude achievable is limited by a combination of the heating of the coils and

the maximum current of the power supply; in the y-direction (optical pumping bias field direc-
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tion) this is ~6G, and in the x-direction (Feshbach field direction) this is ~30G.

2.2.2 Feshbach coil

To reach the high magnetic fields necessary for the Na+Cs Feshbach resonances in the experi-

ment (~870G, see Chapter 4), a separate pair of water-cooled coils in Helmholtz configuration

was designed. These coils were designed in a staggered pancake structure to leave sufficient

optical access around the objective for the diagonal MOT beams as shown in Fig. 2.6(a). The

specifications of the geometry are shown in Fig. 2.6(b).

Hollow magnetic copper square wire (0.25′′ × 0.25′′) wrapped in Kapton tape (S and W

Company) was used and epoxy (Huntsman Alraldite 2011) was applied during the winding

process. The mount was made from Ultem due to its lack of Eddy currents, material strength

and low thermal expansion. The details of the winding process are included in Appendix D.

The coils are mounted to the optical breadboard from below using mounts made from 316

stainless steel. Non magnetic titanium screws were used to prevent magnetic field fluctuations

during operation. The coils are cooled with building water, which is maintained at 20°C, and a

pressure of 40 PSI. The flow rate during operation is ~12 Gallons/hr.

The pair of coils were wound in mirror images of each other to minimize the effect of im-

perfections in the winding process causing inhomogeneities of the field. The resulting geome-

try of the coils is slightly prolated due to the crossing of pancake structures. A simulated field

from this geometry by integrating discretized lines using Biot-Savart’s law88 is shown in Fig.

2.6(d). In particular, despite the odd geometry, the homogeneity across 1 mm at the center is

expected to be better than .01%. Since the atom arrays are typically within a ~100 μm range,

and the width of the Feshbach resonance we use to create Feshbach molecules is ~2 G, this

is more than sufficient. The absolute B field value based on current input agrees to theory

within ~1%.
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Figure 2.6: Feshbach coil. (a) Image showing op cal access of MOT/imaging light around microscope objec-
ve. (b) Coil dimensions and magne c field direc on. (c) (d) Simula on of magne c field x-component cut

along the x-axis direc on at 400 A current. Inset: Zoomed into±1mm from the center. The homogeneity
is ~5 mG over 1 mm. The atom array size we expect in the experiment is ~100 um, and therefore expected
to be even be er over the array.
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Figure 2.7: Schema c of Feshbach coil control circuit.

Electronics

The coils were powered by a high current power supply (TDK Lambda, GEN 20-500) which

provided up to 20 V of voltage and 500 A of current. The current through the coils was

measured out-of-loop using a Hall probe (Ultrastab 866-600) and actively stabilized with a

PID servo that controlled a pair of insulated-gate bipolar transistor (IGBT) switches. IGBT

switches allow for fast switching in high current applications. Two IGBT’s were connected in

parallel to divide the current to prevent overheating of the IGBT’s. In addition, for interlock

purposes, a time delay fuse (Littelfuse Mega 150A) was placed in series with the coils. These

fuses trip after varying delay times depending on the operating current; at our operating cur-

rent of ~350 A, the delay time is ~3 s. In practice, we found that the fuse blowing typically

caused the IGBT’s to die due to large back-EMF’s but was nonetheless still useful in prevent-

ing overheating the coils.

Field calibration

For the Feshbach resonance spectroscopy data shown in this thesis, a combination of Feshbach

field coil and X shim coils were used. The magnetic fields of these coils were calibrated by
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Figure 2.8: Magne c field calibra on (X direc on). (a) Feshbach coil calibra on. (b) X shim coil calibra on.
The Zeeman transi on frequency |F = 4,mF = 4⟩ → |F = 3,mF = 3⟩ of Cs atoms is measured using
either microwave or op cal Raman transi on. The fits assume a linear conversion from control voltage to
actual magne c field, and are fit to the Breit-Rabi formula for the expected transi on frequencies.

driving the hyperfine transition |F = 4,mF = 4⟩ → |F = 3,mF = 3⟩ of Cs atoms, ei-

ther by microwave or optical Raman transition (see section 3.3.2). The transition frequency

is measured at multiple control voltage values and fit against the Breit-Rabi formula for Zee-

man energy levels89, as shown in Fig. 2.8. We find a conversion of -115.05(3) G/V for the

Feshbach coil and 3.57(2) G/V for the X shim coil.

Eddy current compensation

During operation, we found that ramping the large Feshbach field coils created Eddy currents

that caused a slow response (> a few ms) of the actual magnetic field at the location of the

atoms. This was despite having used non-metallic mounts wherever possible and cutting slits

in cases otherwise. The likely culprits are the casing for the objective, and the shim coils in

the x-direction, both of which are concentric with the Feshbach field coils. In order to achieve

the faster ramp rates necessary for Feshbach molecule formation (1-10 G/ms), we opted to use
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the smaller shim coils in the x-direction. Furthermore, we implemented a compensation for

the Eddy currents in the control signal following the approach in Ref.90. In essence, we ramp

the field faster and slightly overshoot to account for the slow response in the presence of Eddy

currents. The analytical form of the time varying control signal that gives a linear ramp which

compensates for Eddy currents is

B(t) =

Bi(t− tf − ητ) + Bf(−t+ ti + ητ) + e−(t−ti)/(τ+ητ)((B0 − Bi)(ti − tf) + ητ(Bi − Bf))

ti − tf
(2.2)

ti, tf are the initial and final times of the ramp, Bi,Bf are the desired initial and final magnetic

field values, and B0 is the initial actual magnetic field. η and τ are Eddy current coupling con-

stants90, which we measure in our system to be η ≈ 0.4425 and τ ≈ −0.2201 ms.

In Fig. 2.9 we show plots of the measured field with and without the compensation. As in

the case of the field calibration, we use the atoms to measure the magnetic field response by

driving a Raman transition from |F = 4,mF = 4⟩ to |F = 3,mF = 3⟩ on Cs atoms. This

compensation ramp allowed us to achieve ramp rates up to 20 G/ms using the shim coils.

2.3 Laser systems

Some of the laser systems were shared between the two apparatuses. For completeness, details

on all the lasers relevant to work completed in the present thesis are provided here.
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2.3.1 Na

MOT/imaging and optical pumping lasers

The MOT/imaging light for Na is produced by a commercial ECDL (Time-base, EC-QDL

1178nm) seeded into a Raman fiber amplifier giving up to 2W at 589nm (MPB Communica-

tions, VRFA-P-2000-589-SF) and is locked to the crossover peak F = 1 → F′ = 1/F′ = 2.

The beam is split into two paths and double-passed up and down respectively by 365×2 MHz

and 382×2 MHz using AOM’s to provide the F1 and F2 light respectively. These AOM’s

do not have a large tuning range, so a separate double-pass ~120 MHz is placed in the F2

beam path to provide frequency tunability of the F2 light. The F1 and F2 light are then com-

bined and sent through a switching AOM before being fiber coupled to experiment. This light

needs to be AC switched at ~few MHz level for Na loading and imaging (see section 3.2). The

switching is achieved by focusing the beam into an AOM to provide faster rise times (see Fig.

2.11).

Light from the 0-th order of the switching AOM was picked-off to provide repump F1 light

and resonant F2 light for optical pumping and pushout state detection. A separate F2 laser

locked to the D1 line of Na is used for D1 optical pumping (see section 3.3.2). This is also

frequency doubled from an ECDL (Time-base, EC-QDL 1178nm) with a second harmonic

generation crystal (NTT electronics, WH-0589-000-A-B-C 589NM SHG). The laser is locked

to the F = 2 → F′ = 1/2 crossover peak in the D1 manifold. This beam is then fiber-coupled

and combined with the D2 F1/F2 light in free space again, before being fiber-coupled again to

the experiment.
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Figure 2.10: Na laser systems schema c.
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Raman sideband cooling

The Raman sideband cooling laser system consists of F1 and F2 light with single-photon

detuning ~20 GHz, and two-photon detuning on resonance with the Raman transition at the

particular fields. To produce the required frequencies, a commercial 1178nm external-cavity

quantum dot laser (Time-base, ECQDL-200F) is frequency doubled using a second-harmonic

generation crystal (NTT electronics, WH-0589-000-A-B-C 589NM SHG). This produces light

at the desired 589 nm, single-photon detuning 20 GHz. An AOM (Brimrose, TEF-1583-100-

589-OW) is used to shift one beam by ~1.7 GHz provide the hyperfine splitting. To achieve

maximal efficiency on the AOM, the beam is focused into the aperture to the recommended

size, and steered as close as possible to the transducer. An additional double-pass in the F1

beam path provided tunability in the two-photon detuning. F1 was used for radial 1 and ra-

dial 2, F2 was used for counter-OP, and F1/F2 were combined on a PBS to provide the co-

propagating beam.

Tweezer

The laser source for the Na tweezer was a Ti:Sapph (M2, SolsTiS-SRX-XF), pumped by a

532nm seed (Lighthouse, 10W Sprout). The Ti:Sapph was tuned to the lowest possible wave-

length 700nm to be as close as possible to the Na D2 line for higher trap depths. The trap-

ping light needed to be modulated with a square pulse with duty cycle ~30% at 2.5MHz and

out-of-phase with the D2 MOT/imaging light to eliminate light shifts which caused it to be

off-resonant. To achieve the fast rise times necessary for the switching, the laser beam was

focused into an AOM. We picked off the 0-th order light from the AOM that the 1.0 apparatus

was using, and used the down-time of the switching signal by synchronizing our respective

switching signals. This allowed us to effectively recycle unused light in their switching cycle.

30



Tweezer

MOT

400ns

Figure 2.11: AC switching of Na MOT/imaging light and tweezer light. The op cal tweezer light and
MOT/imaging light for Na are switched in square pulses at 2.5 MHz to eliminate light shi s from the op-
cal tweezer during loading and imaging. The duty cycle for the tweezer (MOT/imaging) is ~30% (~50%).

A scope trace of the AC switching is shown in Fig. 2.11. The power at the experiment was

stabilized by a PID servo by feeding back on a low pass filtered photodiode signal picked off

in the beam path on the table.

2.3.2 Cs

MOT/imaging and optical pumping lasers

The MOT/imaging lasers and optical pumping (OP) laser for Cs are derived from the same

set of distributed Bragg reflection (DBR) diodes (Photodigm, PH852DBR240TS). The master

laser is saturation-absorption locked to the F = 3 → F′ = 3/F′ = 4 crossover peak with a Cs

vapor cell and shifted blue in frequency with further AOM’s to produce the repump transition

light (F3) on resonant with F = 3 → F′ = 4. The minion laser was beat locked around
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8.9 GHz to the master using a fast photodiode (Electro-optics technology, ET-4000) and PLL

board (Analog Devices, ADF4159). The exact frequency of the beat lock could be modified

in the sequence by changing the reference frequence of the PLL board with a DDS channel,

which allowed tuning of F4 frequency.

A small amount of power was picked off from the F3 and F4 light with PBS’s for the opti-

cal pumping beam path. The frequencies for the optical pumping beam needed to be further

shifted with a double-passed AOM to account for the trap depth and magnetic field at which

OP is performed.

Raman sideband cooling

The Cs Raman sideband cooling laser system consists of two lasers addressing the F3 and

F4 transitions respectively, with a single-photon detuning of ~40 GHz. Compared to the

MOT/imaging light, the phase locking requirements for the Raman beams are more strin-

gent, so we opted for external-cavity diode lasers. The master laser (F4) is a home-built cat-

eye design with a diode (Eagleyard, EYP-RWE-0860-06010-1500-SOT02-0000) that is de-

tuned ~40 GHz and left free-running. While this design provides good free-running stability,

the mode-hop free tuning range is only ~200 MHz, which is not enough for locking as a min-

ion laser. We therefore use a home-built ECDL laser in the Litthrow configuration for the

minion laser (F3). The optical signal is beat with the F4 laser on a fast photodiode (Electro-

optics technology ET-4000). The phase-lock loop (PLL) board (Analog Devices, ADF4159)

provides an error signal, which is then used to lock the laser with a home-built PID servo

board for slow integral locking, and a variable gain amplifier (VGA) circuit for direct fast pro-

portional gain. Fig. 2.13(a) shows a schematic of the locking circuit and (b) shows a specturm

analyzer trace of the coherence peak with the lock on. The peak is signal ~50-60 dB above

background. In practice we found that eliminating undesired optical feedback to the diode was
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Figure 2.13: Cs Raman laser. (a) Schema c of locking circuit. The signal from the fast photodiode is input to
the phase-lock loop board which provides an error signal that fluctuates between 0 and 15 V and is nomi-
nally 7.5 V when locked. The error signal is split and sent to a PID servo for slow locking and a variable gain
amplifier for fast locking. The setpoint for the PID servo is fixed at the locked voltage, which happens to be
1.5 V. The output of the servo is sent to the moldula on port of the current driver. The fast and slow lock-
ing signals are combined and sent to the laser diode. (b) Coherence peak of the lasers. The beat note signal
is picked off from the fast photodiode signal that also provides the input to the PLL board. The coherence
peak signal is ~50 dB above background.

crucial to obtaining a stable lock. Similar to the MOT/imaging lasers, the exact two-photon

detuning was set in the computer control sequence which changes the reference frequency

for the PLL locking. F4 light provides the radial 1 and radial 2 beams, while F3 provides the

counter-OP beam, and F3/F4 are combined in one fiber for the co-propagating Raman beam.

Tweezer

The laser used to trap Cs single atoms is at 1064 nm, a wavelength for which convenient high

power sources are widely available (Coherent, Mephisto 50W laser). This laser is also used

for the trapping of atom pairs and molecules. We coupled up to ~3 W output power with ~5 W

34



input using a single-mode patch cable (Thorlabs, P3-1064PM-FC-10), beyond which the cou-

pling efficiency saturated due to spontaneous Brillouin scattering. The power is stabilized by a

home built servo by picking off the beam in the tweezer beam path on the apparatus side (see

section 2.5.1).

2.3.3 Molecule Raman transfer lasers

The molecule Raman transfer lasers (see Chapter 5) are at 922nm and 635nm for the pump

and Stokes transitions respectively. The 635nm light is produced by a commercial ECDL unit

(Toptica Photonics DL Pro). The 922nm was a home built external-cavity laser with diode

(Eagleyard, EYP-RWE-0920-04010-1500-SOT02-0000). This was injected into a tapered am-

plifier (Moglabs, 920TA2000) to achieve higher power for the up-leg transition. These were

individually frequency locked to a ultra-low-expansion cavity (Stable Laser Systems) by the

Pound-Drever-Hall (PDH) technique91. The optical cavity has a finesse of ~5×104 at 922 nm,

inferred from the cavity ring-down time. By selectively integrating the power spectral density

of the error signal of the locked lasers92, we estimate that the linewidths of the locked pump

and Stokes lasers are approximately 2 and 4 kHz, respectively. A schematic of the laser setup

is shown in Fig. 2.14. The locking frequency of the lasers is changed by tuning the PDH lock-

ing frequency. For the Stokes beam, we also use the switching AOM to scan the frequency in

the experiment over a ~1MHz range.

2.4 Microwave systems

For various diagnostic purposes in the experiment, microwave systems were also set up for Na

and Cs.

35



922nm To experimentTapered
amplifier

CCD
camera

EOM

High-finesse cavity

QWP

PD

PD

635nm

To experiment

-110MHz

-110MHz

EOM

PDH locking

Figure 2.14: Molecule Raman transfer lasers schema c.
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Figure 2.15: Atom hyperfine transi on microwave antennae in the apparatus. (a) Loop antenna for Na.
Polariza on is nominally linear in the ver cal direc on. (b) Waveguide for Cs. The dominant polariza on for
H is linear in the horizontal direc on.
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Na

The hyperfine transition for Na is ~1.771 GHz. The signal was generated by mixing a

DDS signal controlled by the FPGA control system at 400 MHz with an RF synthesizer

(Valon Technology 5009) at 1.37GHz, and amplified with an amplifier from RF Lambda

(RFLUPA0830GK). We tested both a horn and a homemade loop antenna to send the signal to

the atoms. Ultimately, for optical access constraints, we opted for a homemade loop antenna

made from magnetic wire placed close to the cell. The circumference of the loop antenna was

chosen to be the wavelength of the desired microwave signal, which corresponded to a diame-

ter of 5.4cm. In addition, the angle of the loop was oriented to minimize the impedance at the

desired frequency due to coupling with the environment. We noticed however, that there were

issues putting π-polarization with the magnetic field in the x-direction into the chamber. We

attributed this to shielding effects from coils around the chamber.

Cs

The hyperfine transition for Cs is ~9.192 GHz. This was generated by frequency dou-

bling a DDS signal at ~300MHz three times. The signal was amplified using (Xorvo

QPA1011 evaluation board). We placed a waveguide with an adapter to coaxial connector

(RFWA90A9COAL) that pointed towards the atoms. With this, we achieved Rabi frequen-

cies of up to 200 MHz, which we used for various magnetic field calibration purposes, among

others.

2.5 Optical layout

The optical layout on the apparatus side went through many iterations. Here we show the

beampath that was used for the majority of results in the first half of the present thesis, which
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allowed for a single Na atom and an array of Cs atoms. In Chapter 6 we show upgrades to

this beampath to expand the capability to optical tweezers arrays of dual species atoms and

rovibrational ground state molecules.

The main beams we send into the chamber are shown schematically in Fig. 2.16 and consist

of

• Na/Cs MOT/imaging beams. The two wavelengths (including Na F1/F2 and Cs F3/F4

light) are combined by a dichroic. Two pairs of counter-propagating beams form the

horizontal trapping beams, while a single beam is retro-reflected to produce the vertical

beam. See section 3.1.

• Raman sideband cooling beams. There are four beams in total that allow us to address

the 3 motional axes (two radial and one axial) of the atoms in the optical tweezers,

as well as a motion-insensitive carrier transition. The beams for Na and Cs are com-

bined by dichroics in each path and focused down to ~100s of μm at the location of the

atoms. See section 3.3.1.

• Na/Cs optical pumping beams. These are sent in with circular polarization and co-

linear with the OP magnetic field to provide σ± polarization. Glan-Taylor polarizers

were used to produce clean polarizations. See section 3.3.1.

• Molecular Raman transfer beam. This is sent counter-propagating with the tweezer

from the other side of the chamber. The two wavelengths (922 nm and 635 nm) are

combined with a dichroic. The beam is focused to a spot size of ~10 μm at the location

of the atoms. See section 5.2.

• Optical tweezer beams. See next section (2.5.1).
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2.5.1 Optical tweezers

The optical tweezer beams on the apparatus side are formed by focusing large beams through

a high-NA microscope objective. The two beams (700 nm and 1064 nm, see section 2.3) are

launched independently with triplet collimators (Thorlabs TC12APC-633 and TC12APC-1064

respectively) that give Gaussian beams 2.2 mm and 2.7 mm in diameter. For both 700nm and

1064nm beam paths, the telescopes lens focal lengths were chosen to be f1 = 75mm and

f2 = 500mm. These telescope magnifications gave beam diameters measured by a knife-

edge of 16.5 mm and 16.8 mm going into the objective respectively, which nominally give

diffraction limited spot sizes.

We use an acoustic-optical beam-deflector (AOBD) in the 1064 nm beam path to steer the

optical tweezers, and to generate arrays of multiple tweezer beams. The range of deflection

for AOBD’s is larger in AOBD’s compared to typical AOM’s and the beams can be steered by

changing the RF frequency input to the AOBD. Furthermore, by sending in multiple RF tones

at once, multiple deflections can be created simultaneously to produce an array of beams. For

the inelastic Feshbach spectroscopy shown in this thesis the AOBD was a 2-axis AOBD from

IntraAction (A2D-603AHF3.900), using only a single axis operating between 64-106 MHz.

In the later work presented in this thesis the AOBD was a single axis water-cooled AOBD

(IntraAction ATD-1403DA2W) operating between 105-175 MHz, which we found to be ad-

vantageous for its thermal stability. In addition, RF beating problems rendered using the two

axes of the 2-axis AOBD simultaneously impractical.

The AOBD beam path is aligned in a 4f-configuration – the AOBD lies at the focus of

the first lens of the telescope (f1), while the distance from the second lens to the objective is

f2 + fobj. This ensures that angular deflection from the AOBD corresponds to translational

movement of the optical tweezer beam at the atoms. The AOBD alters the polarization of the
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beam. Therefore after the AOBD, the polarization is cleaned up with a polarizing beam split-

ter. In addition, to account for the difference in effective magnetic field of Cs with respect

to Na, we placed a quarter waveplate and a half waveplate to allow for polarization control

before the tweezer (see section 3.3.1).

To servo after the AOBD, a wedge was placed after the telescope, the reflection of which

focuses back through the second telescope lens and gets picked off for monitoring and feed-

back purposes. This allows us to servo the total power of the AOBD, even in the case of mul-

tiple tones, as will be relevant for arrays. This also provided a beam path to image and charac-

terize beams in an array. For the 700 nm beam path, the beam is simply picked-off before the

first lens of the telescope.

The separate beams tweezer beams were combined with a dichroic before the objective. We

found that the combining dichroic, when poor in flatness quality or fastened too tightly in its

mount, caused significant aberrations in the tweezer beam. The one used in the majority of

this thesis was from Semrock (Di03-R785-t3-25x36) and performed well.

For imaging, fluorescence from the atoms is collected back through the objective, which is

reflected by the imaging dichroic (CVI optics, DS 852/589-T650) and imaged on an EMCCD

camera (Andor iXon Ultra 897) by an imaging lens. The EMCCD camera has the ability to

collect single photons which we can use to resolve single atoms.

Microscope objective

The microscope objective is custom designed from JenOptiks. The objective corrects for

6 mm of glass and has an effective focal length of 18 mm and working distance of 16 mm.

The design was intended to correct for 4 mm of the glass chamber and 2 mm ITO coated glass

plates for producing electric fields. In the present apparatus however, we opted not to install

electric field plates, so we placed a single 2 mm thick glass plate (Edmund optics #36-946,
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400-1000 nm AR-coated, λ/10 flatness) on the objective side to account for the correction for

the objective.

We characterizied the objective using a white light interferometer83. In this setup, a col-

limated white light source is sent through the objective and retro-reflected off a metallic ball

bearing and interfered with a beam retro-reflected off a reference flat. By measuring the inter-

ference pattern on a beam profiler, we can obtain information on the variation of phase across

the wavefront of the beam. A white light source with a short coherence length is neccessary to

not have interference with other surfaces in the beam path as well. To characterize the aberra-

tions present which lead to non-uniform wavefronts, we fit the wavefront to a combination of

Zernike polynomials93. This allowed us to calibrate the tilt of the objective as shown in Fig.

2.18. This was later fine-tuned on the atoms again by maximizing the trapping frequencies

(which also tended to lower the ratio between radial and axial directions closer to the theoreti-

cal value).

The alignment of the tweezer beampath is highly sensitive to aberrations. Therefore in the

alignment process, care was taken to center the beam and pointing perpendicular to all the op-

tical elements. All beams were referenced to the glass chamber. The glass plate and objective

were then aligned to the glass chamber by overlapping the retro-reflection off the respective

surfaces to ensure they are perpendicular to the input beam as well.

Characterizing tweezer beam shape

As another check for aberrations, the tweezer beam before the objective is picked off and fo-

cused down with a long focal length lens (f = 1000 mm) and imaged along z near the focus.

A long focal length lens ensures minimal aberrations from the alignment of the imaging beam

path itself. In the 1.0 generation apparatus, a cylindrical lens was required to correct for astig-

matism at the location of the atoms83. In the present apparatus, a careful selection of dichroics
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and alignment of optical elements was sufficient to produce a non-astigmatic beam for both

wavelengths.

Calibrating pixel size

The pixel size on the EMCCD camera relative to the actual distance at the location of the

atoms in the optical tweezers was calibrated using the AOBD deflection angle and the known

magnifications of the telescope and imaging systems. In particular, the angular deviation of

the AOBD is given by94

Δθ = λΔf/vacoustic (2.3)

where λ is the wavelength of the laser, Δf is the input frequency shift, and vacoustic is the acous-

tic velocity of the crystal (4.26mm/μs in this case). This angular deviation corresponds to a
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translational distance of

d = Δθ× f2
f1
× fobjective (2.4)

at the focus of the objective. By comparing the pixel difference on the camera, we find a dis-

tance conversion of 0.712 μm/pixel.
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3
Preparing single Na+Cs atoms

The coherent creation of a rovibrational NaCs molecule in optical tweezers requires a single

pair of Na and Cs atoms, each in specific states, co-trapped in the same optical tweezer. In

particular, as we will see, much of our control over the resulting molecules we create relies on

our fine control over the constituent atoms before molecule formation. As such, our ability to

control all the internal and external states of the atoms is crucial.

This chapter describes the main steps in the experimental sequence prior to molecule for-
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mation, including dual species MOT loading, single atom loading, motional and hyperfine

state preparation, and adiabatic merging of traps. These are steps #1-3 in Fig. 1.1. Much of

this work was built upon previous work completed in our lab on the 1.0 version of the appa-

ratus83,84. Here we will mainly focus on the lessons learned and improvements along the way

in the present apparatus. This chapter focuses on a single pair of atoms, which enabled the

experiments in Chapters 4-5 of this thesis. Chapter 6 will discuss how this was scaled up to in-

corporate multiple atoms to form arrays of molecules and additional problems we encountered

on the way.

3.1 Dual-species magneto-optical trap

The starting point of our experiment is a dual species – Na and Cs – magneto-optical trap

(MOT). Due to the compact size of the glass chamber and optical clearance constraints, we

were limited to small MOT beams (diameters for Na 5mm and Cs 5.5mm). This placed chal-

lenges on aligning the beams to the center of the MOT coils and center of objective, especially

for Na due to its lighter mass. In addition, to clear the sides of the objective, the incidence

angle of the MOT beams need to be larger than 45 degrees (see Fig. 2.16), close to the Brew-

ster’s angle. This causes significant power loss on transmission, and affects the polarization

purity of the beam at the location of the atoms. This effect is further enhanced by the cell be-

ing non-AR coated, compared with the previous generation apparatus. As we will discuss in

the next section, the loading of single atoms was highly sensitive to the performance of polar-

ization gradient cooling, which is in turn highly sensitive to the alignment polarization purity.

We found the following were crucial to obtaining stable MOT’s and good polarization gradient

cooling for both species:

• In the previous generation, 3 beams were retro-reflected to produce the 6-beam MOT
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configuration. In the horizontal direction, to account for the power loss on transmission

through the glass cell, a cat-eye was placed in the retro-reflected beam to slightly focus

the retro-reflected beam to balance the beam intensities. In the present apparatus how-

ever, we found it better to send separate beams and not retro-reflect the beams in the

horizontal direction. With the same amount of total power (a couple of mW each for Na

and Cs respectively), this gives less power in each beam, but resulted in a more stable

MOT. The beam path is shown in Fig. 2.16. The beam power ratios are 1:2 for the ver-

tical vs. horizontal beams to account for the stronger confinement from the magnetic

field gradient in the vertical direction.

• The relative alignment of the beams for the three axes at the location of the trap is im-

portant to creating a stable MOT. As discussed in section 2.5.1, there is a glass plate on

the objective side of the chamber. This causes asymmetric refraction on the two sides

of the chamber. To align the beams, jigs were 3D-printed that account for this uneven

refraction of the beam through the glass cell and additional glass plate on the objective

side.

• As mentioned above, the glass chamber is non-AR coated. While this typically leads

to less phase retardation, the difference in transmission for s- and p-polarization com-

ponents causes changes to the polarization of the MOT/imaging beams. This is exac-

erbated by the incidence angle being close to the Brewster’s angle. To account for this,

the effects of the glass chamber and glass plate on the polarization were characterized

using a polarimeter, by sending in linear polarized light and measuring the polarization

after the elements. The change in polarization was compensated for by a combination

of quarter and half-wave plates before the glass chamber to produce good circular po-

larization for each of the beams at the location of the atoms.
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• It was found that the choice of glass plate was crucial for the quality of polarization

gradient cooling. In particular, a good AR-coating was necessary. In addition, there are

requirements on surface flatness to minimize aberrations on the tweezer beams. The

glass plate that was ultimately used is from Edmund optics part #36-946, which is 2” in

diameter and AR-coated over 400-1000 nm, with a surface flatness of λ/10.

• As in the previous 1.0 generation, we dithered the beams using piezos (Thorlabs

AE0203D04F) wedged in the mirror mounts (Newport Suprema SU100-F2K) at an

amplitude of ~2 μm at ~1 kHz, which dithers the beam on the order of a wavelength at

the atoms. This reduces interference effects causing nodes in the MOT .

• Overlapping the dual species MOT’s – typically, Na is more sensitive to beam align-

ment for its lighter mass, while Cs is relatively more sensitive to the shim field * There-

fore, the MOT’s were overlapped by an iterative procedure of beam alignment to shift

the Na MOT and magnetic field shimming to shift the Cs MOT. Ultimately, the two

MOT’s were able to be overlapped to achieve simultaneous loading of Na and Cs single

atoms.
*The force from the MOT beams on the atoms is given by F = F+ + F−, where95

F± = ±ℏkγ
2

s0

1 + s0 + (2δ±/γ)2 (3.1)

where k is the k-vector of the beam, γ is the transition linewidth, and s0 is the saturation parameter. The
detuning term δ± is

δ± = δ∓ k · v± μ′B/ℏ (3.2)

where δ is the bare laser detuning, and the second and third terms are the Doppler and Zeeman shifts
respectively. In particular, due to the higher velocity of Na, the Doppler term dominates, compared
with the larger effect of Zeeman term for Cs.
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MOT number and temperature

We optimized the MOT temperature and performance of PGC in free-space using time-of-

flight thermometry96. This proved crucial to being able to image the single atoms in the

trap without introducing significant heating. The Na and Cs MOT each have a diameter of

~0.25 mm and ~0.1 mm, and contain ~105 atoms each. Their temperatures are at ~200 μK and

~80 μK respectively before PGC and ~80 μK and ~10 μK respectively after PGC.

3.2 Single atom loading

Loading single atoms into an optical tweezer works by a stochastic process where pairs of

atoms are excited by the cooling lasers to a repulsive potential that give the atom pairs suf-

ficient energy to leave the trap65. Due to the tight volume of the trap, this parity selection

process ensures that either one or no atoms remain.

The tweezer light is red-detuned from the atomic cooling transitions. As discussed in

section 2.3, we trap Na with 700 nm light produced from a M2 Ti:Sapph laser, and Cs with

1064 nm light from a Mephisto laser. In addition, the 700 nm light that traps Na is switched

at the MHz-level to be out of phase with the Na MOT/imaging light to avoid light shifts78. As

will be apparent in section 3.4, to have independent control of the atoms and prevent excessive

heating during the merging of the two traps to a single tweezer, the trapping wavelength for

Na needs to lie between the Na and Cs D1/D2 lines (589− 852 nm)83. Due to the lack of high

power diodes and amplifiers in this range, this limits the high-power options for Na. In Chap-

ter 6 we will discuss how this is scaled up. On the other hand, Cs trapping light only needs to

be red of the D1/D2 lines of Cs (> 890 nm). Therefore, we chose 1064 nm for its convenience

of high powers.

A schematic for the single atom loading sequence is shown in Fig. 3.1. A typical sequence
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Figure 3.1: Single atom loading sequence schema c.

consists of the following steps.

1. MOT loading. The MOT’s for both species are loaded simultaneously for ~0.3s. Dur-

ing this time, the tweezer beam powers are also set to their respective loading values,

which is ~3 mK for Na and ~0.5 mK for Cs.

2. PGC. After the MOT loading step, the MOTs are dropped by setting the magnetic field

to zero. The detunings and beam powers of the Na and Cs MOT/imaging beams are set

to their respective PGC values for a cooling step. This step starts simultaneously for

both species and takes 4 ms for Na and 20 ms for Cs.

3. Trap lowering. The tweezer beam powers are lowered adiabatically to ~20% their re-

spective loading depths to let hot atoms spill out of the traps. Without this step, hot

atoms appear in the first image as reduced photon counts, and subsequently appear as

apparent loss during the imaging process.

4. Pre-experimental run single atom imaging. The Na and Cs atoms are imaged in turn by
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setting the MOT/imaging beam parameters to their respective imaging values. These

values are based off the corresponding PGC values and provides some cooling dur-

ing the imaging process, which would otherwise heat the atoms out of the trap due to

scattering. Due to differences in imaging times and photon collection efficiency, the

two species are imaged individually. The imaging time is 3 ms and 10 ms for Na and

Cs respectively. This first image can be used to post-select on those experimental runs

where either of the atoms or both atoms have been loaded depending on the experimen-

tal needs.

5. Post-imaging PGC. Another PGC step is performed after imaging for additional cool-

ing prior to the experimental run.

6. Experimental run. This varies depending on the sequence.

7. Post-experimental run single atom imaging. After the experimental run, another image

of each of the two species is taken to measure survival of the two species. The survival

is conditioned on the loading to provide the atom survival data we show.

8. Post-sequence MOT loading. The MOT light and magnetic field is turned on at the end

of the sequence again so that the MOT starts loading during the overhead time between

sequences.

The parameters for the MOT, PGC and imaging steps are listed in table 3.1. They all use

the same beam path (MOT/imaging in Fig. 2.16) on the apparatus side. For the MOT step, a

magnetic field gradient in the z-direction is turned on, and the shim fields are set such that the

MOT’s are centered with respect to the objective. For PGC and imaging steps, the magnetic

field is set to zero, which is calibrated based on optimizing PGC performance.
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Table 3.1: Single atom loading parameters. All steps use the same lasers and MOT/imaging beam path.
Beam power corresponds to total power that gets split into 5 individual paths in the beam path.

Step Beam power [mW] Detuning [MHz] Time [ms]

MOT Na F1: 0.5, F2: 5.0 -8 ~300
Cs F3: 0.02, F4: 3.0 -13 ~300

PGC Na F1: 0.5, F2: 5.0 -15 4
Cs F3: 0.02, F4: 1.5 -47 20

Imaging Na F1:0.5, F2: 2 -11 3
Cs F3: 0.02, F4: 3.0 -11 10

We can determine the number of atoms trapped in the tweezer by taking multiple images

and looking at the histogram of photon counts within an area of interest. This follows a Pois-

son distribution for zero or one atom65. In daily data-taking, Otsu’s method is used for quick

threshold determination97. This method determines the threshold value between two classes

for a grayscale image by minimizing the variance within each class and does not rely on fit

parameters. For more detailed analysis, we fit the distributions to determine the uncertainty

arising from false positive and false negative signals. We find typical fidelities of 99.96(1)%

and 99.83(1)% for Na and Cs respectively. Loading rates – the probability of loading a single

atom in each experimental run – under normal experimental conditions are ~50% and ~60%

for Na and Cs respectively. An example of a histogram and average atom image for each of

the two species is shown in Fig. 3.2. For data analysis, the atom survival probabilities are

found by post-processing on the data and taking the ratio of survivals over total loads. The er-

rors for these probabilities are calculated using the Wilson score interval, which computes the

error for a Bernoulli process98.

In the present apparatus, we were able to see a live single atom fluorescence signal that

flickered in and out of the optical tweezers on the EMCCD camera when the MOT was simul-

taneously turned on. This was helpful in optimizing the single atom signals and later aligning
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Figure 3.2: Single atom image and photon count histogram.
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beams to the single atoms. However, we found that the presence of a live signal was not in-

dicative of the ability to load and trap the single atoms in a sequence, where the MOT’s would

be dropped and the atoms imaged using imaging parameters similar to PGC parameters. We

attributed this to heating processes during the imaging step. This occurred in two different

cases. In one, if the PGC parameters, which also provides cooling during the imaging process

of the single atoms, are not optimized, PGC performance during the imaging step is poor or

in fact can cause heating of the atoms. This can arise for example, from bad MOT/imaging

beam alignment on the atoms, or imbalanced circular polarization for the counter-propagating

beams; these can all lead to imbalanced forces which kicks the atom out of the trap during

the PGC and imaging processes. In another case, we are also able to see a live signal but no

trapped single atoms in a sequence when the intensity noise on the tweezer light causes para-

metric heating of the atoms out of the trap before we are able to efficiently image them (see

also section 3.2.1). We encountered such cases when testing various laser sources, some of

which had intensity noise at high frequencies99, for the Na tweezer beam.

3.2.1 Single atom lifetime

We can characterize the lifetime of the single atoms in their respective traps by measuring the

survival after holding the atoms for varying times. For Cs, we initially measured a 1/e life-

time of ~80 s independent of trap depth, as shown in Fig. 3.3(a). The heating rate we expect

from photon scattering of the tweezer light can be approximated by100

Γsc =
πc2Γ2

2ℏω3
0

(
2

Δ2
3/2

+
1

Δ2
1/2

)
I (3.3)

where Γ is the natural linewidth of the atomic transition, Δ1/2,Δ3/2 are the detunings of the

tweezer light from the D1/D2 lines, ω0 is the transition frequency, and I is the peak intensity
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of the tweezer. This gives ~1.57 Hz, or ~500 nK/s per mK trap depth, which would give a life-

time two orders of magnitude larger than what we observe. The exponential lifetime curve

we observe therefore suggests a background collision limited lifetime. The lifetime decreased

to 20 s in the long term after turning up to higher dispenser currents. Nevertheless, as men-

tioned in section 2.1.5, this is an order of magnitude longer than the lifetime measured in the

previous generation apparatus, which we attribute to better vacuum conditions.

On the other hand, for Na we find a non-exponential lifetime curve that is characteristic of

heating in the trap, as shown in Fig. 3.3(b). For Na in a 700 nm trap the expected scattering

rate is ~2.34 Hz, or ~11 μK/s per mK trap depth, which would also give a lifetime longer than

is observed. To check for parametric heating, we measure the lifetime at varying trap depths

and extract the rate constant at each trap depth. This can be modelled by the Fokker-Planck
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equation101,102

∂n(E, t)
∂t

=
Γ
4
E2∂

2n(E, t)
∂E2 − Γ

2
n(E, t) (3.4)

where n(E, t) is the time evolution of the energy distribution in the trap, and Γ is the rate con-

stant. The probability of the atom surviving in the trap p(t) at time t is then given by the popu-

lation remaining below the trap depth energy value,

p(t) =
∫ Emax

0 n(E, t)dE∫ Emax
0 n(E, 0)dE

(3.5)

The best fit parameters can be found by minimizing the χ2 value of the simulated curves com-

pared to the data.

In particular, we find that the scattering rate is dependent on the trap depth in a non-

monotonic manner, indicative of parametric heating, whereby peaks in the intensity noise

spectrum can lead to parametric heating resonances coinciding with the specific trapping fre-

quencies at different trap depths. The large trapping frequencies of Na render servo-ing at

these frequencies challenging, though can be achieved with a combination of electric-optical

modulator and acoustic-optical modulator servoing for different frequency ranges99. While

this parametric heating is undesirable, we can avoid the resonances and this did not pose a

large issue for Raman sideband cooling purposes.

3.3 Atom state preparation

After a single Na and Cs atom have been loaded, we need to prepare the atoms in their mo-

tional ground states and specific internal states for the next step of molecule formation.
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3.3.1 Motional ground state cooling

To efficiently and coherently form molecules, the atoms need to be in their motional ground

states. We cool the atoms to their 3D motional ground states in individual traps using Raman

sideband cooling. This technique was developed for Na and Cs in optical tweezers in previ-

ous theses83,84. Here I will highlight the main points, and refer the reader to those theses for

details.

Raman sideband cooling works by iteratively driving a motional sideband of an internal

state changing Raman transition on the atom103. When the two lasers driving the Raman tran-

sition have wavevectors k1,k2 pointing in different directions, their wavevector difference

Δk = k1 − k2 imparts a momentum kick on the atom. Using this, it is possible to resolve

motional sidebands on the internal state changing transition corresponding to the quantized

levels of the harmonic trap. In particular, driving π-pulses on the Δn < 0 sidebands (red side-

bands) lowers the energy of the atom. To initialize the internal state before the cooling pulses,

and to reset the internal state between each cooling pulse, an optical pumping pulse relying on

spontaneous emission is applied to reset the internal state which also acts to lower the entropy

of the system. The ultimate temperature is determined by the equilibrium of the cooling rate

from the Raman pulses, and the heating rates in the optical pumping process and other heating

mechanisms such as the tweezers.

We drive the internal state transition starting from the stretched states |F = 2,mF = 2⟩Na →

|F = 1,mF = 1⟩Na and |F = 4,mF = 4⟩Cs → |F = 3,mF = 3⟩Cs for Na and Cs respectively.

A schematic of this is shown in Fig. 3.4(a). The laser systems are described in section 2.3.

The Raman sideband cooling is performed at a bias field of 5.5 G and trap depths of ~3 mK

(~4.5 mK) for Na (Cs). We measure trapping frequencies of ωNa = 2π × (445, 445, 80) kHz

and ωCs = 2π × (152, 163, 30) kHz for the radial 1/2 and axial directions respectively. The
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Figure 3.4: Raman sideband cooling and op cal pumping/pushout schema c. (a) Raman sideband cooling
schema c. The laser is tuned to drive Δn < 0 transi ons to lower the energy of the atom. (b-c) Op -
cal pumping and pushout scheme for (b) Na and (c) Cs. Green (purple) arrows indicate op cal pumping
(pushout) light. The D1 transi on is used for Na to avoid depumping due to the nearby states in the D2
excited state manifold.

counter-OP (σ−, Na F2, Cs F3) and radial 1/2 (π, Na F1, Cs F4) beams together address the

two radial axes, which lie along the diagonal directions in real space, while the counter-OP

(σ−, Na F2, Cs F3) and coprop (π, Na F1, Cs F4) beams together address the axial axis (see

Fig. 2.16). The Raman laser beams are focused to ~2-300μm at the atoms, and are aligned

by sending in resonant light and pushing the live single atom signal out of the tweezer. The

Raman pulses are driven with a Blackman profile104, which suppresses higher order frequency

components compared to a square pulse. This helps to resolve the motional sidebands better,

which is especially important for the axial direction of Cs due to its low trapping frequency.

We impose the Blackman profile on one of the beams in each pulse, choosing the one that

gives less difference in light shift over the course of the ramp105.
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The π-times of the sideband transitions depend on the motional state of the atom. There-

fore, to address all the population, the π-times in the cooling sequence are swept through the

various π-times given the thermal initial temperature (post-PGC temperature, ~10 μK for Cs).

For Na, additional complications arise due to its lighter mass and higher initial temperature

(~80 μK)84. In particular, the Lamb-Dicke parameter106

ηR = Δk · x0 (3.6)

where x0 is along the axis to be addressed, and x0 =
√
ℏ/2mω, characterizes the extent to

which the Raman transition causes coupling between higher Δn transitions. In particular, the

Lamb-Dicke regime refers to the case where ηR ≪ 1 and coupling between higher Δn is

small, and is the typical regime in which most atoms are Raman sideband cooled. For Na,

however, the cooling process starts outside of the Lamb-Dicke regime with the trap depths

we can achieve. To achieve efficient cooling, higher order sidebands are driven to cool the

atoms, starting from Δn = −2 for the radial directions and Δn = −6 for the axial direction.

Moreover, the order of the pulses and their pulse times are optimized based on numerical sim-

ulations detailed in Ref.84,80. In total, the Na (Cs) cooling sequence has 920 (600) individual

pulses interleaved with optical pumping pulses.

Ultimately, we achieve average motional quantum numbers n̄Na =

(0.049(20), 0.056(19), 0.094(32)) for Na and n̄Cs = (0.039(14), 0.029(13), 0.068(24))

for Cs. These correspond to 3D motional ground state populations of 81% and 86% respec-

tively. The full cooling step for Na (Cs) takes ~80 ms (~20 ms). The pulse sequences for the

two species are set such that the end time of the respective cooling step are aligned to not in-

cur additional heating during the wait time. The method and data for thermometry are shown

in section 3.5.1.
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Optical pumping

For Raman sideband cooling, σ+-polarized light copropagating along the bias field direction

is used to pump the atoms to the stretched state. A schematic of the optical pumping transi-

tions are shown in green in Fig. 3.4(b-c) for Na and Cs respectively for the states we use for

molecule formation. For Cs, the repump is resonant with |F = 3,mF = 3⟩Cs → |F′ =

4,m′F = 4⟩Cs transition, while the F4 light is resonant with the |F = 4,mF = 3⟩Cs → |F′ =

4,m′F = 4⟩Cs transition, all on the D2 line. For Na, since the excited state splitting on the D2

line is only ~10s of MHz, which is on the order of the excited state linewidth, the coupling

to F′ = 3 leads to depumping out of the dark state. Therefore, we optically pump using the

|F = 2,mF = 1⟩Na → |F′ = 2,m′F = 2⟩Na transition on the D1 line. The repump light is

still on the D2 line, resonant with |F = 1,mF = 1⟩ → |F′ = 2,m′F = 2⟩. For work presented

in section 4.2, σ−-polarized light is used to optically pump the atoms to the opposite stretched

state, and works similarly otherwise.

Ideally, once the atom is pumped to the stretched state, it is dark to the optical pumping

light by selection rules. However, in realistic experimental conditions, polarization impurities

can lead to population leakage out of the dark state. This depumping out of the stretched state

from the optical pumping laser causes undesired heating that affects cooling performance. To

achieve the cleanest polarization possible, a Glan-Taylor polarizer is used to produce linear

polarization with high extinction ratio before using a quarter-waveplate to produce circularly

polarized light propagating along the magnetic field direction (see Fig. 2.16). The quarter-

waveplate angle is aligned by reducing the depumping rate on the atoms, and the magnetic

field direction is scanned to find the optimal direction in alignment with the optical pumping

beam.

We initially found different optimal directions for the Na and Cs optical pumping magnetic
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fields, despite the beams being well overlapped in direction. This arises from an effective

magnetic field created by a vector Stark shift from the optical tweezers themselves. In particu-

lar, an atom experiences an effective magnetic field107,108

Beff = −U0
δ2 − δ1

δ2 + 2δ1
C (3.7)

where U0 is the trap depth, δ1, δ2 are the detunings from the D1 and D2 lines respectively, and

C is defined by

C = Im (ε(r)× ε∗(r)) (3.8)

where ε(r) is the polarization vector. C characterizes the ellipticity of the beam, where

|C| = 1 (|C| = 0) for circular (linear) polarized light. Due to the tight focus of the tweezers,

the paraxial approximation breaks down near the focus, leading to effectively circular polar-

ization near the focus. This produces an effective magnetic field gradient near the center of

traps that is perpendicular to both the k-vector of the tweezer beam and the linear polarization

direction109,110. This effect is larger for Cs due to the larger splitting in the D1 and D2 lines.

This effective magnetic field gradient creates an offset in trap centers for the different mF

states. In particular, for the two states we drive between for Raman sideband cooling, the cen-

ters of the traps are displaced by ~150 nm, which is large compared to the harmonic oscillator

length
√

ℏ/2mω = 15 nm in the radial direction. This offset can lead to decoherence and

heating during the Raman pulses and optical pumping pulses110. To reduce this effect, the ef-

fective magnetic field is set to be perpendicular to the bias magnetic field such that the fields

add in quadrature, as shown in Fig. 3.5. The π-polarization of the optical tweezers is aligned

along the optical pumping bias field direction (horizontal in lab frame) so that the effective

magnetic field that is in the physical vertical direction and perpendicular to the optical pump-

ing magnetic field. This however causes a position dependent direction in the total effective
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ent value is reduced compared to case (b) when |BOP| ≫ Beff. (b) When Beff ∥ BOP, the two vectors sum
linearly, leading to a total magne c field whose direc on is constant away from the center from the trap,
but whose gradient follows that of Beff.

magnetic field the atoms experience, which in turn affects the polarization purity of the optical

pumping beam that the atoms see.

Therefore, in order to align the optimal magnetic field directions of Na and Cs, it was nec-

essary to adjust both the polarization purity and polarization direction of the tweezer beams.

In particular, we found that it was necessary to clean up the polarization after the AOBD. In

addition, we used a combination of a quarter- and half-waveplate after the cleanup cube to al-

low for polarization control. We used this to match the polarization of the 1064 nm beam with

that of the 700 nm beam before the objective. We found an improved coincidence of optimal

magnetic field pointing to minimize depumping simultaneously for the two species.
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State detection

We use a pushout pulse to blast atoms in the stretched state out for state detection. This uses

the same lasers and beampath as the optical pumping beams and is tuned to be on resonance

with the cycling transitions |F = 2,mF = 2⟩Na → |F′ = 3,m′F = 3⟩Na and |F = 4,mF =

4⟩Cs → |F′ = 5,m′F = 5⟩Cs respectively. These are shown in purple in Fig. 3.4(b-c). There is

no repump light for the pushout step. The traps are lowered to 10% of the loading trap depths

during this step to efficiently push out the atoms. The atom population that remains after the

pushout pulse is nominally in the states |F = 1,mF = 1⟩Na and |F = 3,mF = 3⟩Cs.

In reality, this pushout state detection is for the most part only F-state sensitive and not

mF-state sensitive. For diagnostic purposes, we can additionally measure the population in

specific mF states by driving a Raman transition then applying a pushout pulse. For example,

to measure the population in the stretched mF state |F = 4,mF = 4⟩Cs, we can apply a π-pulse

driving the atom to |F = 3,mF = 3⟩Cs (section 3.3.2). Since this is the only mF transition that

is on resonance with this frequency, the measured population that ends up in |F = 3,mF =

3⟩Cs, together with information that the atom starts out in the F = 4 manifold, would tell

us the exact population initially in the stretched state. This is used in next section when we

investigate depumping effects.

Depumping

In the experiment, we initially observed an excessive amount of depumping from the stretched

state of Cs during the cooling step. This was traced down to Raman scattering arising from in-

tensity noise on the tweezer light. When the trapping light is far-detuned, Rayleigh scattering,

where the atoms ends up in the same mF state, is expected to dominate over mF state-changing

Raman scattering111. In particular, the scattering rate from a specific |FM⟩ state to another
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|F′′M′′⟩ state in the ground state is given by111

ΓFM→F′′M′′ ∝

∣∣∣∣∣α
(1/2)
FM→F′′M′′

Δ1/2
+

α(3/2)
FM→F′′M′′

Δ3/2

∣∣∣∣∣
2

(3.9)

where Δ1/2, Δ3/2 are the detunings from the D1 and D2 lines respectively and

α(J
′)

FM→F′′M′′ =
ΓJ′

ω3
J′

∑
q,F′,M′

⟨F′′M′′|μq|F′M′⟩⟨F′M′|μ0|FM⟩ (3.10)

where ΓJ′ and ωJ′ are the linewidths and transition frequencies of the respective excited states.

The two terms in the sum give the dipole matrix elements between the initial state |FM⟩ (ex-

cited state |F′M′⟩) and excited state |F′M′⟩ (final state |F′′M′′⟩) with linear (q) polarization

and respectively. The sum is over all excited states and scattering polarizations q. Based on

this, the ratio of Raman scattering to Rayleigh scattering rate we expect for Cs in the 1064 nm

tweezer is ~1:35, and we expect a rate of ~0.32 Hz at the trap depth we perform Raman side-

band cooling.

At the magnetic field we perform Raman sideband cooling (5.5G), the neighboring mF

levels of Cs are spaced by ~2 MHz. In the presence of polarization impurity in the optical

tweezer, any noise on the optical tweezer beam in the vicinity of this frequency causes mF

state scrambling. This can be interpreted as an optical Raman scattering process, whereby the

noise appears as frequency sidebands of the laser, and together with the combination of linear

and circular polarization cause Raman scattering on the atoms.

We observed this effect in two separate cases. In one case, we found electronic noise on

the PID servo we use to stabilize the intensity of the tweezer light. In another more subtle

case, the source of noise was from the RF signal we use to control the AOBD in the 1064 nm

beam path. For preliminary work in this thesis, we used a software-defined radio system, the
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161(19) ms, an order of magnitude larger than is expected.
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universal software radio peripheral (USRP) system84 designed by Ettus, and consisted of a

motherboard (Ettus N200) and daughterboard (UBX160) to generate the frequency tones for

the AOBD. While we could detect no apparent noise of the RF signal on a spectrum analyzer,

we observed increased depumping on the Cs atoms when the AOBD’s were controlled using

the USRP system. This is shown in red in Fig. 3.6, where we observe a depumping time con-

stant out of |F = 4,mF = 4⟩Cs of ~161(19) ms. This is compared with the depumping rate

measured when the RF signal is generated by our home-built FPGA-controlled DDS system84

shown in blue. In the previous generation of the experiment, a different motherboard (X310)

and daughterboard (BasicTX) were used and did not have such drastic effects on depumping.

For the work presented in Chapters 4, 5 of this thesis, we opted to use RF signals generated

from the DDS system84. This issue will be re-visited in Chapter 6 when we scale to larger

arrays.

3.3.2 Hyperfine state preparation

After optical pumping, the Na and Cs atoms are in either of the stretched states |F = 2,mF =

±2⟩Na and |F = 4,mF = ±4⟩Cs respectively. To drive the atoms to other hyperfine states, we

can either use the Raman lasers to drive an optical Raman transition or the microwave antenna

to drive a microwave transition.

Raman transition

By using the Raman beams in copropagating configuration, we can drive a Raman transition

without incurring a momentum transfer105 (see Fig. 2.16). This allows us to drive transitions

between the two F levels of the ground atomic states with ΔmF = 0,±1. For the transitions

relevant to coherent molecule formation |F = 2,mF = 2⟩Na → |F = 1,mF = 1⟩Na and |F =
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4,mF = 4⟩Cs → |F = 3,mF = 3⟩Cs we drive a square pulse with 5 mW (F1) and 2.5 mW (F2)

for Na and 15 mW (each of F3/F4) for Cs and achieve π-times of ~5-10 μs for both species.

Typical fidelities are 88(2)% and 95(1)% for Na and Cs respectively. While Blackman pulses

allow us to better resolve motional sidebands due to suppressed higher-frequency components,

they require ~2 times the pulse time. For state preparation, we opted to use square pulses for

their shorter times to minimize decoherence issues limiting the fidelity.

In certain experiments, we also want to intentionally excite the motional state of an atom

(see section 4.3.8). We can prepare these states by driving a heating sideband in one of the

motional directions. This simultaneously prepares the atom in the desired hyperfine state. In

particular, the transition of interest is |F = 2,mF = 2, nradial2 = 0⟩Na → |F = 1,mF =

1, nradial2 = 1⟩Na. We achieve a fidelity of ~84(3)% in the experiment, limited by motional

decoherence.

Microwave transition

For the experiments in section 4.2, the atomic hyperfine states were prepared using the mi-

crowave systems. In particular, we drive |F = 2,mF = −2⟩Na → |F = 1,mF = −1⟩Na

and |F = 4,mF = −4⟩Cs → |F = 3,mF = −3⟩Cs using Adiabatic Rapid Passage

(ARP)83, whereby the population of the atom is transferred adiabatically as the frequency

of the microwave signal is ramped 2 MHz and 3 MHz centered across the resonance at rates

of 0.2 MHz/ms and 1 MHz/ms for Na and Cs respectively. We achieve fidelities of ~90% for

both species.
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3.4 Merging

After the atoms have been individually prepared in their desired internal and external states,

the optical tweezers need to be merged so that a single pair of atoms occupies a single trap.

Since atomic state preparation is challenging after the atoms are in the same trap, the merging

process needs to be adiabatic such that the state preparation initially performed is maintained

in the process. This requires a careful selection of merging pulse and parameters.

In our setup, there is an acoustic-optical beam deflector (AOBD) in the 1064 nm tweezer

beampath (see section 2.5.1) which can be used to steer the Cs atom in the 1064 nm tweezer

to merge with the stationary 700 nm trap containing Na. The AOBD is steered by ramping

the RF tone that produces the diffraction. In the previous generation experiment, fringes were

observed in the diffraction efficiency during the RF ramp, which placed limitations on the

ramp due to parametric heating effects. The fringes were attributed to reflections of the RF

signal inside the crystal that acted as a cavity which created standing waves83. For the AOBD

we use in the present work (IntraAction ATD-1403DA2W), the crystal was angle-cut on one

side to reduce the standing waves formed by RF reflections. We measure the diffraction power

over a frequency sweep of the input RF tone as in Fig. 3.7. We find an oscillation amplitude

of ~0.2-0.4%, and fringe period of ~55 kHz in RF frequency, corresponding to a crystal length

of 3.8 cm in agreement with what we expect. This oscillation level is much reduced from the

few percent level in the previous generation.

Apart from technical limitations, there are several other fundamental factors that need to be

considered in the merge process as discussed in previous work81,83:

• Since the 700 nm trap is anti-trapping for Cs, the 1064 nm trap needs to be sufficiently

deep so that Cs is not kicked out from the trap during the merge process.
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Figure 3.7: Fringes of AOBD RF sweep. The RF input to the AOBD is swept linearly from 145MHz to
145.5MHz and back (schema cally shown in red). The yellow scope trace shows the photodiode signal
amplified by an SRS pre-amplifier with 100x gain. The DC level of the photodiode signal is ~240mV. The
oscilla on amplitude of ~50-100mV corresponds to ~0.2-0.4% diffrac on efficiency oscilla on. The oscilla-
on frequency of ~55kHz corresponds to a crystal length of ~3.8cm, which is in agreement with the crystal

size.

• On the other hand, both 700 nm and 1064 nm are trapping for Na. Therefore, there is a

maximum limit for 1064 nm beyond which the 1064 nm trap to be merged to would be

deeper for Na, which could lead to tunneling and heating during the merge.

• The motion of the tweezers themselves may also cause heating on the atom being

moved due to jerking. A minimum-jerk trajectory can be implemented to minimize

these effects.

In principle larger polarizability differences between the two wavelengths leads to better sep-

aration between the different parameter regimes affecting the first two points. For trapping

wavelengths 700 nm and 1064 nm, we compute that a power ratio of P1064nm/P700nm in the

range 1.5 – 5.3 suffices49. In the experiment, we use P700nm ≈ 4 mW and P1064nm ≈ 8 mW

respectively, and move the trap over ~3.5 μm in 1 ms by using a linear ramp in RF frequency

(we found no significant improvement from a minimum-jerk trajectory).

Since we typically cannot image both atoms in a single trap simultaneously, in most ex-
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periments we also separate the traps by performing the merging sequence in reverse in order

to image the individual atoms afterwards. This process can be susceptible to servo integrator

wind-ups, which notably affects the survival of Na upon turning on the trap again. To reduce

these effects, we turn the integrator off when the trap is off.

The performance of the merging process can be measured by comparing the Raman side-

band thermometry before and after a merge. This is shown in Fig. 3.9. The difference in

temperature between the two corresponds to a two-way sequence. We can take the aver-

age temperature to find the one-way performance. Overall, we find that Na is heated by

Δ(n̄r1, n̄r2, n̄ax) = (0.048(34), 0.020(29), 0.21(7)), and Cs is heated by Δ(n̄r1, n̄r2, n̄ax) =

(0.01(2), 0.053(23), 0.036(38)). The movement of the Cs atom during the merge sequence is

diagonally along the two radial axes. The apparent excessive heating of the Na axial direction

is likely due to remnant oscillations from the integrator wind-up of the Na servo.

Merging 2 Cs atoms

For experiments in section 4.2 of this thesis, two Cs atoms were also loaded and merged into a

single trap. Two traps are generated by sending two RF tones simultaneously into the AOBD

in the 1064 nm beam path. One trap is then moved by controlling the RF tone frequency to

merge with the other trap. Since both atoms are loaded with 1064 nm light in this way, the

lack of wavelength selectivity renders heating due to double well tunneling inevitable in the

merge process. In particular, we expect Δn̄ = 0.5 on average in the movement direction based

on numerical simulations81. Moreover, the lack of wavelength selectivity in the separation

process also means the signal is cut in half – half the time both atoms end up in the same trap

and appear as loss upon imaging. To ensure the two atoms have equally likely chance of end-

ing up in either trap, the two traps need to have the same amplitude during the separation pro-

cess, as shown in Fig. 3.8(a).
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Figure 3.8: Merging of two Cs atoms. (a) A single Cs atom is loaded in each of the two traps (labelled by [1
1]). The resul ng configura on a er merging and re-separa ng the two traps is measured as a func on of
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single Cs atom is loaded in the le trap ([1 0]). Transfer into the right trap is measured as a func on of the
frequency difference at which the traps merge Δf. Transfer occurs only between ~200 kHz–2.5 MHz.

Furthermore, and perhaps most detrimentally, since the two traps correspond to deflections

of the AOBD driven by different RF frequencies f1, f2, when the two traps overlap, they op-

tically beat with each other at the frequency difference of the RF tones Δf = f1 − f2. This in

turn shows up as intensity noise, which heats up the atoms due to parametric heating processes

(see section 3.2.1). This is shown in Fig. 3.8(b), where we see complete atom loss if the fre-

quency difference at which the traps merge cross below Δf~200 kHz, corresponding to 2 times

the trapping frequency; this corresponds to 150 nm in distance between the center of the traps.

This problem will be revisited and discussed in more detail in Chapter 6. Nevertheless, de-

spite these heating mechanisms, by using this merge procedure we were able to merge two

Cs atoms to perform Feshbach resonance spectroscopy of two Cs atoms, and also investigate

(lack of) 3-body effects in a single optical tweezer.
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3.5 Thermometry

We use a combination of Raman sideband thermometry and interaction shift spectroscopy to

characterize the motional state of the atom pair. As we will see in Chapter 4-5, this in turn is

critical in allowing us to know the external state of the molecules we form, thereby achieving

full quantum-state control.

3.5.1 Raman sideband thermometry

We use Raman sideband thermometry to measure the 3D motional ground state of the indi-

vidual atoms. This uses a similar setup as that for Raman sideband cooling. In particular,

π-pulses for the Δn = −1 and Δn = +1 motional sidebands are applied in individual ex-

perimental runs. After the spectroscopy pulse, a pushout pulse is applied for state detection.

The ratio of the peak heights of the cooling and heating sidebands gives an estimate for n̄83,84

Acooling

Aheating
=

n
n+ 1

(3.11)

The thermometry pulse times are chosen to be the π-times of the respective heating sidebands,

which are also the pulse times for the last cooling pulses.

In Fig. 3.9 we show Raman sideband thermometry spectra for the individual atoms

before and after a round-trip merge sequence. The peaks on the left (right) correspond

to the Δn = +1 (Δn = −1) sidebands. For this data set, before merging, n̄Na =

(0.049(20), 0.056(19), 0.094(32)) and n̄Cs = (0.039(14), 0.029(13), 0.068(24)). We

can take the average with the values after a round-trip merge sequence to find the ground

state population after a one-way merge, giving n̄Na = (0.074(26), 0.066(29), 0.20(6)) and

n̄Cs = (0.043(28), 0.056(29), 0.087(39)).
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3.5.2 Interaction shift spectroscopy

After the two atoms have been merged, we are interested in directly measuring the relative

motional ground state population of the atom pair. This is relevant for the molecule forma-

tion process, whereby only those in the relative motional ground state are most easily con-

verted to the weakly-bound molecular state. We can measure this population by interaction

shift spectroscopy84,82. When two atoms occupy the same trap, their interactions will incur an

energy shift in the states of the two atoms. Depending on the relative motional state, the shift

in energy will be different due to differences in their relative motional wavefunction. For the

ground relative motional state, this can be approximated by

Δnrel=0 = a
2ℏ2

μ
√
π
∏

i=x,y,z

1
βrel,i

(3.12)

where a is the scattering length, μ is the reduced mass, and βrel,i ≡
√
ℏ/μωrel,i is the rela-

tive motion oscillator length along the i-th axis. We can compare the amplitude of the energy

shifted peak with that of the non-shifted carrier to obtain an estimate of the relative motional

ground state population of the atom pair.

In the experiment, we drive a narrow copropagating Raman transition on Cs in the presence

of Na atoms as shown in Fig. 3.10. The Na and Cs atoms are Raman sideband cooled and

prepared in the states |F = 2,mF = 2⟩Na and |F = 4,mF = 4⟩Cs individually before being

merged to a single trap. Then, Cs is driven from |F = 4,mF = 4⟩Cs → |F = 3,mF = 3⟩Cs

using a Blackman pulse. The pulse is parked on the π-time of the carrier at 100 μs such that

the energy shifted peaks can be resolved. The data is post-processed to be conditioned on two

different atom loading scenarios. With a single Cs atom only, only the carrier transition is

visible as shown in blue. In the presence of an Na atom, two additional peaks corresponding
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to nrel = 0, 2 respectively appear. This is shown in red in the figure. For this data set, we find

a relative motional ground state population of

P(nrel = 0) ≈ Pnrel=0

Pcarrier
≈ 58.2(6)%. (3.13)

The observed energy shift -41.8(9) kHz agrees well with estimates based on equation 3.12

and known parameters a|F=2,mF=2⟩Na|F=4,mF=4⟩Cs = 30.4a0, a|F=2,mF=2⟩Na|F=3,mF=3⟩Cs =

−693.8a0
84, μ = 3.2561 × 10−26 kg, and measured trapping frequencies

ω = 2π × (130, 130, 26) kHz, which gives Δnrel=0,|F=2,mF=2⟩Na|F=3,mF=3⟩Cs −

Δnrel=0,|F=2,mF=2⟩Na|F=4,mF=4⟩Cs = −40.1 kHz.
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4
Feshbach resonance spectroscopy and

magnetoassociation

Having discussed the loading and preparation of single Na and Cs atoms in the previous chap-

ter, we now turn to molecule creation. As mentioned in Chapter 1, we take a two-step ap-

proach to forming rovibrational ground state molecules. The first step is to create a weakly-

bound molecule to bridge the size mismatch between the unbound atom pair state in the op-
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tical tweezer and the rovibrational ground state. In the present thesis, the approach we take

is by magnetoassociation using a magnetic Feshbach resonance. This has been demonstrated

in various bi-alkali molecules previously and has proved to be a robust approach to forming

weakly-bound molecules . Prior to the present work, however, Feshbach resonances had been

predicted but never observed in the bi-alkali Na+Cs system. This necessitated first measuring

suitable Feshbach resonances for magnetoassociation. We performed both inelastic and elas-

tic Feshbach resonance spectroscopy, and utilized a particular s-wave resonance in the lowest

Zeeman level that is favorable for magnetoassociation.

In section 4.1, we first provide some background on Feshbach resonances and magnetoas-

sociation that will be relevant for the work presented later in the thesis. Then in section 4.2,

we present inelastic Feshbach resonance spectroscopy on Cs+Cs and Na+Cs atom pairs in our

optical tweezer system. In section 4.3, we measure an elastic Feshbach resonance suitable for

molecule formation and use it to form a single fully quantum-state-controlled weakly-bound

molecule in the optical tweezer. We characterize its properties and discuss technical room for

improvement in the conversion efficiencies. We conclude with an outlook on future work in

section 4.4.

4.1 Background

Quantum scattering resonances between particles can occur when the energy of the incom-

ing particles coincide with a bound state112. These can typically be categorized into shape

resonances, where the bound state is supported by a potential barrier in the near range, and

Fano-Feshbach resonances, where the bound state is supported by other channels. These Fes-

hbach resonances are the main subject of the this chapter. In the case of atomic systems, mag-

netically tunable Feshbach resonances can occur due to the presence of multiple hyperfine
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Figure 4.1: Feshbach resonance schema c. (a) A Feshbach resonance can occur when the energy of the
incoming atom pair in a open channel (blue poten al curve) coincides with a bound molecular state in a
closed channel (red poten al curve) and the states are coupled. The bound molecular state suppor ng an
elas c resonance is not coupled to any other, whereas an inelas c resonance may decay to other channels
lower in energy. Inset: for an elas c collision, atom loss from trap can occur only through (at least) 3-body
processes due to conserva on of energy and momentum. (b) Magnetoassocia on is possible by the adi-
aba c crossing that forms between the free atom pair state and the bound molecular state. In par cular,
atom pairs can be converted adiaba cally to a molecular state by ramping the magne c field across the
resonance.

channels that are coupled to each other by spin-spin interactions. These hyperfine channels

typically have different magnetic moments, so that the relative energies between different

channels can be tuned with an external magnetic field. As with general resonances, Feshbach

resonances can lead to an adiabatic crossing, whereby ramping the magnetic field across the

resonance leads to an adiabatic transfer between the free atoms and weakly-bound molecular

states. This is the process we use in the first step to form a weakly-bound molecule, and the

molecules formed in this manner are termed Feshbach molecules. Schematics of Feshbach

resonances and magnetoassociation are shown in Fig. 4.1.

As with general collisional phenomena, Feshbach resonances can be split into elastic and

inelastic resonances, as shown schematically in Fig. 4.1(a). In the elastic case, the outgoing

pair has the same energy as the incoming atoms, whereas in the inelastic case the outgoing
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atoms relax into a different channel lower in energy, whether as an atom pair or other molec-

ular state. Energy is released in such an inelastic process. For high fidelity coherent molecule

formation, elastic resonances are desirable. Toward this end, Feshbach resonances in the hy-

perfine channel with the lowest energy are desired to suppress the possibility of relaxing to

other states.

Prior to the present work, Feshbach resonances between Na and Cs atoms had been pre-

dicted113 but never experimentally observed. We performed Feshbach resonance spectroscopy

with atom pairs in our optical tweezer system to map out various Feshbach resonances, both

inelastic and elastic. This required different measurement techniques due to the nature of the

resonances. In typical bulk gas experiments, Feshbach resonances can be observed by mea-

suring atom loss – the scattering length and thus collision cross section between two particles

near a Feshbach resonance varies drastically and can lead to enhanced or suppressed atom

loss114. Of note is that in the case of elastic resonances, it is necessarily at least a 3-body loss

process due to conservation of energy and momentum. This is shown schematically in the in-

set of Fig. 4.1(a). For an inelastic resonance, 2-body loss is possible as energy is released in

the process. In our experiment, we have only a single pair of atoms in an optical tweezer and

therefore while we can expect to measure inelastic resonances by atom pair loss, we cannot

rely on 3-body loss for elastic Feshbach resonance detection115. In section 4.3 we discuss how

we get around this to measure elastic Feshbach resonances by direct molecule formation.

In our initial search for Feshbach resonances, we were guided by multichannel quantum

defect theory and coupled channel calculations by theory collaborators Bo Gao and Jeremy

Hutson116,117. These also benefited from early experimental work probing the near threshold

states of the a3Σ and X1Σ potentials113. Because Feshbach resonances arise from interactions

between hyperfine channels near threshold, they can be crucial to enhancing our understand-

ing of interaction potentials in these bi-alkali systems82 and in turn refine the parameters that
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feed into the theoretical models.

4.1.1 Theory

In this section we provide a brief theoretical background on Feshbach resonances. This is

helpful to understanding the coupled-channel picture of Feshbach resonances, and is also rel-

evant to finding the wavefunctions of the Feshbach molecules we create. This will be relevant

in Chapter 5, where we use these to find the optical coupling strengths for the internal state

transfer to the rovibrational ground state.

The Hamiltonian of the interaction between two atoms can be written as118

H =
ℏ2

2μ

[
−R−1 d2

dR2R+
L̂2

R2

]
+ H1 + H2 + Vint(R) (4.1)

where H1,2 are the internal parts of the Hamiltonian of each of the constituent atoms including

electron and nuclear spin Si, Ii in the presence of an external magnetic field B

Hi = αiSi · Ii + geμBB · Si + gnμBB · Ii (4.2)

where αi is the hyperfine constant of the respective atom, ge, gn are the electron and nuclear

g-factors, and μB is the Bohr magneton.

Vint(R) is the interaction between the two atoms and consists of two parts

Vint(R) = Vel(R) + Vss(R) (4.3)

The first is the electronic part of the interaction energy, and depends on the spin state of the
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atom pair, which arise from the singlet (X1Σ) and triplet (a3Σ) potential energy curves

Vel(R) = VS(R)PS + VT(R)PT (4.4)

where PS,PT are the projection operators into the spin singlet and triplet subspaces. The sec-

ond term is the dipole-dipole interaction between two electron spins

Vss(R) =
g2
eμ2

Bμ0
4π

1
R3 (S1 · S2 − 3(S1 · r̂)(S2 · r̂)) (4.5)

This term couples different partial waves and is off-diagonal in partial waves119. Without this

dipole-dipole interaction term, Feshbach resonances can still arise from the channels being

mixed near threshold, which is the case for the s-wave resonance relevant for our molecule

formation. Of note is that a purely singlet or triplet state (such as the stretched hyperfine states

|F = 2,mF = 2⟩Na|F = 4,mF = 4⟩Cs and |F = 2,mF = −2⟩Na|F = 4,mF = −4⟩Cs which are

pure spin triplet for Na+Cs) cannot support Feshbach resonances of this nature.

This Hamiltonian is inherently a multichannel one, and therefore the solution to equation

4.1 requires a multichannel wavefunction to fully describe. This can be expressed as119

ψ(R,E) =
∑
β

ψβ(R,E)|β⟩ (4.6)

where the |β⟩ encode the channel information, typically consisting of angular momentum

numbers, and forms a complete basis. The ψβ(R,E) can be thought of as spatially varying co-

efficients for the angular momenta basis components. For the Na+Cs system, there are in total

128 hyperfine spin states and one would naively expect correspondingly 128 states to describe

the wavefunction. Within the Hamiltonian (equation 4.1) however, the total projection of an-

gular momentum mF,tot is conserved, which means the number of states required to describe
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Figure 4.2: Hyperfine energy levels of Na+Cs atom pair. Gray lines show all the 128 hyperfine energy levels
as a func on of external magne c field. Blue (red) highlighted curves are the states with total mF = +4
(mF = −4). The two states within these two manifolds that we search for Feshbach resonances in this
work are |F = 1,mF = −1⟩Na, |F = 3,mF = −3⟩Cs and |F = 1,mF = 1⟩Na, |F = 3,mF = 3⟩Cs and have
been labelled.

the state in well-chosen basis sets can typically be greatly reduced. The channels relevant for

the results presented in this chapter are shown in Fig. 4.2.

Bases

For two atoms each having nuclear and electron spin Ii, Si (i = 1, 2) respectively, their com-

bined angular momentum state can be expressed in terms of different bases. At long range,

where the atoms do not interact strongly, this can be typically described by the uncoupled
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basis, |S1,mS1 ; I1,mI1 ; S2,mS2 ; I2,mI2⟩. In the short range, where the atoms are close and

the electrons are coupled, it may be convenient to work in coupled bases. A useful choice

is that a coupled basis such as the electron spin-coupled basis |S1, S2, S,mS; I1,mI1 ; I2,mI2⟩

which can correspond to the projections onto the singlet and triplet potentials (see section

4.3.7). In addition, in certain cases, it may be convenient to work in the fully-coupled basis

|S1, S2, I1, I2;F,mF⟩. These bases can be straightforwardly converted to each other by the

Wigner 3-j symbols120. In the case where the angular momentum of the atom pair L ̸= 0, then

|L,mL⟩ is also included in the basis states, and total mF includes the rotational part mL as well.

Feshbach resonance properties

Near a Feshbach resonance B0, the scattering length diverges following119

a(B) = abg

(
1− Δ

B− B0

)
(4.7)

where abg is the background scattering length. The width of the Feshbach resonance is de-

fined as Δ, which is the zero-crossing of the scattering length. By ramping adiabatically over

the resonance towards large negative scattering lengths, the atom pair can be converted to a

bound Feshbach molecular state. The nature of the resonance sets the required magnetic field

ramp direction. The Feshbach molecule state can be expressed as a linear combination of open

channel and closed channel components (see section 4.3.3).

4.2 Inelastic Feshbach resonance spectroscopy

In this section we present results of inelastic Feshbach resonance spectroscopy performed

on single pairs of Cs+Cs and Na+Cs atoms in optical tweezers. Since atom pair loss arising

from inelastic resonances do not require the atom pair to be in the absolute relative motional
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Figure 4.3: Inelas c Feshbach resonance spectroscopy experimental sequence ming schema c. For the
inelas c spectroscopy experiments presented in this sec on, two Cs atoms and one Na atom are loaded
into separate individual op cal tweezers. The magne c field is ramped up before merging the three atoms
into a single trap by first merging the two Cs then combing them with Na. The atoms are held at high field
for 100 ms before being separated into individual traps again. The trap separa on process is the same se-
quence in reverse. The magne c field is ramped back down for atom detec on in their individual tweezers.

ground state*, this relaxes conditions on the motional state cooling of the atom pair. In these

experiments, the atoms were polarization gradient cooled but not motional ground-state cooled

by Raman sideband cooling, and were therefore in a thermal distribution.

4.2.1 Cs+Cs spectroscopy

We first measured Cs+Cs Feshbach resonances between a single pair of Cs atoms in our sys-

tem and compared the results to the measurement of these resonances performed in bulk

gases. The experimental sequence is shown in Fig. 4.3. Two Cs atoms and one Na atom are

*For spectroscopy using atom loss, higher atom temperatures may broaden the resonances but still
lead them to be observable. This is in contrast to the case of finding elastic resonances by magnetoas-
sociation in section 4.3, where the requirements on atom pair temperature is much more stringent.
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Figure 4.4: Inelas c Cs+Cs Feshbach resonance atom-loss spectrum. Upper (lower) panel show data con-
di oned on a single Cs atom (a single pair of Cs atoms) loaded. The overall signal for the 2-body case is cut
in half due to the trap separa on process (see sec on 3.4). The correlated 2-body loss at specific magne c
field values is indica ve of Feshbach resonances. Gray lines are comparisons with previous results from
Ref.121.

loaded and polarization gradient cooled in individual optical tweezers and optically pumped

to the stretched states. The hyperfine states of the atoms are prepared by microwave adiabatic

rapid passage (section 3.3.2) to |F = 1,mF = −1⟩Na and Cs |F = 3,mF = −3⟩Cs respec-

tively. A magnetic field produced by the Feshbach coils is ramped up in 40 ms along the axial

direction of the optical tweezers to various values and held for 100 ms. The three traps are

then merged, first by merging the two Cs atoms, then merging Cs and Na, so that all the atoms

are held in a single optical tweezer. The merging procedures are discussed in section 3.4. We

loaded three atoms with the intent of investigating 3-body processes as well. However, we

found no significant signal compared to 2-body processes, and therefore post-selected only on

those with two Cs atoms loaded. We note that the magnetic field is ramped up before merging

the traps to avoid hitting other Feshbach resonances during the ramp up. This is in contrast

to typical bulk gas experiments, whereby a common workaround is to implement high field

imaging to circumvent running into Feshbach resonances at low field121.

The atom loss spectrum is shown in Fig. 4.4. The bottom (upper) panel shows the data
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post-processed to be conditioned on having loaded exactly two Cs (one Cs) atoms. We find

a correlated loss in the 2-body case at various magnetic field locations. We compare these to

known resonances from the literature121, and find good agreement. Some narrower resonances

are not observed, which is likely due to the higher atom temperatures. Nevertheless, the obser-

vation of Feshbach resonances in our system establishes the validity of our approach of using

atom pairs in optical tweezers for Feshbach resonance detection.

4.2.2 Na+Cs spectroscopy

Having demonstrated the ability to detect inelastic Feshbach resonances in the optical tweez-

ers, we next turn to Feshbach spectroscopy of the heteronuclear pair Na+Cs, which had pre-

viously not been done in any platform. The experiment proceeds similar to that in the case of

Cs spectroscopy in the previous section as shown in Fig. 4.3, where two Cs atoms and one Na

atom are loaded into optical tweezers. In this case, we post-process to condition on those ex-

perimental runs where exactly a single Na and single Cs have been loaded. The Na+Cs pair

Zeeman level of interest is labelled in red in Fig. 4.2. This is not the lowest Zeeman level, and

therefore can relax to other spin states causing inelastic loss from the trap. Since this is the

lowest energy level within the same mF manifold, these processes arise from the electron spin-

spin interaction term as in equation 4.5. Initial predictions were performed by Bo Gao using a

multichannel quantum defect theory model82.

Fig. 4.5 shows atom loss spectra obtained around two different magnetic field locations.

In particular, Fig. 4.5(a) shows an s-wave resonance located at 652.1(4) G, and Fig. 4.5(b)

shows a p-wave resonance located at 791.10(5) G. The latter also shows possible additional

features in the spectrum as indicated by the arrow. These resonances agree with initial theory

predictions to within 2%.
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Figure 4.5: Inelas c Na+Cs Feshbach resonance atom-loss spectrum. Upper panel shows data condi oned
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data.
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4.3 Elastic resonances

In this section, we turn to our search for elastic Feshbach resonances that enable magnetoasso-

ciation without incurring atom loss from inelastic collisions. In order to avoid spin relaxation

to other states lower in energy, this necessitates being in the lowest Zeeman energy level of

the atom pair. For Na+Cs, this is the state labelled at low field by |F = 1,mF = 1⟩Na|F =

3,mF = 3⟩, with total mF = +4. This state is labelled in blue in Fig. 4.2. For further transport

down to the rovibrational ground state in our transfer scheme, apart from being in the lowest

Zeeman energy level, the Feshbach resonance also needs to be an s-wave resonance due to

parity selection rules34.

While in the case of inelastic resonances direct correlated atom loss could be used to mea-

sure resonances, this is not possible for elastic resonances for a system with only two atoms

in their lowest energy states due to conservation of energy and momentum. Therefore we di-

rectly utilize molecule formation by magnetoassociation for the Feshbach resonance search115.

Somewhat unexpectedly, we also observed Feshbach resonance-enhanced photoassociation

from the tweezer beam itself despite there being no photoassociation resonances in the vicinity

of the tweezer beam wavelength. We used this to search for and locate p-wave resonances.

4.3.1 s-wave resonance detection

The experimental sequence for magnetoassociation, which we also use to detect the Feshbach

resonance, is shown schematically in Fig. 4.6. After single atom trapping, ground-state cool-

ing and hyperfine state preparation to |F = 1,mF = 1⟩Na and |F = 3,mF = 3⟩Cs (see section

3.3), a magnetic field produced by the Feshbach coils is ramped up in 40 ms along the axial

direction of the optical tweezers to 866.5 G. The two traps are then merged, so that the Na and

Cs atoms are held in a single optical tweezer at 1064 nm and a peak intensity of 81 kW/cm2,

91



Molecule?

B field

Time

Merge

Separate

Image

Bres

? ?

40ms 3ms 40ms3ms~300ms 5ms

Load & image,

HF state prep
Cool,

Figure 4.6: Magnetoassocia on experimental sequence ming schema c. Schema c of magne c field
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molecule conversion (conversion back to atoms for molecule survival detec on). Time spent for magne-
toassocia on is varied for different experiments.

giving trapping frequencies ωCs = 2π × (30, 30, 5) kHz and ωNa ≃ 1.07 ωCs
81. As in the case

of inelastic resonance spectroscopy, the magnetic field is ramped up before merging the traps

to avoid crossing other Feshbach resonances during the ramp up.

From the high magnetic field, the magnetic field is then ramped linearly down to various

values at a rate of 1 G/ms (see section 4.3.2 for a discussion on the choice of ramp rate). If the

magnetic field ramp crosses a Feshbach resonance then magnetoassociation is possible. For

detection, the tweezer is separated back into their species-specific tweezers before ramping

the magnetic field down to zero for imaging the surviving atoms, as shown by the solid line in

Fig. 4.6. Because the imaging detects only the atoms, magnetoassociation to form Feshbach

molecules is manifest as a two-body loss.

We locate an s-wave Feshbach resonance at 864.11(5) G, as shown in the lower panel of

Fig. 4.7; the position is determined by a fit to an error function. An additional loss feature is

detected at 864.5 G, which we attribute to photoassociation enhanced by a narrow resonance
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nearby †. As confirmation of the two-body nature of the processes, we also measure the sur-

vival rates of the single atoms when loaded without the presence of the other species; these are

shown in the upper panel of Fig. 4.7, and show no features. The contrast between the left and

right asymptotes in the two-body loss data gives a molecule conversion efficiency of 47(1)%.

Proof of molecule formation

We note that mere correlated atom pair loss after the magnetic field is ramped down is neces-

sary but not sufficient to prove coherent molecule formation. In particular, in our system we

also observe incoherent Feshbach resonance-enhanced photoassociation of the atom pair in the

presence of the intense tweezer beam (see section 4.3.4). Thus, during the ramp down of the

magnetic field, it is possible that the time spent during the ramp over the Feshbach resonance

field leads to correlated atom pair loss that colludes with the ramp direction to give an appear-

ance of magnetoassociation. We can use one of two different approaches to verify that we are

indeed coherently forming Feshbach molecules:

• Demonstrate coherent disaasociation. In this direct approach we can use coherent dis-

association of the Feshbach molecules to verify the existence of molecules. In our case,

we measure a lifetime curve of the molecules. In addition, we observe a Landau-Zener

type dependence for the molecule formation efficiency, which is also a telltale sign of

adiabaticity and thus coherent molecule formation. These are discussed in the next two

sections.

• Inverse ramp. An alternative approach is to contrast the case of ramping the magnetic

field in the opposite direction across the same range of magnetic fields. Since the direc-
†A d-wave resonance in the s-wave scaterring channel is predicted at 866 G117. The tweezer power

is ramped up to 400 kW/cm2 during separation back to individual traps that could lead to Feshbach
resonance-enhanced photoassociation.
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tion of the magnetic field ramp matters in magnetoassociation, a reverse ramp would

show no apparent molecule formation. We use this approach in section 4.3.8 for the

verification of magnetoassociation with a p-wave Feshbach resonance.

4.3.2 Adiabaticity characterization

We first characterize the adiabaticity of the magnetoassociation process. The atom-to-

molecule conversion process can be described by a Landau-Zener (LZ) type avoided cross-

ing with an efficiency that depends on the ramp rate of the magnetic field and characteristic

parameters intrinsic to the Feshbach resonance122,123,115. To investigate molecule formation,

we vary the rate of a linear magnetic field ramp from 866 G to 863.9 G. The resulting joint

Na and Cs survival probabilities are shown as the purple circles in Fig. 4.8(a). A lower two-

body survival probability indicates a higher molecule conversion probability. The one-way

molecule conversion efficiency follows the LZ formula112

pmol = 1− e−2πδLZ (4.8)

where

δLZ =
2πn2

μ

∣∣∣∣abgΔ
Ḃ

∣∣∣∣ (4.9)

Here Δ = 1.29 G and abg = 30.7 a0 are the width and background scattering length of

the Feshbach resonances, obtained from coupled-channel calculations using the method of

Ref.124, μ = mNamCs
mNa+mCs

= 19.60 amu is the reduced mass, n2 =
∫ ∫

nNa(r) nCs(r) dr is the

density of a single pair of Na and Cs atoms in the optical tweezer, and Ḃ is the magnetic field

ramp rate, which is varied experimentally. The purple curve in Fig. 4.8 is the best fit to the LZ

formula. The fit value of the pair density based on this is n2 = 2.5(9)× 1013 cm−3.
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We can estimate the pair density directly by79

n2 =

∫ ∫
nNa(x, y, z)nCs(x, y, z)dxdydz (4.10)

where nNa, nCs are the probability densities of Na and Cs respectively. For atoms in the mo-

tional ground state of the optical tweezer, this can be approximately separated into compo-

nents in the three dimensions

n(x, y, z) =
∏

u=x,y,z
|ψ0(u)|2 (4.11)

where ψ0(u) =
(mω
πℏ
)1/4 exp

(
−mωu2

2ℏ

)
is the wavefunction of the ground state of a harmonic

trap with trapping frequency ω. For the trap powers we operate at for magnetoassociation,

(ωx,ωy,ωz) = (25, 25, 5) kHz and 1.07 × (25, 25, 5) kHz for Na and Cs respectively. From

this we can estimate n2 ≈ 2.9× 1013 cm−3, in agreement with the fit values from the Landau-

Zener sweeps.

4.3.3 Feshbach molecule detection and lifetime

To detect the survival of the Feshbach molecules in the optical tweezer, we dissociate the

molecules back into atoms by performing a reverse magnetic field ramp, as shown by the

dashed line in Fig. 4.6. We assume the Feshbach molecule dissociates with certainty since

no molecular state exists above resonance125. The two-way conversion efficiency back to

atoms is limited by the time the Feshbach molecules spend in the optical tweezer. This can be

expressed as

patom ≈ e−tmol/̄τ (4.12)

where

tmol =
2|B− Bres|

Ḃ
(4.13)
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is the time spent below the Feshbach resonance, and τ̄ is the molecular lifetime, averaged over

the ramped magnetic field. The green curve in Fig. 4.8 is a best fit to the two-way ramp that

yields τ = 6(2) ms.

We can also directly measure the lifetime of the molecules at a particular magnetic field

in a separate experiment by holding the molecules for varying times before dissociating and

detecting atom survival. At B − Bres = −0.3 G and a trap peak intensity of 81 kW/cm2, we

observe a lifetime of τ = 4.7(7) ms as shown in Fig. 4.9. In particular, we note that this loss

rate is much faster than the bare atom pair loss rate at the same magnetic field. We can mea-

sure the latter by simply holding the atom pairs at the magnetic field value without performing

a sweep to form molecules – the atom pair survival remains flat within the same time range

as shown in the inset of Fig. 4.9. This rules out the apparent loss in the lifetime curve coming

from the atom pairs in the trap that are not converted to molecules. Therefore, such a lifetime

curve is a sign of molecule formation. In addition, the lifetimes we find from two different

methods above agree well, which corroborates the lifetime-limited conversion efficiency for

the disassociation process.

In order to characterize the factors limiting the lifetime of the Feshbach molecules in the

optical tweezers, we measure the lifetimes under various hold conditions. In one case, we vary

the power of the trap used to hold the molecules after formation. The Feshbach molecules

are formed and dissociated with a ramp rate of 3 G/ms and are held at B − Bres = −0.3 G.

We find that the lifetime of the molecules is inversely proportional to trap intensity, as shown

in Fig. 4.11(a), suggesting that the lifetime is limited by scattering from the trap light. This

observation agrees with lifetimes previously reported for Feshbach molecules in optical lat-

tices123. However, we note that, given similar trapping frequencies, optical lattices typically

require an order of magnitude less intensity compared to that required for optical tweezers,

and therefore give rise to much less scattering. This is discussed in Appendix A.
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While no molecular lines are predicted between the Feshbach molecule and any of the ex-

cited molecular states, as a check, we tune the 1064 nm laser frequency to rule out accidental

coincidence with unknown lines. We find no clear variation in lifetime over ~50 GHz, the

largest range that the laser could be tuned. This is shown in Fig. 4.10.

From these scattering rates, we can determine the imaginary part of the polarizability at

1064 nm to be 2.8(3)Hz/(kW/cm2); this is ∼ 100 times higher than expected from theoretical

predictions126. A similar excessive scattering is also observed in various excited NaCs molec-

ular states, both in the 1.0 generation of our experiment, as well as in Chapter 5 of the present

thesis. There is not yet any clear theoretical explanations for these observations. Perhaps relat-

edly, we also observe Feshbach resonance-enhanced photoassociation from the tweezer light,

which is unexpected as well (see next section). While the lifetime is much shorter than ex-

pected, it is fortunately for us long enough for the further transfer down to the rovibrational

ground state (Chapter 5).

We also vary the magnetic field at which the Feshbach molecules are held, over fields
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that correspond to binding energies up to Eb = 3 MHz. The trap peak intensity is fixed at

81 kW/cm2. As shown in Fig. 4.11(b), we observe no significant variation of the lifetime in

this range. The scattering rate of the trapping light depends on the Franck-Condon overlap be-

tween the Feshbach molecular state and excited molecular states in the vicinity of the tweezer

wavelength; under some circumstances this is proportional to the closed-channel fraction Z(B)

of the wavefunction for the Feshbach molecule123. Based on coupled-channel bound-state

calculations, we can evaluate Z(B) from the expression

Z(B) =
μb − μa
μbare − μa

(4.14)

where μb (μbare) is the magnetic moment of the Feshbach molecular state (the bare molecular

state well below threshold), and μa is that of the separated atoms112. Intuitively, this gives a

measure of how similar the Feshbach molecule state is compared to the bare molecular state

well below threshold. Z and −Eb are shown as functions of magnetic field in Fig. 4.11(c).

From these we find that this resonance has only a small region of universality – the region of

magnetic field such that the binding energy scales quadratically, as opposed to linearly, with

scattering length. At the magnetic fields we use, B − Bres between −1 G and −0.15 G, Z is

close to 1 and varies slowly with magnetic field.

4.3.4 Feshbach resonance-enhanced photoassociation from tweezer light

Despite not being near any molecular lines, either known or predicted, the 1064 nm tweezer

light is also observed to cause Feshbach resonance-enhanced photoassociation of atom pairs.

An example of this is shown in Fig. 4.12. The atom pair is held at various magnetic fields for

30 ms in traps with an intensity of 1500 kW/cm2. We see an enhanced loss that depends on

the magnetic field. We can perform such a measurement at various trap intensities and fit to a
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Figure 4.11: Characteriza on of s-wave Feshbach molecule life me. (a) Dependence on trap intensity. The
trap is adiaba cally ramped to and held at different intensi es a er magnetoassocia on at B − Bres =
−0.3 G. The line is a best fit to inverse scaling. (b) Dependence on magne c field. The field is ramped to
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Lorentzian profile to extract their respective resonance locations. These are shown in the inset

of Fig. 4.12. The linear dependence suggests an AC Stark shift from the tweezer light. In par-

ticular, the extrapolation value of the intercept B = 863.97(3) G gives the unshifted resonance

location, which agrees well with our magnetoassociation measurements. Meanwhile the slope

0.37(8) mG/(kW/cm2) gives the Stark shift dependence on intensity. From this, we can esti-

mate the light shift on the Feshbach molecule state. Since the molecule is very weakly-bound,

we expect it to be similar to that of the pair of free atoms. The magnetic moment of the Na+Cs

atom pair is -2.41 MHz/G, while that of the Feshbach molecule is found to be ~0.83 MHz/G

based on coupled-channel calculations. Furthermore, the expected light shift of the atom pair

from the 1064 nm tweezer beam is ~0.065 MHz/(kW/cm2). This gives a light shift on the Fes-

hbach molecule of ~0.066 MHz/(kW/cm2), which is similar to the atom pair as expected.

4.3.5 Conversion efficiency

The successful conversion of an atom pair to a single molecule in an optical tweezer relies on

several conditions to be simultaneously satisfied. Here we list the various steps involved and

their respective fidelities, which are also summarized in Table 4.1, and discuss potential room

for improvement in future work.

• Loading of single atoms.

In the work presented in this section, we post-process on the experimental runs where

exactly a single Na and single Cs have been trapped. The atom pair probability is there-

fore assumed to be limited only by the imaging fidelities, which are Na 0.9996(1) and

Cs 0.9983(1) respectively (see section 3.2). When scaling up to multiple tweezers, the

tweezer array can be rearranged in situ to obtain near-unity atom filling68,69 so that the

initial atom loading probability does not factor into the final molecule filling fraction of
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array.

• Population in relative motional ground state.

The motional state of an atom pair can be described in terms of the relative and center-

of-mass motions. In a separable trap, these motional states are decoupled and can

be individually quantized in the number basis of a harmonic trap. A derivation of

this is given in Appendix B. Fig. 4.13 shows a schematic of the energies of the atom

pair motional states in the optical tweezer. In the presence of a Feshbach resonance,

the relative motional ground states adiabatically cross over to the molecular bound

state127. These are shown as the black and purple curves; the black curve corresponds

to ncom = 0, while the purple curves are center-of-mass motional excited states. The

higher relative motional states adiabatically cross over to the corresponding motional

state with Δnrel = −1, which are shown as the blue curves. In cases where the relative

and center-of-mass motions are coupled, which could arise when the trap is not per-

fectly separable or harmonic, some of the crossings between the purple and blue curves

may be an adiabatic crossing as well128,129,130. These effects are expected to give only

a small difference in conversion population, and we omit these for the present discus-

sion.

In particular, based on this picture, atom pairs can be most efficiently converted to

molecules when they are in the ground state of relative motion. Based on interaction

shift spectroscopy as discussed in section 3.5.2, we can directly measure the population

of the relative motional ground state, which we find to be ∼58% under these experi-

mental conditions. This is the population we expect to be converted into a Feshbach

molecule given that all other conditions are met as well.

• Atom hyperfine state preparation.
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As mentioned in section 3.3, after the atoms are cooled to their ground states and

before merging the two traps, the atoms are optically pumped to the stretched state

|F = 2,mF = 2⟩Na, |F = 4,mF = 4⟩Cs, then driven individually by Raman π-

pulses to the |F = 1,mF = 1⟩Na, |F = 3,mF = 3⟩Cs state. The fidelities of these

are Na 0.882(24) and Cs 0.956(13), which is limited by purity of optical pumping and

dephasing and decoherence during the π-pulse. This can also be seen in the difference

in survival probabilities between the 1-body case and 2-body case above resonance in

Figure 4.7 – any atom pair not in the desired hyperfine state or stretched state is subject

to spin-changing collisions that expel both atoms from the trap79.

• Adiabaticity of magnetic field ramp.

As discussed in section 4.3.2, this is dependent on magnetic field ramp rate and follows

the Landau-Zener formula. At rates below 1 G/ms in a trap with trapping frequencies

ωCs = 2π× (30, 30, 5) kHz and ωNa ≃ 1.07ωCs, we expect the fidelity to be larger than

0.993(6).

Table 4.1: Step-by-step fideli es in molecule conversion

Experimental condition Fidelity
Loading of single atoms (post-selected)

Na  0.9996(1)
Cs  0.9983(1)

Population in relative motional ground state  0.584(44)
Atom hyperfine state preparation

Na |F = 1,mF = 1⟩ 0.882(24)
Cs |F = 3,mF = 3⟩ 0.956(13)

Adiabaticity of magnetic field ramp  0.993(6)
Overall expected efficiency 0.48(6)

While there is much room for technical improvements to improve the conversion effi-

ciency, we believe it is not fundamentally limited. Moreover, this is, to the best of our knowl-
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edge, to date the best conversion efficiency directly from trapped atom pairs to Feshbach

molecules. Typical bulk gas experiments suffer from 3-body loss processes which cause loss

of Feshbach molecules in the conversion process, leading to conversion efficiencies around

~10%41. In the meantime, loading single pairs of dual species atoms into individual sites of an

optical lattice is also limited by the overlap and interparticle collisions in the loading process.

The best efforts of heteronuclear molecules in optical lattices have been around ~30% filling

fraction52,131. By using optical tweezers and starting with individually trapped single atoms,

we mitigate the need for avoiding three-body losses, thereby increasing the conversion effi-

ciency. Furthermore, this technique of loading heteronuclear atom pairs into the same trap is

generally applicable to a wide variety of species-pairs.

4.3.6 External state of Feshbach molecule

Based on the physical picture presented in our discussion of the relative motional states above,

the center-of-mass motional state of the Feshbach molecule is inherited from that of the con-

stituent atoms, as shown by the black and purple lines in Fig. 4.13. We can therefore estimate

the ground-state population by estimating the center-of-mass ground-state population of the

constituent atoms. While pairs of atoms must be in the relative motional ground state to be

most efficiently magnetoassociated to form molecules, they may be in an arbitrary center-of-

mass motional state. We use Raman sideband thermometry on the Na and Cs single atoms

(section 3.5.1) to infer the portion of the atom pairs capable of forming molecules (|nrel = 0⟩)

that are also in the center-of-mass motional ground state (|ncom = 0, nrel = 0⟩).

Using Raman sideband thermometry, we can obtain the mean occupation number n̄Na, n̄Cs

of each atom along each axis individually. The relative motional ground state population

P(nrel = 0) can be expressed analytically in terms of the n̄Na, n̄Cs values that are measured.

In particular, based on the discussion of center-of-mass and relative motional coordinates pre-
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sented in Appendix B, we are interested in finding

P(nrel = 0) =
∞∑
n=0

P(nrel = 0, ncom = n) (4.15)

=

∞∑
n1,n2=0

P(nNa = n1, nCs = n2)×

|⟨nrel = 0, ncom = n1 + n2|nNa = n1, nCs = n2⟩|2 (4.16)

=
∞∑

n1,n2=0

P(nNa = n1, nCs = n2)×

|⟨nrel = 0, ncom = n1 + n2|
(a†Na)

n1(a†Cs)
n2

√
n1!n2!

|nNa = 0, nCs = 0⟩|2.

(4.17)

Equation 4.16 follows from equation B.7 since conservation of energy ensures the total excita-

tion numbers in the atomic harmonic modes and center-of-mass and relative motional modes

must be the same. The matrix elements in equation 4.17 can be found readily using the rela-

tions B.10 and noting that we need to consider only terms with (n1 +n2) center-of-mass modal

excitations.

|⟨nrel = 0, ncom = n1 + n2|
(a†Na)

n1(a†Cs)
n2

√
n1!n2!

|nNa = 0, nCs = 0⟩|2 (4.18)

=
1

n1!n2!

∣∣∣∣∣⟨nrel = 0, ncom = n1 + n2|
(√

mNa

M
a†com

)n1 (√mCs

M
a†com

)n2

|nrel = 0, ncom = 0⟩

∣∣∣∣∣
2

(4.19)

=
mn1

Nam
n2
Cs

Mn1+n2n1!n2!

∣∣∣⟨nrel = 0, ncom = n1 + n2|
(
a†com

)n1
(
a†com

)n2
|nrel = 0, ncom = 0⟩

∣∣∣2
(4.20)

=
(mNa

M

)n1
(mCs

M

)n2 (n1 + n2)!

n1!n2!
. (4.21)
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With the assumption that the atoms take on a thermal distribution, we have

P(n) =
1
Z
e−βℏω(n+1/2) (4.22)

and

n̄ =
1

eβℏω − 1
(4.23)

where β = 1/kBT and Z = e−βℏω/2

1−e−βℏω is the partition function. Let α = e−βℏω = n̄
n̄+1 , then

P(n) = P(0)αn. Using this, we can perform the sum in equation 4.17,

P(nrel = 0) =
∞∑

n1,n2=0

P(nNa = n1, nCs = n2)
(mNa

M

)n1
(mCs

M

)n2 (n1 + n2)!

n1!n2!
(4.24)

= P(nNa = 0)P(nCs = 0)
∞∑

n1,n2=0

(mNaαNa

M

)n1
(mCsαCs

M

)n2 (n1 + n2)!

n1!n2!
(4.25)

= P(nNa = 0)P(nCs = 0)
∞∑
n=0

(mNaαNa

M
+

mCsαCs

M

)n
. (4.26)

Since we necessarily have (mNaαNa
M + mCsαCs

M ) < 1, the last expression can be summed up to

yield

P(nrel = 0) =
P(nNa = 0)P(nCs = 0)

1− mNa
M

n̄Na
n̄Na+1 −

mCs
M

n̄Cs
n̄Cs+1

. (4.27)

This is the population of atom pairs that can be magnetoassociated to form molecules. On the

other hand, the population of the atom pair in the absolute motional ground state is simply

given by the joint probability of the two atoms being in their individual ground states,

P(nrel = 0, ncom = 0) = P(nNa = 0)P(nCs = 0). (4.28)
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Combining equation 4.27 and equation 4.28, we can find the molecular center-of-mass

ground state fraction

P(nmol-com = 0) =
P(nrel = 0, ncom = 0)

P(nrel = 0)
(4.29)

= 1− mNa

M
n̄Na

n̄Na + 1
− mCs

M
n̄Cs

n̄Cs + 1
. (4.30)

From Raman sideband thermometry measurements for atom conditions during these mag-

netoassociation experimental runs, we find the occupation numbers of the single Na, Cs

atoms along each of the 3 axes (2 radial + axial) to be n̄Na = {0.09(3), 0.07(2), 0.30(6)}

and n̄Cs = {0.04(2), 0.08(2), 0.10(3)}. By applying equation 4.30 to each axis individually

and taking the product, we find the molecular center-of-mass ground state population to be

P(nmol-com = 0) = 77(5)% as stated in the main text.

4.3.7 Feshbach molecule wavefunction

The wavefunction of the Feshbach molecular state we drive to is shown in 4.14. As discussed

in section 4.1, the wavefunction is a multichannel one, and includes 8 channels with total

mF = 4 (Fig. 4.2). The wavefunction is computed using a coupled-channel model132,133,117.

This is shown in the spin-coupled basis labelled by |S,mS;mINa ,mICs⟩ in Fig. 4.14. The ad-

mixtures of each component are tabulated in Table 4.2. The admixture is found by integrating

the probability amplitude of each component in spatial coordinates. In particular, we find that

the Feshbach molecule is predominantly spin-triplet in character. This has consequences for

the internal state transfer to the rovibrational ground state, which is spin-singlet. This will be

discussed in Chapter 5.
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Figure 4.14: s-wave Feshbach molecule mul channel wavefunc on. The spa ally varying wavefunc on
amplitudes of the 8 hyperfine channels with total mF = +4 at B − Bres = −0.4 G, where the binding
energy of the Feshbach molecule EB ≈ 1 MHz. The wavefunc ons are shown in the spin-coupled basis.
The predominant admixture comes from |S = 1,mS = 1;mINa = 1.5,mICs = 1.5⟩117.

S MS MINa MICs Admixture
0 0 1/2 7/2 0.0405
0 0 3/2 5/2 0.2336
1 1 −1/2 7/2 4.8×10−5

1 1 1/2 5/2 0.0634
1 0 1/2 7/2 0.0425
1 1 3/2 3/2 0.3905
1 0 3/2 5/2 0.1663
1 −1 3/2 7/2 0.0632

Table 4.2: Theore cal electron and nuclear spin composi on of the Feshbach molecule state at a magne c
field of B− Bres = −0.4 G, where experimentally Bres = 864.11(5) G.

4.3.8 p-wave molecule formation

In addition to controlling the motional state of the Feshbach molecule, we can control the in-

ternal state through choice of the atomic motional states. In particular, we can use a p-wave

resonance to form a rotationally excited molecule. A p-wave resonance can occur when the

incoming atom pair is in an excited rotational state with L = 1, or when off-diagonal compo-
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nents in L couple by the electron spin dipole-dipole interaction term in equation 4.5119.

While atoms in their motional ground states have no relative angular momentum, we can

controllably excite the radial motional state of the Na atom by one motional quantum. In par-

ticular, starting from atoms cooled to their motional ground states, |nNa = 0, nCs = 0⟩ =

|nrel = 0, ncom = 0⟩, we prepare the atoms in |nrel = 1, ncom = 0⟩ by exciting one quantum

of motion of Na along the radial direction. We perform the excitation using the heating mo-

tional sideband, which simultaneously prepares the hyperfine state of the atom as discussed

in section 3.3.2. We can find the population in the relative-motion excited state after a single

excitation of the Na atom using equations B.10. In particular, we have

∣∣∣⟨nrel = 1, ncom = 0|a†Na|nrel = 0, ncom = 0⟩
∣∣∣2 =

mCs

M
≈ 0.85 (4.31)

Of note is that exciting the lighter (heavier) atom would give a larger excitation in the rela-

tive (center-of-mass) motion. Taking into account the fidelity of the Na motional excitation

(75%), Cs hyperfine state preparation (95%), and initial relative ground-state population (40%

for the p-wave molecule experiment), we expect ∼ 24% of the pairs to be excited in relative

motion along one of the radial directions. Since the excitation is in the plane perpendicular to

the magnetic field axis, the resulting state has relative angular momentum mL = ±1.

Coupled-channel calculations predict two p-wave bound states that cross threshold near

807 G, with total molecular spin angular momentum MF,b = 4 and 5117. Each of these splits

into components with total angular momentum Mtot = MF,b and MF,b ± 1. The colliding

atoms have mF,Na + mF,Cs = 4 and Mtot = 3 or 5 in the radially excited motional state.

We thus expect 3 resonant features for such atoms. We detect these features by Feshbach

resonance-enhanced photoassociation, similar to the case of the s-wave resonance in section

4.3.4, as shown in Fig. 4.15. The two atoms are held for 20 ms in a tweezer with peak inten-
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Figure 4.15: p-wave Feshbach resonance spectroscopy by Feshbach resonance-enhanced photoassocia on.
The atoms are held at fixed magne c fields in an intense tweezer, which provides the photoassocia on
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Shaded areas indicate error bars. We find various features that are enhanced with the mo onal excita on,
sugges ng the p-wave character. The arrow indicates the resonance used for magnetoassocia on in Fig.
4.16.
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sity 1350 kW/cm2 after merging the traps at a magnetic field value that is scanned. We detect

simultaneous two-body loss when the atoms are photoassociated via the excited electronic

states by the tweezer light. For comparison, we also show the same scan without the motional

excitation on Na.

As for the s-wave Feshbach molecules, we can ramp the magnetic field across a p-wave

Feshbach resonance to transfer the atoms into a p-wave molecule. Fig. 4.16(a) shows the sur-

vival probability when the magnetic field is ramped linearly down from 807.6 G to various

fields at a rate of 0.02 G/ms in the tweezer held at 81 kW/cm2 peak intensity. We observe a

clear 2-body loss feature when we perform the motional excitation, in contrast to the case of

no motional excitation. We attribute this to p-wave molecule formation and find a conversion

efficiency of 16(2)%.

As discussed in section 4.3.1, in order to demonstrate that the apparent loss upon ramping

over the Feshbach resonance does not arise from incoherent photoassociation during the ramp,

we perform a separate experiment that ramps the magnetic field upwards instead and contrast

it to the case of ramping the magnetic field downwards. The orange points in Fig. 4.16(b)

shows the survival probability when the magnetic field is ramped linearly upwards from

807 G to various fields at a rate of 0.02 G/ms in the tweezer held at 81 kW/cm2 peak inten-

sity. In both the upward and downward ramp cases, the radial motion of Na is excited by

Δn = +1. We see that in the upward ramp case, there is loss near the Feshbach resonance

location which may be due to Feshbach resonance-enhanced photoassociation during the trap

separation process. However, the 2-body survival revives after ramping across the resonance

and the trap separation is completed off-resonance.
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Figure 4.16: p-wave Feshbach molecule forma on. By exci ng the atom pair to a rela ve mo onal excited
state and using a p-wave Feshbach resonance, we can magnetoassociate to a p-wave Feshbach molecule.
The magne c field is ramped linearly from 807.6 G downwards to the various magne c fields at 0.02 G/ms.
Blue (orange) points shows results with (without) radial mo onal excita on of Δn = +1 of Na. We fit the
blue (orange) data points to an error func on (mean value across the range), and find a magnetoassocia on
signal with mo onal excita on.
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4.4 Summary and outlook

In this chapter, we presented results on the first Feshbach resonance spectroscopy studies of

the heteronuclear Na+Cs system, including both inelastic and elastic resonances. This was

achieved by a combination of atom-loss spectroscopy, magnetoassociation spectroscopy and

Feshbach resonance-enhanced photoassociation spectroscopy.

By using a suitable s-wave resonance in the lowest Zeeman energy level, we were able to

magnetoassociate a single pair of Na and Cs atoms to form a single weakly-bound s-wave Fes-

hbach molecule. Crucially, this process is fully coherent, as evidenced by the Landau-Zener

type dependence of adiabaticity, as well as the ability to measure a lifetime curve. We achieve

up to ~50% conversion efficiencies, and there is still room to improve the efficiency, which

we believe is not fundamentally limited. Since the process is fully coherent, the resulting

molecule is in a fully defined internal and external state, governed by the internal and exter-

nal states of the atom pair. Such a fully-controlled molecule in an optical tweezer provides

the first step to create a fully quantum state controlled molecule in its rovibrational ground

state, which will be the subject of the next chapter. The ability to detect and utilize Feshbach

resonances in optical tweezers also establishes the platform as a viable candidate for the inves-

tigation of few-body physics, such as Efimov physics and other collisional studies134,135.
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5
Coherent transfer to rovibrational ground

state molecule

In the previous chapter we presented results on magnetoassociating a single NaCs Feshbach

molecule using an s-wave Feshbach resonance. While this is a bound molecule we form with

full quantum state control, this molecule has only a small dipole moment due to the large

bond length (the dipole moment of a diatomic molecule scales with internuclear separation
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as R−7 asymptotically136), and has a short lifetime in the optical tweezers. This makes them

unsuitable for most applications requiring stable molecules with a large dipole moment. In

this chapter, we will present results on transferring the molecule from the Feshbach molecu-

lar state to the rovibrational (meaning both rotational and vibrational) ground state of NaCs.

The resulting state is the most stable against relaxations, and has a large dipole moment of

4.6 D76,77.

As in the step of magnetoassociation, the transfer process needs to be coherent to popu-

late a single final state while also preserving the external state of the molecule. The stan-

dard approach for transferring to the rovibrational ground state of bi-alkali molecules

has been to use STimulated Adiabatic RAman Passage (STIRAP) via an intermediate

state41,137,138,123,46,139,43,44. This process transfers population between two ground states adi-

abatically by ramping the amplitudes of two Raman beams in a two-photon process140. In the

present work however, we found it more straightforward to perform a direct detuned Raman

π-pulse transfer. A schematic of the transfer process is shown in Fig. 5.1.

In section 5.1, we provide the background for the Raman transfer process presented in this

chapter, including the idealized three-level system, Raman transfer, STIRAP and dark reso-

nance. In section 5.2 we provide a description of the laser set up that enabled the studies in

this chapter. In section 5.3, we present spectroscopy results for a specific vibrational state in

the c3Σ1 excited state manifold. We discuss a model that we use to assign the states and find a

suitable intermediate state for transfer. In section 5.4, we discuss dark resonance spectroscopy

that we used to locate the rovibrational ground state in the X1Σ potential. These together lead

to the results in section 5.5, where we show the first coherent creation of a ground state NaCs

molecule by use of a detuned π-pulse transfer. In section 5.6, we characterize some of the

properties of the rovibrational ground state molecule that we form in the optical tweezers.

Before concluding, we briefly discuss our initial attempts at STIRAP transfer and discuss its
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Figure 5.2: Schema c of three level system. States |1⟩, |2⟩ are coupled to an intermediate state |3⟩ with
Rabi frequencies ΩP,ΩS and single- and two-photon detunings Δ, δ respec vely. The intermediate state
suffers sca ering at a rate Γ.

limitations in the present system in section 5.7.

5.1 Background

The Hamiltonian for an atom with three levels |1⟩, |2⟩, |3⟩ addressed with two lasers with

single- and two-photon detunings δ and Δ respectively, and coupling the respective transi-

tions with Rabi frequencies ΩP and ΩS (corresponding to pump and Stokes respectively) can

be written in the rotating wave approximation as140

H = ℏ


0 0 ΩP

0 −δ ΩS

ΩP ΩS −Δ − iΓ/2

 (5.1)

Here, an imaginary iΓ/2 term is included to account for scattering from the intermediate ex-

cited state. A schematic of the energy levels is shown in Fig. 5.2.

As we will see below, there are in fact multiple levels in the excited state molecular struc-

ture. In addition, in our system we find a large scattering rate from the excited states Γ that is
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comparable to the inter-level spacing in the excited state. Therefore, in certain cases it is also

necessary to include additional states to account for these effects. For the present discussion

however, we focus on an ideal three-level system. This will be discussed in section 5.7.

STIRAP

In previous bi-alkali molecule coherent association work, the technique used was STIRAP. In

this process, the lasers are tuned to be on two-photon resonance, such that δ = 0. With this,

one of the energy eigenstates of the Hamiltonain can be written as

|Φ0⟩ = cos θ|1⟩ − sin θ|2⟩ (5.2)

where tan θ = ΩP
ΩS

. For tan θ → 0, |Φ0⟩ → |1⟩, whereas for tan θ → +∞, |Φ0⟩ → |2⟩.

Therefore, by ramping ΩP and ΩS such that the eigenstates asymtotically start as |1⟩ and |1⟩,

one can obtain adiabatic transfer of population from |1⟩ to |2⟩ without populating the excited

state |3⟩ significantly. This requires ramping ΩS up before ramping ΩS down and ΩP down,

what is known as a counter-intuitive fashion.

Complications to STIRAP arise, however, when we consider multiple excited levels. The

ramp in amplitudes cause light shifts from the detuned transitions that shift the two-photon

resonance. In addition, this causes the eigenstates to have components in the excited states,

leading to scattering from the other excited levels.

Detuned Raman π-pulse transfer

An alternate approach to driving the population from |1⟩ to |2⟩ with minimal population in

state |3⟩ is to use a large single-photon detuning Δ. In this case, the excited state can be elim-

inated, and one obtains an effective transition between states |1⟩ and |2⟩. The effective two-
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photon Rabi rate is given by140

ΩR =
ΩPΩS

Δ
(5.3)

In addition, the lasers induce a differential light shift on the transition, given by

ΔE =
Ω2

P
Δ
− Ω2

S
Δ

(5.4)

In principle, both lasers can couple to both transitions which give rise to light shifts. For the

3-level system of interest here however, the laser is far off detuned when addressing the alter-

nate transition, and one only needs to consider the terms from direct coupling of the dominant

transition. The lasers also incur scattering, whose rate is given by

Rsc =
ΓΩ2

P
Δ2 +

ΓΩ2
S

Δ2 (5.5)

In the case of multiple excited levels, the Rabi frequencies and light shifts sum over all the

excited states. However, the system is conceptually more simple compared to STIRAP, as the

single-photon detuning Δ is large and the laser beam is far-detuned from all excited states.

5.2 Experimental setup

For the results presented in this chapter of the thesis, the relative orientation of the laser beams

used for spectroscopy and Raman transfer on the apparatus side is shown in Fig. 2.16. The

922 nm and 635 nm beams are launched from separate fibers and combined with a dichroic.

The combined beam is sent through a telescope to expand the beam size before being fo-

cused down to the atoms with an achromat with f = 50mm. This gives a spot size of ~10 μm

for both beams at the location of the atoms. Since the beam is counter-propagating with the

tweezer beampath, the beams are first rough-aligned using the Andor EMCCD camera that
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Figure 5.3: Comparison of 922 nm laser with and without ASE filter. Op cal spectrum measured a er
tapered amplifier. The ASE filter is placed a er the tapered amplifier. Gray shaded area indicates central
frequency. Dashed line corresponds to Cs D2 line near 894.5 nm.

we use to image single atoms. The beam is then fine-aligned to the atoms using a vector light

shift measurement. As discussed in section 3.3.1, the hyperfine levels of the Cs atoms expe-

rience a vector light shift in the presence of circular polarized light, the magnitude of which

is proportional to beam intensity. We use this to optimize the beam pointing of the 922 nm

beam. We measure a 500 kHz light shift with 20 mW power, which allows us to obtain the

corresponding intensity value at the atoms. Since 635 nm does not induce significant light

shift on either of the atoms, we rely on aligning the 635 nm beam to the 922 nm beam on the

camera.

The setup for the lasers including locking schematic is shown in Fig. 2.14. Of particular

note is that we found it necessary to filter the laser beams. The broad pedestal in the light as

shown in Fig. 5.3 was sufficient to depump the atoms. We use amplified spontaneous emis-

sion (ASE) filters before the fibers for both beams (Coherent/Ondax 118-ER315-004 and 114-

ER464-001 for 635 nm and 922 nm respectively). These have a bandwidth of ~100s of GHz.
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Fig. 5.3 shows a comparison of the optical spectrum for the 922 nm laser with and without an

ASE filter after the tapered amplifier.

5.3 Excited state spectroscopy

A two-photon transfer to the ground state had not been previously performed in NaCs, ne-

cessitating first a search for and characterization of a suitable intermediate state as well as

locating the ground state resonance. In this section we discuss the excited state spectroscopy

performed to identify an appropriate intermediate state.

Based on predictions based on the potentials in Ref.141, we choose |c3Σ1, v′ = 26⟩ as an

intermediate state due to several factors:

• It has relatively high Franck-Condon overlap with the Feshbach molecule state.

• It is expected to have strong transition dipole moments to both the Feshbach molecule

and rovibrational ground states due to the large spin-orbit coupling constant of the Cs

atom. The Feshbach molecular state is predominantly spin-triplet in character, while

the rovibrational ground state is purely spin-singlet.

• It is accessible from the Feshbach molecule and rovibrational ground states with conve-

nient laser wavelengths of 922 nm and 635 nm, respectively (see Fig. 5.1).

5.3.1 Spectroscopy

We used a prediction based on the potential curves of Ref.141, and located |c3Σ1, v′ = 26⟩

using photoassociation spectroscopy142, as shown in Fig. 5.4. The atom pairs are Raman side-

band cooled and merged into a single trap at different magnetic fields. The 922 nm beam is

turned on for 20 ms. We post-process on experimental runs with pairs of Na+Cs loaded, and
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look for correlated Na+Cs atom loss. Measuring the photoassociation spectra as a function

of various magnetic fields allows us to identify the J components and rotational splitting of

the excited state34. In particular, we find features near 325130 GHz that we identify as the

J = 1, 2, 3 components of |c3Σ1, v′ = 26⟩.

To further resolve the hyperfine structure of the excited state, we perform depletion spec-

troscopy on the Feshbach molecules, which have better Frank-Condon overlap with the ex-

cited states. Fig. 5.5 shows a high-resolution spectrum of the transition from the Feshbach

state to the J′ = 1 and J′ = 2 manifolds, where J′ is the rotational plus electronic angular mo-

mentum in the c3Σ1 state, along with a model that incorporates the excited state structure that

will be discussed in section 5.3.2.

5.3.2 c3Σ1 model

In order to to identify the various lines we observe in the depletion spectroscopy in Fig. 5.5,

we model the hyperfine structure of the lowest few rotational levels of the excited state and
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coupling matrix elements with the Feshbach molecular state.

Excited state Hamiltonian

The Hamiltonian for the lowest few rotational levels of the c3Σ1 excited state can be written as

Hc3Σ1 = Hrot + Hhf + HZ + HΩ (5.6)

where the rotational, hyperfine and Zeeman parts are

Hrot = BJ2 (5.7)

Hhf = αNaINa · S+ αCsICs · S (5.8)

HZ = gSμBB · S (5.9)

The Ω-doubling Hamiltonian matrix elements,

⟨Ω′|HΩ|Ω⟩ =
ωef

2
δΩ′,−Ω, (5.10)

cause the eigenstates of effective Hamiltonian Hc3Σ1 to be states of good parity |P = ±⟩ ∼

|Ω⟩ ± | − Ω⟩. We access only one of these parity states in the experiment, so the value of ωef

cannot be determined.

To compute the Franck-Condon coupling to the Feshbach molecular state, we model the

vibrational structure of the c3Σ1 state using the experimental potential given in Ref.141. We

note that this assumes the same vibrational wavefunction for both the spin-singlet and spin-

triplet components.
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Coupling matrix elements

The laser couples the ground and excited states by the term34

Hlaser = −d · Elaser =

1∑
p=−1

(−1)pT−p(d)Tp(εlaser) (5.11)

and the matrix element between an initial state i and final state f, k, where f indicates final and

k is the label of the specific state is

⟨ψi|Hlaser|ψf,k⟩ (5.12)

In the present case, |ψi⟩ corresponds to either the Feshbach molecule state wavefunctions we

find in section 4.3.7 or free atoms pairs that are bound by the harmonic trapping potential.

The wavefunctions for the latter can be found by solving for bound states of the multichannel

Hamiltonian in equation 4.1 along with a harmonic confinement potential. The individual

states |ψf,k⟩ correspond to the eigenstates of the Hamiltonian in equation 5.6. For this, we

choose to work in the Hund’s case (b) basis34.

The resulting scattering rate during a photoassociation pulse can be expressed as

Rsc(νlaser) = Im
∑
k

|⟨ψi|Hlaser|ψf,k⟩|2

(Ef,k − Ei)/h− νlaser + iΓ
(5.13)

Fitting

Using equation 5.13, we can model the photoassociation spectrum by

Psurv = Pmole−Rsc,molt + Poffsete−Rsc,atomt (5.14)
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where Pmol is the Feshbach molecule population, and Poffset accounts for the atom population

not converted to Feshbach molecules which is still susceptible to photoassociation albeit at a

much slower rate.

The rotational constant is fixed by our photoassociation measurement in Fig. 5.4 giv-

ing B=0.962 GHz, and we take the value of ωef to be 1 MHz. The free parameters in the

model are αNa, αCs and Pmol,Patom. From this, we find αNa = −0.57(4) GHz and αCs =

0.37(1) GHz. The fit is shown as the solid line in Fig. 5.5. In particular, this allows us to

identify the various lines, and provides a model for the states involved in the Raman transfer

process discussed later in this chapter.

5.3.3 Linewidth characterization of |c3Σ1, v′ = 26, J′ = 1,M′J = 1⟩

The linewidth of the intermediate state has a significant influence on our state transfer scheme

as we will see in section 5.5 and 5.7. In earlier molecular association experiments, the molec-

ular excited state used as an intermediate had a width comparable to that of the atomic tran-

sition to which it is asymptotically connected. In our system, that would be the Cs 6s→ 6p

transition, with a natural linewidth of order Γatom/2π ≈ 5 MHz. However, we measure the

linewidth for |c3Σ1, v′ = 26, J′ = 1,M′J = 1⟩ to be Γ/2π = 120(30)MHz as shown in Fig.

5.6, where M′J is the projection of J′ onto the laboratory magnetic field. This is more than an

order of magnitude larger than the atomic linewidth.

In previous experiments of photoassociation to other excited states in the 1.0 generation

apparatus, a dependence of the linewidth on the tweezer was observed84. To eliminate the

possibility of two-photon effects, whether coupling to excited states or to the motional con-

tinuum of the ground state, we also measured the linewidth with the tweezer dropped over the

duration of the depletion pulse (2 μs). In particular, we jump the AOBD frequency control-

ling the 1064 nm tweezer beam 10 MHz away during the course of the 10 μs depletion pulse.
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Figure 5.6: Linewidth measurement of |c3Σ1, v′ = 26, J′ = 1,m′
J = 1⟩. The line is probed with σ+

polariza on. The curve is a fit to a Lorentzian lineshape, with fit linewidth Γ = 2π × 120(30)MHz.

Since the beam is intensity stabilized after the AOBD, this results in the beam power main-

taining the same over the course of the drop and avoids integrator wind-up issues of the servo.

Using this method, we find no significant change in excited state linewidth, which eliminates

the possibility of two-photon transitions broadening the apparent linewidth.

We also characterized the scattering arising from all |c3Σ1, v′ = 26⟩ lines when red-detuned

from resonance, as shown in Fig. 5.7. We find scattering rates consistent with our independent

measurements of the |c3Σ1, v′ = 26⟩ linewidth and transition strength, with the addition of a

background scattering rate of [200(100)µs]−1 that may arise from further-detuned states.

5.4 Ground state spectroscopy

Having identified |c3Σ1, v′ = 26⟩, we next set out to locate the rovibrational ground state

in the X1Σ potential using dark resonance spectroscopy. In this section, we will first discuss

a model to describe the structure of the rovibrational ground state, which aided in our spec-

troscopy, then show the experimental results.
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Figure 5.7: Sca ering rate from |c3Σ1, v′ = 26⟩. The single-photon sca ering rate Rsc due to the pump
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derived from the same model discussed in sec on 5.3.2. Inset: the linear dependence of the sca ering rate
on the pump laser power at the−21 GHz detuning is consistent with single-photon sca ering.

5.4.1 X1Σ model

In the X1Σ ground state, there is no electron spin, and the relevant quantum numbers are

N, I1, I2. In particular, the Hamiltonian for the molecule in the X1Σ state can be expressed

as143

HX1Σ = Hrot + Hhf + HZ (5.15)

The rotational part

Hrot = BvN2 (5.16)

The centrifugal distortion is typically very small and is omitted. The hyperfine component

Hhf =
∑
i=1,2

Vi : Qi +
∑
i=1,2

ciN · Ii + c3I1 · T · I2 + c4I1 · I2 (5.17)
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Here, the first term is the interaction between the the nuclear electric quadrople tensor Qi and

the electric field gradient produced by the electrons experienced by the respective nucleus

Qi. The second term is the interaction of the nuclear magnetic moments and the rotation of

the molecule. The third and fourth terms are the tensor and scalar nuclear-nuclear interaction

terms respectively.

Finally the Zeeman term is

HZ = −grμNB · N−
∑
i=1,2

giμNIi · B(1− σi) (5.18)

where the first term is from a magnetic moment that arises from the molecular rotation, and

the second describes the interaction of the nuclear magnetic moments with the magnetic field.

We use hyperfine constants from Ref.143, and for the vibrational wavefunction we use the

X1Σ potential from Ref.113.

Couplings

A diagonalization of HX1Σ, together with the wavefunctions for the Feshbach molecular state

and diagonalization of c3Σ1 above, gives us a complete picture of the initial, intermediate, and

final states that the lasers can drive between.

As discussed in section 5.3.2, we can find the coupling matrix elements between the in-

termediate state and the components in the X1Σ ground state using equation 5.11. Due to the

multi-level structure of the excited state and strong scattering from neighboring states, we

need to consider the additional excited states for dark resonance spectroscopy as well as Ra-

man transfer.

For dark resonance spectroscopy, the intermediate state on single-photon resonance pro-

vides the strongest coupling. However, other states may still contribute to scattering. To opti-
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Figure 5.8: Transi on schema c for |X1Σ, v = 0,N = 0⟩ and |X1Σ, v = 0,N = 2⟩ search using dark
resonance spectroscopy.

mize for coherent coupling, we compare ΩPΩS, where ΩP,ΩS are the pump and Stokes Rabi

frequencies respectively, with the sum of off resonant scattering rates through all the other ex-

cited states. Given the geometric constraints of the pump and Stokes laser beams addressing

the atoms in our systems, we find that σ+ for both pump and Stokes beams coupled through

the intermediate state |c3Σ1, v′ = 26, J = 1,mJ = +1⟩ provides the best coupling. This cou-

ples the Feshbach molecular state to predominantly the |M′′INa
= 3/2,M′′ICs

= 5/2⟩ hyperfine

component in the ground state. This pathway is shown in blue in Fig. 5.8.

5.4.2 Dark resonance spectroscopy

|X1Σ, v = 0,N = 0⟩

Having understood the relevant states, we perform dark resonance spectroscopy to locate

the rovibrational ground state. We set the pump beam on resonance with the transition to the
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635nm
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Figure 5.9: Pulse ming for dark resonance spectroscopy. The pump beam is turned on for 10 μs, while the
Stokes beam is turned on for 30 μs to ensure the dark resonance condi on.

|c3Σ1, v′ = 26, J = 1,mJ = +1⟩ line, and scan the frequency of the Stokes laser. When the

two lasers are not on two-photon resonance, the pump beam depletes the Feshbach molecule

population, which results in correlated Na+Cs atom pair loss. On the other hand, when the two

lasers are on two-photon resonance, we observe a suppressed depletion of Feshbach molecules

due to a dark resonance in the presence of the lasers. The timing of the pulses is shown in Fig.

5.9. The length of the pump beam pulse 10 μs is chosen to be just long enough to deplete the

molecules. The Stokes beam pulse is set to be wider than the pump beam pulse before and

after by 10 μs each to ensure the state is dark when the pump beam is on.

Fig. 5.10 shows the dark resonance spectra obtained with different Stokes beam intensities.

Based on this, we narrow down the Stokes transition to be 472166.16(9) GHz, dominated

by the uncertainty in wavemeter reading. This measurement provides a value of the NaCs

binding energy D0 = 147044.86(11) GHz of the v = 0 state with respect to the degeneracy-

weighted atomic hyperfine centroid at zero magnetic field.

|X1Σ, v = 0,N = 2⟩

To unambiguously identify this as the rovibrational ground state, we also performed additional

dark resonance spectroscopy to locate the |X1Σ, v = 0,N = 2⟩ state. Due to parity selection
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Figure 5.10: Dark resonance spectroscopy to locate |X1Σ, v = 0,N = 0⟩. The pump beam is set on
resonance with the |c3Σ1, v′ = 26, J = 1,mJ = +1⟩ transi on. σ+ polariza on is used for both pump and
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Figure 5.11: Dark resonance spectroscopy loca ng |X1Σ, v = 0,N = 2⟩. The pump beam is set on reso-
nance with the |c3Σ1, v′ = 26, J = 2,mJ = −1⟩ line. σ− polariza on is used for both pump and Stokes
beams.

rules, we cannot use a two-photon Raman transition to drive to N = 1 from the Feshbach

molecular state, and N = 2 is the next nearest state we can observe.

We found that due to different coupling strengths and the presence of strong scattering in

the excited state mentioned above, this required a different intermediate state and polarization

combination to couple most favorably to the |X1Σ, v = 0,N = 2⟩ state. Whereas when driving

to the N = 0 state we use the intermediate state |c3Σ1, v′ = 26, J = 1,mJ = +1⟩ and

σ+ polarization for both beams, to couple to the N = 2 state, we use the intermediate state

|c3Σ1, v′ = 26, J = 2,mJ = −1⟩ and σ− polarization for both beams. This is shown in red in

Fig. 5.8.

In Fig. 5.11 we show the results of dark resonance spectroscopy in this configuration. We
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find a resonance in the Stokes frequency at 472158.158(5) GHz. From this, we can obtain a

rotational constant using34

E(N) = BN(N+ 1) (5.19)

In particular, we find B = 1.744(80) GHz. This is in agreement with previous ab initio pre-

dictions76,143.

5.5 Raman transfer

Having identified a suitable transfer pathway down to the rovibrational ground state, we next

proceed to coherently transfer the molecular state. This requires first calibrating the Rabi fre-

quencies of the pump and Stokes beams. We then discuss the Raman transfer process we use

to transfer the population.

5.5.1 Rabi frequency calibrations

Pump beam

We calibrate the pump Rabi frequency by measuring the Feshbach molecules loss rate as a

function of laser power when the laser is resonant with the |J′ = 1,M′J = 1⟩ state. In the

regime where ΩP ≪ Γ, the depletion rate is 1/τ ≈ Ω2
P/Γ . We fit the inverse Feshbach

molecule lifetime versus pump power as shown in Fig. 5.12, and extract a Rabi frequency

of ΩP/2π = 6.2(8) MHz×
√

PP
1 mW .

Stokes beam

We calibrate the Stokes laser Rabi frequency using Autler-Townes spectroscopy144. After

locating the rovibrational ground state, we tune the Stokes laser onto resonance with the |J′ =
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1,M′ = 1⟩ state, and measure the depletion of Feshbach molecules as a function of pump laser

frequency. We observe an Autler-Townes doublet feature as shown in Fig. 5.13, and fit it to a

model function for the 2-body survival probability PNa+Cs after a pulse duration t144

PNa+Cs(t) = Patom + Pmol exp
(
−Ω2

Pt
4Γδ

|Ω2
S + 2iδ(Γ + 2iΔ)|2

)
, (5.20)

where Patom is an atomic background population, Pmol is the Feshbach molecule creation fi-

delity, and ΔP,S are the one-photon detunings of pump and Stokes lasers, respectively. We

obtain a value of ΩS/2π = 283(9) MHz at PS = 3.2 mW, or ΩS/2π = 158(8) MHz ×√
PS/(1 mW) for the Stokes laser Rabi frequency.

5.5.2 Coherent transfer process

For a coherent Raman π-pulse transfer, a large ratio between the coherent effective 2-photon

Raman coupling (ΩR in equation 5.3) and the incoherent scattering (Rsc in equation 5.5) is

crucial84. We calculate this based on our achievable Rabi frequencies as measured above, and

include all the neighboring excited states. A plot of the coherence ratio as a function of single-

photon detuning is shown in Fig. 5.14.

We find that σ+ polarization for both beams gives the best ratios out of the achievable

polarization configurations in our system. This configuration couples the Feshbach molec-

ular state predominantly to the |M′′INa
= 3/2,M′′ICs

= 5/2⟩ hyperfine component in the

|X1Σ, v = 0,N = 0⟩ state. With a σ−/π combination for the pump/Stokes beams, a larger

ratio is achievable, which couples to the |M′′INa
= 3/2,M′′ICs

= 3/2⟩ hyperfine component in the

ground state. In the present experimental configuration however, we are unable to address the

atoms with π polarization.

Generally, larger detuning is strictly better in terms of incoherent scattering (due to the 1/Δ
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Figure 5.14: Raman transfer coherence ra o. The best scenario with the achievable polariza ons in the
present experimental configura on is shown in blue (σ+/σ+). With a σ−/π (pump/Stokes) combina on,
a be er ra o can be achieved by coupling to a different hyperfine component in the rovibra onal ground
state.

scaling of effective Rabi rate compared to the 1/Δ2 scaling of scattering rate); the limitation

lies in decoherence factors that may come into play with slower effective Rabi rates given a

finite amount of laser power. We note that in this regard, the optical tweezer platform we use

has the advantage that we can afford larger beam intensities due to the small volumes of the

traps.

In our case, we choose to detune both pump and Stokes lasers by 21 GHz to the red of the

|c3Σ1, v′ = 26⟩ manifold, which gives a coherence ratio of ~30. With a 3 µs pulse, we lo-

cate the Raman resonance as shown in Fig. 5.15 by scanning the Stokes laser detuning. We

observe only a single resonance, consistent with our expectation from that we populate pre-

dominantly the |M′′INa
= 3/2,M′′ICs

= 5/2⟩ hyperfine component of the rovibrational ground

state for our choice of laser polarizations.

Fixing the Stokes laser frequency on resonance and varying the pulse duration, we observe

coherent Rabi oscillations as shown in Fig. 5.16. We measure a Raman Rabi frequency of
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Figure 5.15: Two-photon Raman resonance between Feshbach molecular state and |X1Σ, v = 0,N = 0⟩.
The pump and Stokes lasers are detuned by 21 GHz to the red of the |c3Σ1, v′ = 26⟩ manifold. Both lasers
are pulsed on for 3 μs. The Stokes laser detuning is scanned, giving a Rabi lineshape. Dashed lines and
grey area show the Feshbach molecule contrast and errorbars. The data shown here and in Fig. 5.16 are fit
simultaneously to a Rabi lineshape including loss and decoherence.

0 1 2 3 4 5 6 7 8

Pulse duration (µs)

0.3

0.4

0.5

0.6

0.7

0.8

N
a

 +
 C

s
 s

u
rv

iv
a

l

Figure 5.16: Coherent transfer from Feshbach molecular state to |X1Σ, v = 0,N = 0⟩. The Stokes laser
is fixed on two-photon resonance based on the Rabi lineshape scan. Dashed lines and grey area show the
Feshbach molecule contrast and errorbars which was collected simultaneously with the data. The data
point is shown by the first blue circle and orange triangle. The data shown here and in Fig. 5.15 are fit
simultaneously to a Rabi lineshape including loss and decoherence.
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ΩR/2π = 187(2) kHz, consistent with the theoretical value of 210(30) kHz with pump Rabi

frequency ΩP/2π ≈ 44(6)MHz at PP = 50 mW, and Stokes Rabi frequency ΩS/2π ≈

230(10)MHz at PS = 2.1 mW. We find a ratio ΩR/Rsc = 27(7), similar to our expectation

from calculations above, indicating that coherent transfer dominates over loss.

We find a one-way transfer efficiency of 82(10)% from Feshbach molecules to rovibra-

tional ground state molecules. Incorporating the present Feshbach molecule creation fidelity

of 38(1)%, the overall efficiency for creation of ground-state molecules from individual atoms

is 31(4)%, and the round-trip efficiency from atoms to ground state molecules and back is

26(6)%. The dominant factor limiting the overall molecule creation fidelity from atoms is that

of Feshbach molecule creation, which have been detailed in Chapter 4. In the experimental

runs here, additional heating during the trap merge was present which led to slightly lower

Feshbach molecule formation efficiency.

Another significant factor limiting ground-state molecule formation is decoherence. We fit

a dephasing time in Fig. 5.16 of γ−1 = 17(5)µs, while the scattering time is R−1
sc = 23(6)µs.

The observed decoherence can be accounted for by fluctuating AC Stark shifts arising from

drifts in the pump and Stokes laser intensities. For the data presented here, the optical power

in each of these beams drifted by ∼ 5% due to thermal variation in the laboratory environment

and were not actively stabilized. By stabilizing the Raman laser powers it is possible for the

transfer efficiency to be limited by off-resonant scattering from c3Σ1.

5.6 Rovibrational ground state characterization

5.6.1 Lifetime

We characterize the lifetime of the rovibrational ground state by varying the hold times of the

molecule in the optical tweezer before applying an addition π-pulse to transfer the molecules
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back to Feshbach molecules, then back to atoms. Since our experiment involves only a sin-

gle molecule in a deep optical trap, we expect the ground state lifetime to be primarily limited

by scattering of the trap light or collisions with background gas. At our typical trap intensity

of 80 kW/cm2, we find a ground-state lifetime of 3.4 ± 1.6 s. In order to investigate possi-

ble limits to the molecule lifetime, we increased the tweezer intensity to 10× and 27× the

typical trap intensity. These are shown in Fig. 5.17. We find that the rovibrational ground

state lifetime can be reduced to 0.5(1) s and 130(40) ms at trap intensities of 0.8 MW/cm2 and

2.2 MW/cm2, respectively, consistent with a linear scaling.

Assuming a linear dependence on trap intensity, we find a loss rate for ground state

molecules of 2.3(5) s−1(MW/cm2)−1, as shown in the inset of Fig. 5.17. The precision of our

measurement is limited by a maximum cycle time of 1.5 s due to thermal fluctuations of the

apparatus. Using the theoretical ground state polarizability of NaCs from Ref.145, we expect

a scattering rate of 54 s−1(MW/cm2)−1, suggesting either an overestimate of the theoretical

polarizability or a high proportion of Rayleigh over Raman scattering at this wavelength. Nev-

ertheless, we believe the second-scale lifetime we observe at the normal operating intensities

is sufficient for most future applications.

5.6.2 External state

As in the case of the Feshbach molecules, we are interested in the external state of the rovi-

brational molecule that we transfer to. Being in the lowest motional state is crucial for longer

coherence times for the dipolar interactions between the molecules in future applications36.

The rovibrational ground state molecule primarily inherits the motional quantum state of the

Feshbach molecule, which arises from the individually laser cooled atoms.

In Chapter 4, we estimated that the center of mass (COM) ground state fraction of Feshbach

molecules we formed was 77(5)% using Raman sideband thermometry. We also observed a
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Feshbach molecule creation fidelity of 47(1)%, consistent with a relative motional ground

state population of 58(4)%. In the data presented in this chapter, we observe a slightly reduced

Feshbach molecule creation fidelity of 38(3)%, while the atomic ground state cooling condi-

tions have not changed from. The reduced fidelity of Feshbach molecule creation arises from

an axial misalignment of the dual species optical tweezers, which primarily leads to heating

of the Na atom during the merge process. Because Na is much lighter than Cs, heating of the

Na atom primarily contributes to excitation of the relative motional degree of freedom, as op-

posed to the COM. Using the Feshbach molecule creation fidelity as a proxy for thermometry,

we estimate that the COM ground state fraction of Feshbach molecules under present experi-

mental conditions is 75(5)%.

Two main effects cause COM motional excitation of the molecule during Raman transfer.

First arises from the differential wavenumber of the pump and Stokes lasers, Δk. In the Raman

transfer process, motional sidebands of the COM degree of freedom are not resolved: The

Raman Rabi frequency is of order ΩR ≈ 2π × 200 kHz, while the axial trap frequency during

transfer is ωz ≈ 2π × 3 kHz. Coherent absorption of a pump photon and emission of a Stokes

photon during Raman transfer thus creates a coherent state of the molecule’s COM motion

with momentum ℏΔk. The mean occupation number resulting from this kick is n̄ ≈ 0.085,

giving a 92% probability to remain in the ground motional state.

A second source of motional excitation during Raman transfer is the mismatch of initial and

final state trap frequencies, due to a difference in polarizability of each state to the trapping

laser. The Feshbach state polarizability is estimated as Re[αNa+Cs(1064 nm)] = 1397 a3
0 from

the sum of atomic polarizabilities, while the X1Σ polarizability is Re[αX1Σ(1064 nm)] = 936 a3
0

from145. The ratio of trap depths is then 1397/936 ≈ 1.5, so that ratio of trap frequencies

is
√

1.5 which we call f below, and the ratio of harmonic oscillator lengths is (1.5)1/4. The
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probability of remaining in the motional ground state is

P0←0 = |⟨n′x = 0, n′y = 0, n′z = 0|eiΔkz|nx = 0, ny = 0, nz = 0⟩|2. (5.21)

The initial Feshbach molecule COM spatial wavefunction is essentially projected onto the

rovibrational ground state COM wavefunction. Because the Raman transfer lasers propagate

along the z axis, we can separate the integrals and evaluate them straightforwardly, finding

P0←0 =
8f3/2

(f+ 1)3 exp
(
− f η2

2f+ 2

)
, (5.22)

where η = Δk zho ≈ 0.413 is the Lamb-Dicke parameter. We find P0←0 ≈ 0.94.

In the worst case, in which these two motional excitation effects add up, we would expect

a reduction of the motional ground state population by a factor 0.862. We estimate the overall

COM ground state fraction of the rovibrational ground state to be 75(5)% × 0.862 = 65(5)%.

Both excitation effects can be mitigated by performing the Raman transfer more slowly with

a larger detuning and at a higher trap frequency. However, loss of Feshbach molecules and

finite laser coherence will limit the maximum transfer time. In the limit of resolved motional

sidebands during Raman transfer, both effects can be eliminated. It is also possible to apply

the Raman lasers perpendicular to the tweezer axis in order to take advantage of the higher

trap frequencies in the radial direction. Nevertheless, these results present the first time a polar

molecule has been created with full quantum-state control in its rovibrational ground state, and

provides a starting point for many exciting applications.
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5.7 STIRAP

In this section we briefly discuss our initial attempts at coherent transfer using STIRAP. As

discussed in section 5.1, this process uses a counter-intuitive pulse sequence to achieve adi-

abatic transfer of population140. Due to its relative relaxed requirements on laser power sta-

bility and less intensity required, this has been the established approach in the literature to

transferring to the rovibrational ground state in bi-alkali’s. Typically, STIRAP is performed

with pump and Stokes lasers on both single- and two-photon resonance. This ensures no light

shifts from the lasers, so that the excited state remains dark over the course of the ramp (equa-

tion 5.2). In our initial attempt we performed detuned-STIRAP, which detunes both beams

off of single-photon resonance146. Detuned-STIRAP has the advantage that a loss feature

when scanning the two-photon detuning can be more apparent and indicative of a resonance.

A molecule formation signal after performing a one-way STIRAP pulse is detected by simul-

taneous loss of Na+Cs atoms. Due to the large excited state linewidth, performing STIRAP on

single-photon resonance leads to atom pair loss from the pump beam and may occlude any ad-

ditional loss that would indicate a STIRAP transfer. On the other hand, with detuned-STIRAP,

loss from the pump beam is reduced, and any molecule formation signal when on two-photon

resonance can be clearer. In this configuration, however, light shifts arise from the SITRAP

beams themselves and the single-photon detuning needs to be scanned. In addition, light shifts

cause the STIRAP beams to not be entirely on two-photon resonance over the course of the

entire pulse, causing additional coupling to the intermediate state, which can affect the transfer

efficiencies.

In the experiment, we use linear ramps as shown in Fig. 5.18. These pulses were pro-

grammed using a function generator and triggered by the experiment control system. We use

ΩP = 2π × 4.7 MHz and ΩS = 2π × 20 MHz, with rise times of 5 μs. We expect this to
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5μs

635nm

922nm

Figure 5.18: STIRAP laser pulse sequence. The Stokes laser is ramped on first before ramping up the pump
laser and ramping down the Stokes laser. In the two-way scenario shown, an addi onal Stokes laser pulse is
applied in the me the pump laser is ramped down.

be in the adiabatic regime as the ramp rates are an order of magnitude slower than the single-

photon Rabi rates leading to a large pulse area140. We blue-detune 900 MHz away from the

|c3Σ1, v′ = 26, J = 1,mJ = +1⟩ line; the next nearest state is ~1.5 GHz further blue-detuned

with weaker couplings.

In Fig. 5.19 we show the results of scanning the two-photon detuning. We compare be-

tween a one-way pulse, which would nominally convert Feshbach molecules to the rovibra-

tional ground state on resonance, and a two-way pulse, which would nominally bring the

population back. We observe a resonance feature for the one-way pulse, indicating a trans-

fer to the rovibrational ground state. Moreover, we observe a contrast between the one-way

and two-way signal at particular detunings where there is also one-way molecule formation,

indicating a revival of Feshbach molecules. We find a one-way transfer efficiency of ~47%.

Shown in dotted lines are numerical simulations with parameters similar to the the experiment

incorporating all the coupled excited states. We find that our experimental results qualitatively

agree with theory. In the simulations, oscillations in the revival signal appear due to interfer-

ence between the two ground state populations.

While we were able to observe a transfer signal using detuned-STIRAP, we found that the
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Figure 5.19: Detuned-STIRAP to rovibra onal ground state. The pump and Stokes beams are blue-detuned
900 MHz from the |c3Σ1, v′ = 26, J = 1,mJ = +1⟩ line. The pump laser frequency is fixed, while the
Stokes laser frequency is scanned. A one-way STIRAP pulse (orange square) and two-way STIRAP pulse
(blue circle) is compared. We find a dip in the one-way signal, indica ng a transfer to the rovibra onal
ground state. Moreover, we find a parameter regime where there is revival of Feshbach molecule popu-
la on upon a two-way pulse, indica ng a coherent transfer process. Do ed lines are numerical simula ons
using parameters similar to the experiment. We find a qualita ve agreement. Dashed grey lines correspond
to baseline Feshbach molecule produc on efficiency.
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Figure 5.20: Numerical simula on of detuned-STIRAP as func on of ramp rate. We find that for the large
sca ering rate in our system, there is only a small parameter regime where the transfer efficiency is op mal.

signal was susceptible to drifts of unknown origin. One possibility is that due to the oscilla-

tions in the round-trip transfer, which we typically use to verify coherent molecule formation,

the signal can be rather narrow, which caused day-to-day fluctuations in the signal. In addi-

tion, the dependence of light shifts on laser intensities also cause the transfer efficiency to

vary. In principle, effects of lights shifts are eliminated when both lasers are on single-photon

resonance. However, we were unable to observe signal on resonance, despite theoretical cal-

culations suggesting it to be possible.

Moreover, we found that the optimization of the pulses were counter-intuitive. This can in

part be explained by the large excited state scattering rate. For example, in Fig. 5.20 we show

numerical simulations of a one-way detuned-STIRAP transfer assuming different excited state

scattering rates. This incorporates all the nearby excited states that are coupled to the initial

and final states by the lasers. In particular, for a small excited state scattering rate, we expect

that the transfer efficiency to improve as the ramp rate is decreased, due to increased adia-

baticity, so long as it remains within the decoherence time of the lasers. However, in the pres-
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ence of strong scattering from the intermediate state, we find that the transfer efficiency can

decrease significantly when the pulse times are increased, leaving only a small window for

optimization.

These complications ultimately convinced us to turn to a detuned π-pulse Raman transfer

for coherent transfer to the rovibrational ground state.

5.8 Summary and outlook

In this chapter we presented a coherent approach to transferring the internal state of a single

NaCs Feshbach molecule to the rovibrational ground state. This involved performing excited

state spectroscopy to identify a suitable intermediate state for transfer, as well as locating the

rovibrational ground state. We used theoretical models of the ground and excited states to

guide the transfer. In particular, with a large observed excited state linewidth, we found that a

detuned Raman transfer was relatively more straightforward compared to a STIRAP approach.

This constitutes the first time NaCs rovibrational ground state molecules have been coher-

ently formed. Moreover, this constitutes the first fully quantum-state-controlled single neutral

molecule in an optical tweezer. This serves as a starting point to scale the system up to larger

arrays, which will be the subject of the next chapter.

As we will see in the next chapter as well, the large excited state linewidth presents chal-

lenges in obtaining high fidelity transfer. Therefore, a search for alternative pathways to the

ground state is underway that could help improve the fidelity and relax intensity stability re-

quirements.
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6
Scaling to an array of rovibrational

ground state molecules

After having created a single rovibrational ground state molecule in an optical tweezer, we set

out to scale the system up to multiple tweezers and molecules. This involved overcoming a se-

ries of technical hurdles which will be described in this chapter. In the present work, we opted

to use acoustic optical beam deflectors (AOBD) to generate arrays of optical tweezers. Using
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this, we successfully trapped and cooled individual 1D arrays of 10 Na and Cs atoms simulta-

neously, and successfully assembled an array of 4 NaCs rovibrational ground state molecules

by performing the process detailed in the previous chapters of this thesis on an array in paral-

lel.

6.1 Optical upgrades

6.1.1 High power source for Na optical tweezer

As discussed in section 3.2, the trapping of Na requires a wavelength lying in the range

590 nm to 852 nm. The lack of high power diodes or amplifiers in this wavelength range ren-

der this challenging to obtain directly. Previously, using a Ti:Sapph laser tuned to 700 nm, we

were able to trap and cool* a single Na atom in an optical tweezer. To achieve the trap depths

necessary, we produce light at 623 nm using a sum-frequency generation system. This wave-

length is closer to resonance, which, although leading to higher rates of scattering, requires ~5

times less power per trap depth.

We use a MgO:PPLN sum-frequency generation crystal (Covesion MSFG626-0.5-40) to

produce 623 nm from 1038 nm and 1550 nm sources. The 1038 nm light is produced by an

Innolume Butterfly seed that is amplified by an ALS fiber amplifier. The 1550 nm light is

produced by a distributed feedback laser (DFB-1555-NL-PM-FCA) and amplified by an NKT

photonics fiber amplifier.

PPLN sum-frequency generation involves a non-linear process that generates photons at

their combined energy. The generated photons need to be in phase with that of the input beam

to not cause destructive interference on the output beam. In PPLN this is achieved by a peri-

*Efficient cooling requires a higher trap depth than merely loading a single atom. For Na we cool at
~3× the minimal loading trap depth.
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Figure 6.1: Schema c of sum-frequency genera on beampath. The 1038 nm and 1550 nm beams are
combined on a dichroic before being focused into the SFG crystal. The beam diameters out of the lasers are
~2 mm and ~5 mm respec vely. An addi onal dichroic a er the crystal filters out unconverted IR light. The
beam is recollimated before being focused into the switching AOM and coupled to the experiment.

odically poled crystal, such that each period flips the phase of the generated photon147. The

temperature of the crystal needs to be adjusted such that the phase-matching condition is met.

For the particular crystal we use, we find a temperature dependence of ~50 GHz/°C. In addi-

tion, the temperature condition for phase matching depends on the specific frequencies of the

seeds, therefore the frequencies of the seeds are actively servo-ed by a slow wavemeter lock

that feeds back on the laser frequency by controlling a piezo voltage.

In addition to tuning the temperature for phase matching, the beam size and intensity are

important to achieving good conversion efficiency. In particular, since the Rayleigh length

is constrained by the spot size of the beam, there is a compromise between a stronger inten-

sity over a smaller range, or lower peak intensity but over a larger range. The Boyd-Kleimann

focusing condition states that the ratio of the crystal length to Rayleigh length be 2.84 for op-

timal photon generation148. The length of the crystal in our system is 40 mm. In our system
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we use spot sizes of 52 μm and 57 μm for the 1038 nm and 1550 nm beams respectively. A

schematic of the beampath is shown in Fig. 6.1. With 9.1 W and 8.6 W input of 1038 nm and

1550 nm respectively we obtain ~5 W of 623 nm light after the crystal.

At this wavelength it is still necessary to switch between the tweezer light and

MOT/imaging light, which we do in a similar manner as before (see section 2.3.1)78. The

need for switching unfortunately cuts down the available power due to the ~30% duty cy-

cle. Recently, it has been demonstrated that magic trapping is possible on the D1 line at

619 nm149. A magic trapping condition occurs when the polarizabilities of the ground and

excited states are the same, leading to no AC Stark shift on the atom from the trapping light.

This would eliminate the need for switching between the MOT/imaging light and tweezer

light, and would allow for more power. Nevertheless, with the present setup, after the switch-

ing AOM and fiber coupling, we obtain ~400 mW at the experiment. The fiber is coupled by

a single-mode patch cable (Thorlabs, P3-488PM-FC-10), where we get an efficiency of ~75%,

which does not saturate at the powers at which we operate. In planned upgrades we plan to

use photonic crystal fibers for higher power transmission and stability150.

6.1.2 Optical tweezer beampath

Previously, the optical tweezer beampath shown in Fig. 2.17, with a single AOBD (IntraAc-

tion ATD-1403DA2W) in the 1064 nm tweezer beampath, allowed for an array of Cs atoms

as well as steering of Cs in one dimension along the array direction (horizontal). To accom-

modate arrays for both species, we add two AOBD’s (IntraAction, ATD-1403DA2W†) in

the 623 nm tweezer beampath. One (horizontal direction) generates the array of tweezer

beams, while another (vertical direction) steers the entire array to be merged with the 1064 nm
†These were originally designed and specified for 1064 nm, but we found them to work well for

623 nm too. We achieved ~80% efficiency over a 70 MHz sweep range for 623 nm, whereas the effi-
ciency was ~50% for 1064 nm.
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tweezer array. Notably, this setup would allow for in situ rearrangement in the future.‡

A schematic of the upgraded beampath is shown in Fig. 6.2. Each AOBD (vertical then

horizontal) is followed by a telescope, before the beam is sent into the objective. The combi-

nation of AOBD and telescopes form an optical relay system151. Specifically, the first vertical

AOBD lies at the focal point of the f1 = 100 mm lens, while the second horizontal AOBD lies

at the focal points of both the f2 = 150 mm and f3 = 100 mm lens. Finally, the distance from

the f4 = 500 mm lens to the objective is f4 + fobj. These together ensure that (1) the diffracted

beams entering the second horizontal AOBD is at the same point regardless of diffraction

angle of the first AOBD for optimal efficiency and (2) the diffracted beams correspond to par-

allel translation of the optical tweezers at the focus of the objective.

The angular magnification of the second telescope consisting of lenses f3 and f4 is

|Mang| =
f3
f4

(6.1)

To achieve maximal separation of the traps given the limited bandwidth of the AOBD’s, we

ideally want f3 as large as possible given a fixed f4. Therefore, the beam size at the input of

the horizontal AOBD is chosen to be maximally large ~2.3 mm, limited by the aperture size of

the AOBD.

In comparison with the previous beampath, we also substituted a new imaging dichroic

(custom ordered from LayerTec) to accommodate the new wavelength at 623 nm.

‡The alternative is to use a single AOBD for each species and interleave the two arrays. This would
preclude the possibility of in situ rearrangement.
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6.2 Dual species array

6.2.1 AOBD RF control

We use an arbitrary waveform generator (AWG, Spectrum Instruments M4i.6622-x8) to si-

multaneously generate multiple RF tones for the AOBD’s in the horizontal direction for the

623 nm and 1064 nm beampaths. These use two separate channels on the AWG board. The

amplitude and phase for each tone can be individually modified.

The sampling rate of the AWG is at 625 MHz. As a result, we observe peaks in the spec-

trum corresponding to the aliased signals along with the desired tones. The RF signals are

high-passed and low-passed to filter extraneous frequencies. While we found that lowering

the output amplitude of the AWG output helped to suppress the extraneous peaks in the signal,

we found that mF depumping of the atoms was significantly worse at lower amplitudes. This

is reminiscent of the depumping observed in section 3.3.1, where noise on the RF signal gen-

erated by the USRP system caused rapid depumping as well. This suggests that the source of

the noise of the AWG is constant in the background and is amplified more downstream when

operating at lower amplitudes. Due to this, we opted to use the maximal output power from

the AWG.

The RF signals are then amplified by an RF amplifier (Mini-Circuits ZHL-20W-13+).

While the maximum output power we require is < 5 W (limited by the AOBD), the high

power specification of this amplifier allows us to operate well below the saturation regime

(the relevant specification being the third-order intercept point). This reduces intermodulation

causing beating effects downstream.

For the vertical AOBD in the 623 nm beampath used for merging, only a single tone is

necessary, so we use a DDS channel controlled by our FPGA-control system and amplified

with an RF amplifier (Mini-Circuits ZHL-03-5WF+).
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6.2.2 Trap normalization

The RF signal output from the AWG is nominally of the form

∑
i

cos (2πfit+ φi) (6.2)

However, due to non-linearities in the system, whether from the AWG and amplifier, or the

AOBD, terms in this sum can mix and result in terms

cos(2πfit+ φi) cos(2πfjt+ φj) ∝ cos
(

2π(fi − fj) + (φi − φj)
)
+ cos

(
2π(fi + fj) + (φi + φj)

)
(6.3)

The terms involving fi − fj can then mix again with the original signal and result in terms near

the original desired tones fk + (fi − fj). For a uniformly spaced array, where the neighbor-

ing fi are equally spaced, these terms can collude with the original signal and destructively or

constructively interfere leading to unequal amplitudes in the desired tones. There are methods

to optimize this to avoid interference effects68. In practice, we found that by starting from a

uniformly distributed random set of phases for each of the tones, destructive interference was

minimal, and we could optimize homogeneity by adjusting amplitudes only.

The RF amplitudes are first adjusted by normalizing the beam intensity of the array focused

onto a beam profiler. We then normalize the 1064 nm array on the atoms by matching the

light shift on Cs atoms at individual sites. Due to lack of light shifts on Na with the switch-

ing trap for 623 nm, we crudely normalize the array by matching the minimal single atom

loading powers at each site. After initial normalization of the arrays using these methods, we

optimize more finely on the uniformity of the trapping frequencies using parametric heating

spectroscopy83 or Raman sideband spectroscopy.
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Figure 6.3: Hea ng of Na atoms in array. The tweezer and MOT/imaging light is pulsed out of phase at
3 MHz. Solid (dashed) line shows survival of two Na atoms spaced 6 MHz (7 MHz) apart. In both cases,
both atoms are held at the same trap depth (~3mK). In par cular, we see significant hea ng and loss when
the AOBD frequency spacing is not a mul ple of the switching frequency.

6.2.3 Heating problems

As discussed in section 2.3.1, we modulate our Na trap at 2.5 MHz out of phase with the

MOT/imaging light to eliminate light shifts from the tweezer light that inhibits loading and

imaging. In the array, we found that when the array spacing frequency difference is a non-

integer multiple of the modulation frequency, heating would occur. An example of this is

shown in Fig. 6.3 where we load and measure the lifetime of the Na atoms in two traps only.

In particular, when the switching frequency is at 3 MHz, and two traps are spaced 7 MHz

away, rapid loss was seen from the trap. However, with a spacing of 6 MHz (an integer multi-

ple of 3 MHz), no significant heating was observed.

The switching of the laser frequency fL at fS with a 30% duty cycle square pulse leads to

frequency sidebands on the laser at frequencies fL+n·fS, where n is any integer (the amplitudes

are lower for larger n). In the simple case of two tones f1 and f2 driving the AOBD, the laser
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beam is deflected and generates two beams containing frequency components

fL + n · fS + f1 and fL + m · fS + f2 (6.4)

If the two beams overlap in space at the location of the atoms, this can lead to beating at fre-

quencies

(f1 − f2)− n · fS (6.5)

When Δf = f1 − f2 is not an integer multiple of fS, this difference can lead to frequencies

near two times the trapping frequency, causing parametric heating on the atoms. Therefore, we

found it necessary to find frequencies that avoid this situation.

Our choice of switching frequency fS is limited by various considerations78

• (1) The switching frequency needs to be less than the excited state linewidth (2π ×

10 MHz) so that the atom has sufficient time to scatter light.

• (2) The switching frequency needs to be larger than the trapping frequency (~500 kHz)

so that the atom motion is unaffected by the switching.

This constrains our choice of frequency spacing for the AOBD array. We choose a switch-

ing frequency fS of 3.5 MHz and AOBD frequency spacing Δf of 7 MHz or 14 MHz for the

Na array. To align the Na and Cs traps, this corresponds to an AOBD frequency spacing of

5.28 MHz or 10.57 MHz for Cs.

In Fig. 6.4 we show a dual species array consisting of 10 Na and Cs atoms each. The atoms

within each row are spaced by 3.6 μm, and the two rows are spaced by 3.3 μm. These cor-

respond to 7 MHz and 5.28 MHz spacing for the 623 nm and 1064 nm horizontal AOBD’s

respectively.
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Na

Cs

Figure 6.4: Dual species array of single atoms. Na and Cs arrays are generate individually by AOBD’s in the
horizontal direc on. Na and Cs atoms are imaged separately and overlaid to produce the image, which is
averaged over 132 experimental runs. Red (blue) corresponds to trapped single Na (Cs) atoms. The atoms
are spaced ~3.7 μm in their individual arrays, while the spacing between the Na and Cs arrays is ~3 μm. A
separate AOBD in the ver cal direc on for the 623 nm tweezer steers the Na array to merge with 1064 nm
Cs tweezer beams.
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6.3 Raman sideband cooling

After we have trapped a dual species array, we Raman sideband cool the array of atoms to

their motional ground states. The cooling sequence is the same as discussed in 3.3.1. Since

the Raman beams are ~200-300 μm in diameter, this is sufficient to address the entire array

homogeneously with proper centering of the beams on the array.

In Fig. 6.5 we show Raman sideband thermometry spectra obtained after Raman side-

band cooling of an array of 10 Na (a) and Cs (b) atoms. In Fig. 6.6 we show the n̄ for

each of the 3 axes for each species at each individual site. On average, we achieve n̄Na =

(0.15(5), 0.13(5), 0.18(4)) and n̄Cs = (0.056(22), 0.068(23), 0.054(25)) over all sites. In

particular, these results demonstrate that, since the atoms are neutral and do not interact with

each other strongly in an array, scaling up this platform to include multiple atoms for Raman

sideband cooling does not come at the expense of compromised performance.

6.4 Merging arrays

After Raman sideband cooling, the Na and Cs arrays are merged together in parallel such that

a single pair of Na and Cs atoms occupies each site of the 1064 nm tweezer array. The motion

is controlled by ramping the frequency of the vertical AOBD in the 623 nm tweezer beampath,

similar to the case of merging a single pair of atoms (section 3.4). In addition to aligning the

final AOBD frequency to ramp to, there are additional degrees of freedom we need to account

for in the merge alignment process:

• The horizontal shift between the two arrays is controlled by a motorized mirror mount

in the 623 nm beampath. In principle this could also be completed by introducing an

overall frequency shift in one of the horizontal AOBD’s. The alignment of this is op-
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lineshape to obtain the respec ve sideband amplitudes. The worse cooling performance in sites 1-2 of Na
is due to inhomogenei es in the trapping frequency.

timized by maximizing the pushout of Cs atoms from the 623 nm light, which is anti-

trapping for Cs, at the merge location.

• The relative tilt between the two arrays is aligned by manually adjusting the tilt of the

horizontal AOBD in the 623 nm beampath, which lies on a 5-axis mount. The align-

ment is optimized by comparing the tilts of the atom arrays on the camera, which is

found by fitting each of the atom arrays to linear arrays of Gaussian profiles that are

equally spaced apart.

• The spacing between atoms in each of the individual arrays also need to be the same

to ensure optimal merging. Due to the constraints on the frequency spacing of the Na

array as discussed in section 6.2.3, the spacing of the Cs array is adjusted to match that

of the Na array. This too is optimized by comparing the atom arrays on the camera.

166



6.5 Forming Feshbach molecules

With the atoms Raman sideband cooled, we proceed to form Feshbach molecules using the

procedure described in Chapter 4. In particular, in the experiment we ramp the magnetic field

from zero to 867 G before merging the traps and forming molecules by magnetoassociation.

We initially however, found no Feshbach molecule creation, and traced this to loss of mF pop-

ulation during the magnetic field ramp up to high fields. Specifically, we found, for example,

that the population for Cs would be lost in an array spaced by 5.28 MHz for the 1064 nm ar-

ray upon going above ~15 G. At ~15 G, the neighboring mF level energy spacing 5.25 MHz

coincides with the neighboring trap frequency difference Δf.

In section 3.3.1, we discussed how the presence of noise in the RF signal driving the

AOBD causes depumping of the mF state for Cs. We note that for an AOBD, noise on the

input RF signal in fact shows up as frequency sidebands in the RF signal, and therefore leads

to additional deflected beams in the AOBD output. Therefore the noise causing depumping is

ultimately a beating or combined Raman scattering effect between the extra deflected beams.

In the present case, for an AOBD being driven by equally spaced tones fi, where fi+1 − fi = Δf

is constant, neighboring tones, if they overlap optically, will also cause beating. The overlap is

exacerbated by clipping in the beampath, which causes Airy disk patterns in the images of the

individual trap beams (see Fig. 6.8). In the presence of circular polarization component at the

location of the atoms, this will cause mF state scrambling similar to the mechanism aforemen-

tioned in section 3.3.1.

In Fig. 6.7(a) we show the depumping of a single Cs atom from the stretched state |F =

4,mF = 4⟩Cs as a function of neighboring trap frequency. The blue data points show the

case of bad depumping, whereby traps spaced closer than 15 MHz causes depumping. In Fig.

6.7(b) we measure the intensity spectrum of a single trap clipped off at the focus. In particular,
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Figure 6.7: mF depumping of Cs atom in an array. (a) Depumping of a single Cs atom out of the stretched
state |F = 4,mF = 4⟩Cs with varying neighboring AOBD trap frequency difference. Blue (red) points
indicate the depumping before (a er) implemen ng the changes discussed in the text. (b) Op cal intensity
noise spectrum of a single trap measured with varying neighboring trap frequency. The tweezer beam is
clipped at the focus to pick out a single trap.

We find a decreasing beatnote as the neighboring trap frequency is increased.

To mitigate these effects, we jump the magnetic field from 0 to 30 G using the shim field

coils in the x-direction before ramping the Feshbach coil up to the desired field. The jump

causes oscillations due to Eddy currents and servo responses, sowe wait an additional 20 ms

for the magnetic field to settle. Finally, we ramp the trap intensities down during the magnetic

field ramp, which also lowers the Raman scattering rate. The depumping after these imple-

mentations are shown in red in Fig. 6.7(a). While this effectively eliminates the depumping

effects, we still opt to separate the traps to double the spacing, so that the frequency is 14 MHz

and 10.57 MHz for Na and Cs respectively, corresponding to a distance of 7.4 μm, to preempt

further problems during molecule formation (Fig. 6.8).
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Figure 6.8: Simula on of clipped Gaussian beam. A Gaussian beam 16mm in diameter is clipped by the
objec ve aperture 25.4mm and imaged by the objec ve with focal length 16mm. The Airy pa erns arising
from the clipping are suppressed by an order magnitude between ~3.7μm and double that (comparing
nearest peaks from those distances).

6.6 Array of rovibrational ground state molecules

6.6.1 Addressing arrays

As discussed in Chapter 5, the method we use to transfer the molecule from the Feshbach

molecular state to the rovibrational ground state relies on a driving a π-pulse with a two-

photon Raman transition. Compared with STIRAP, this approach is more susceptible to beam

intensity fluctuations. Therefore, to uniformly drive the array to rovibrational ground state

molecules, the Raman transfer beams need to uniformly address the array over ~30 μm.

While the two-photon Rabi frequency is given by Ω1Ω2
4Δ ∝

√
I1I2 and scales to the square

root of intensity of the Raman transfer beams, we also need to consider the differential light

shift Ω2
1

4Δ −
Ω2

2
4Δ that would shift the transition out of resonance. A numerical simulation of the

dependence of transfer efficiency on the pump and Stokes beam Rabi frequencies is shown

Fig. 6.9(a). Based on this, we estimate that with our Rabi frequencies, the transfer fidelity can

be above 95% across the array, if the intensity variation over the array is less than 16% for
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Figure 6.9: Tophat beam shaping. (a) Molecule Raman state transfer efficiency as a func on of pump and
Stokes Rabi frequencies rela ve to center frequencies based on numerical simula ons. Ωp,0 and ΩS,0 are
taken to be 2π × 40 MHz and 2π × 200 MHz respec vely. (b) Schema c of beampath. The 635 nm and
922 nm beams are launched individually using fiber launchers (Scha er+Kirchhoff 60FC-L-4-M60L-02)
such that the beam sizes match that required by the Airy beam shaper. The cylindrical telescope shrinks
the horizontal beam size to give the cylindrical beam shape at the atoms. The two beams are combined
by a dichroic before being focused into the chamber with a spherical lens. The beams are sent counter-
propaga ng with the tweezer beams. (c-d) The intensity profiles of the (c) 922 nm and (d) 635 nm beams
are imaged on a beam profiler at the focus of the beam. The ver cal direc on is a Gaussian profile. The
tophat profile is in the horizontal direc on to address the array. The peak-to-peak varia on is taken over
30 μm, which is the array size to address.
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635 nm and 8% for 922 nm§.

For a typical Gaussian beam with a waist of w0, the region where the intensity is within

15% of peak intensity has a radius of only ~0.6w0. Therefore, instead, we opt to create a

tophat shape at the location of the atoms.

Tophat beam shaping

We use an Airy beam shaper (Asphericon ASM25-10-D-B-780 and ASM25-10-D-B-632 for

922 nm and 635 nm respectively) to create an Airy disk phase pattern in the Fourier plane,

which then gets imaged by a lens to form a tophat beam shape at the location of the atoms.

We use a cylindrical shaped beam to address the 1D array for higher intensities. A schematic

of the beam path is shown in Fig. 6.9(b). The beam shape is sensitive to the alignment along

the z-direction, as the beam profile varies drastically around the focal plane. Since the beam is

counter-propagating to the optical tweezer beam path, we image the beam on the Andor CCD

camera we normally use to image the single atoms for alignment in z, and alignment in x-y to

the atoms. We are able to achieve an intensity uniformity of 8% and 15% over the peak of the

922 nm and 635 nm beam respectively on a beam profiler as shown in Fig. 6.9(c-d).

We use a vector light shift measurement to fine align the 922 nm beam to the atoms as

shown in Fig. 6.10(a-b). In particular, the light shift is proportional to beam intensity, and we

find a uniformity of 6(2)%. To check the uniformity of the 635 nm beam, we use an Aulter-

Townes spectroscopy measurement as discussed in section 5.5.1. This is shown in Fig. 6.10(c-

d). We find that the uniformity of the 635 nm Rabi frequency is 14(10)%,
§These numbers are chosen based on the achieved intensity uniformity below. In principle, the

requirement for either beam can be relaxed by compensating with tighter constraints on the other beam.
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Figure 6.10: Raman transfer beam uniformity calibra on. (a-b) The uniformity of the 922 nm beam is mea-
sured by the vector light shi induced on Cs atoms by the beam. The absolute energy shi is propor onal
to intensity, and we find a site-to-site varia on of 6(2)%. (c-d) the uniformity of the 635 nm is measured by
Autler-Townes spectroscopy. The down-leg laser frequency is parked on single-photon resonance, and the
up-leg frequency is scanned. The spacing roughly corresponds to the down-leg Rabi frequency. The exact
fi ng procedure is discussed in sec on 5.5.1. We find a site-to-site varia on in Rabi frequency of 14(10)%.
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6.6.2 Coherent molecule formation

At long last, we drive the Feshbach molecules to the rovibrational state using the same Raman

transfer process as discussed in Chapter 5. We create an array of 4 rovibrational ground state

molecules, shown in Fig. 6.11. We use 50 mW for the up-leg 922 nm, and 6 mW power for

the down-leg 635 nm out of the fiber and achieve a π-pulse time of 5.7(6) μs. The Rabi flop-

ping from Feshbach molecules to rovibrational ground state |X1Σ, v = 0,N = 0⟩ for each

individual site is shown in (a), and the π-times for each individual site are plotted in (b). The

one-way efficiency averaged over all sites is 69(5)%.

6.7 Outlook

In this chapter, we have presented our initial attempts in scaling the single molecule assembly

process up to arrays of molecules. In the present approach, we used an AOBD to create a dual

species array of up to 10 Na+Cs atom pairs, and achieved an array of 4 rovibrational ground

state NaCs molecules. In the process, we have also learned the challenges in scaling up the

platform which helps to guide further work. In planned upgrades, the following are consid-

ered:

• Spatial light modulators for tweezer array generation. As we have seen in the present

chapter, many problems arise from using AOBD’s to generate an array of optical

tweezers. In particular, beating phenomena due to non-linear effects, both optical and

RF, cause issues in bringing the traps close together. On the other hand, spatial light

modulators (SLM) have been demonstrated to be a flexible and robust approach to gen-

erating large arrays of optical tweezers69,152. SLM’s can impose a phase pattern on an

input beam in the Fourier plane that can be tailored to correspond to arbitrary tweezer

array patterns in the imaging plane. They function by driving liquid crystals at the mi-

173



0 5 10 15 20
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9
N

a
+

C
s 

su
rv

iv
a

l p
ro

b
a

b
ili

ty

site 1

site 2

site 3

site 4

1 2 3 4

Site number

0

5

10

(a)

(b)

Figure 6.11: Coherent transfer of an array of Feshbach molecules to the rovibra onal ground state. (a)
An array of four Feshbach molecules is coherently transferred to the rovibra onal ground state using the
method discussed in Chapter 5. The data from each site is overlaid. Dashed red line is a fit to the average
of all sites. Dashed grey lines and shaded grey area indicate Feshbach molecule forma on contrast and er-
rorbars. (b) The π-pulse me obtained from fi ng the data to an exponen ally decaying sinusoidal func on
for each site.
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cron scale, and are not susceptible to RF beating problems as AOBD’s are. Therefore,

we expect that using SLM’s should help improve the molecule formation fidelity and

allow for traps closer in distance, which would be advantageous for larger dipole-dipole

interactions between molecules.

• In situ rearrangement of single atoms. In situ rearrangement has previously been

demonstrated in 1D and 2D arrays of atom arrays. This would allow for higher fill-

ing fraction of the resulting molecular arrays. In addition, this would allow for higher

data taking rates and better statistics overall. With rearrangement, we can ensure that a

single Na and Cs atom are present with certainty before molecule formation and would

enable schemes to post-select on data with molecules. Better yet, the possibility of

non-destructive direct molecule detection153, or indirect detection of atom pairs left

behind¶, would allow for rearranging based on the existence of molecules at each site.

• Larger and higher dimensional arrays. In the present work we assembled a 1D array

of single molecules. In the future this can be expanded to higher dimensions, by use of

SLM’s or additional AOBD’s. In addition, to achieve larger arrays, more optical power

will be needed.

- At present Thorlabs patch cable fibers are used to couple the tweezer light from

the lasers to the experiment, which work well at the powers we operate at. However, to

go to higher powers, photonic crystal fibers will be needed to achieve higher coupling

efficiency and higher saturation powers.

- For both species, the implementation of in situ rearrangement also relaxes power
¶When atom-to-rovibrational-ground-state-molecule conversion is unsuccessful, which is predom-

inantly due to the atoms not being in the relative motional ground state of the trap, the atoms are left
behind in the trap. One possibility is to image the atoms without addressing the molecules, and any
sites without atoms would indicate the presence of a molecule. This requires high field imaging or
ramping the magnetic field to low fields for imaging.
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requirements, since higher powers are necessary for Raman sideband cooling. By turn-

ing off traps with no atoms, more power can be used for the traps to cool the atoms in.

- For Na, the current limitation is in the 623 nm power. Recent work has shown

magic trapping on the D1 line is possible for Na149, opening an avenue to create larger

arrays of Na atoms. In particular, assuming similar achievable powers in the sum fre-

quency generation process, we expect a factor of ~3.5 more power due to the increased

power from no switching and less power required per trap depth by being closer to res-

onance.

• Improved molecule formation. In the molecule assembly process, the Raman transfer

process is susceptible to intensity variations over the array. In the present work we used

an Airy beam shaper to create a tophat beam shape to uniformly address the arrays.

- Alternate Raman transfer schemes. One possibility is to chirp the frequency of

the Raman transfer beams to achieve adiabatic transfer by ARP154. This would relax

intensity stability and uniformity requirements for the transfer process.

- Raman transfer beam addressing. Alternate approaches include using an SLM or

AOM to generate individual addressing beams that can then be aligned to the individual

atoms. This would allow for smaller beam waists and thus higher intensities, as well as

better individual control.

- Alternate transfer pathways. As discussed in Chapter 5, the molecule formation

fidelity is limited by the excited state scattering. This leads to decoherence after 1-2

Rabi cycles. Work is under progress to identify transfer pathways with less scatter-

ing. This could enable, for example, (a) STIRAP transfer, which is less susceptible to

non-uniform intensities across the array, or (b) with longer coherence times, dynamic

decoupling pulse sequences155,156, which typically require 10s of π-pulses, may be pos-
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sible for creating uniform transfer across the array despite non-uniform beam intensities

across the array.
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7
Outlook

In this thesis, we presented results on creating an array of fully quantum-state controlled rovi-

brational ground state polar NaCs molecules in optical tweezers. With their large dipole mo-

ments (4.6 D), NaCs molecules are promising candidates to generate strong dipole-dipole in-

teractions. With the fine control over individual molecules in this platform, this opens exciting

new opportunities in quantum science applications harnessing the rich properties of molecules.
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7.1 Looking forward

• Microwave and electric field control

In order to entangle multiple molecules, the molecules need to be driven to internal

states that can interact with each other. Convenient options are the lowest excited ro-

tational levels157,158,159. These can be accessed by microwave or two-photon Raman

transitions. In addition to microwave control, electric fields would enable polarizing

the molecules in the lab frame160, and would allow for a wide range Hamiltonians to be

simulated161,162.

• Entanglement

Even without external eletric fields, it is possible to entangle two polar molecules by

virtue of their dipolar exchange interaction, as detailed in Ref.36. With an array of

molecules under control, this can soon be a reality.

• Scaling ever up

In this thesis we demonstrated scaling up to a 1D array of molecules. As discussed in

Chapter 6, plans are under way to scale the system to even larger systems consisting of

more molecules and higher dimensions152,68.

• Quantum simulation and quantum computation

Many quantum simulation and quantum computation applications rely on the ability to

address and control individual molecules163,40,164,165. The platform presented in this

thesis is a starting point for many of these applications.

• Other directions
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As demonstrated in Chapter 4, optical tweezers also provide a good platform to

study well-controlled few-body physics. This can be expanded to molecules to study

atom+molecule or even molecule+molecule collisions, Feshbach resonances, and even

coherent formation of larger molecules using similar approaches166,135,134. Opportuni-

ties abound.
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A
Tweezer vs. lattice confinement

The potential experienced by an atom in a laser field with spatial intensity distribution I(r)

is100

Udip = −Re(α)
2ε0c

I(r) (A.1)
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where α is the polarizability at the laser wavelength. The scattering rate is given by

Γsc,tweezer =
Im(α)
ℏε0c

I(r) (A.2)

Optical tweezer

The intensity profile of a Gaussian beam with power P and wavelength λ focused to a beam

waist of w0 can be expressed as

Itweezer(r, z) = I0,tweezer

(
w(z)
w0

)2
exp

(
− 2r2

w(z)2

)
(A.3)

where zR = πw2
0/λ is the Rayleigh range, w(z) = w0

√
1 + (z/zR)2, and the peak intensity

I0,tweezer = P/2πw2
0. The resulting dipole potential near the focus can be approximated as

U(r, z) = −U0,tweezer

(
w(z)
w0

)2
exp

(
− 2r2

w(z)2

)
≃ −U0,tweezer

(
1− 2

(
r
w0

)2
−
(

z
zR

)2
)

(A.4)

where U0,tweezer =
Re(α)
2ε0c I0,tweezer.

Near the bottom of the potential, the trapping frequencies in the radial and axial directions

are given by

ωR,tweezer =

√
4U0

mw2
0
, ωz,tweezer =

√
2U0

mz2
R

(A.5)

respectively. In particular, the ratio of the axial and radial trapping frequency is fixed by the

geometry

ωz,tweezer/ωR,tweezer =

√
2πw2

0
λ2 ≈ 4.45 (A.6)

where we can approximate w0 ≈ λ in the diffraction-limited scenario.
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The scattering rate at the center of the trap is

ℏΓsc,tweezer =
1
ε0c

Im(α)I0,tweezer (A.7)

1D lattice

The intensity profile of two counter-propagating beams in the z-direction can be expressed as

I(z) = I1(z) + I2(z) + 2
√
I1(z)I2(z) cos(δφ) = I0(1 + cos(kz)) (A.8)

The corresponding potential experienced by an atom in the presence of such a profile can be

expressed as

U(r, z) = −U0,lattice sin2(kz) ≃ −U0,lattice
(
1− k2z2) (A.9)

where we have let U0,lattice = Re(α)
2ε0c I0,lattice. Note that for the same amount of power, the peak

intensity I0,lattice = 4I0,tweezer due to interference effects. However, we are interested in com-

paring the intensity values.

The trapping frequency in this case is

ωlattice =

√
2U0,latticek2

m
=

√
8π2U0,lattice

mλ2 (A.10)

The scattering rate follows from equation

Γsc,lattice =
1

ℏε0c
Im(α)I0,lattice (A.11)
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Comparison

With the same peak intensity, i.e. U0,tweezer = U0,lattice, the ratio between the trapping frequen-

cies arising from a lattice and optical tweezer potential are

ωlattice
ωR,tweezer

=

√
2πw0

λ
(A.12)

ωlattice
ωz,tweezer

=
2π2w2

0
λ2 (A.13)

On the other hand, to produce the same trapping frequency in the radial direction, the peak

intensity values are
I0,R lattice

I0,tweezer
=

λ2

2π2w2
0
=

D2

2π2 (A.14)

while to produce the same trapping frequencies as the axial direction, this is

I0,z lattice

I0,tweezer
=

λ4

4π4w4
0
=

D4

4π4 (A.15)

where we have defined D = λ/w0 ≈ 1.

Thus, for a 3D lattice formed with the same trapping frequencies as an optical tweezer,

assuming no interference between the three axes, the total peak intensity is

I0,3D lattice = 2I0,R lattice + I0,z lattice =

(
2D2

2π2 +
D4

4π4

)
I0,tweezer ≈

I0,tweezer

π2 (A.16)

And thus the scattering rate

Γsc,tweezer ≈ π2 × Γsc, 3D lattice (A.17)

This means the scattering rate of an optical tweezer is an order of magnitude larger than that of
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an optical lattice given the same trapping frequencies.

The confinement in an optical lattice potential comes from the interference of laser beams,

and the length scale is on the order of the wavelength. The confinement from optical tweezers

on the other hand, arises from the focusing of the beam.

One method to improve the axial confinement is to superimpose a lattice in the axial direc-

tion. In this case, to achieve the same radial trapping frequency, the total intensity is

I0,3D lattice = I0,tweezer + I0,R lattice =

(
1 +

D2

2π2

)
I0,tweezer ≈

(
1 +

1
2π2

)
I0,tweezer (A.18)

which incurs ~5% extra scattering on the atoms.
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B
Relative and COM motional states

The Hamiltonian for a pair of Na and Cs atoms in a 1D harmonic trap, neglecting interactions,

can be expressed in the atomic position coordinates as

H =
∑

i=Na,Cs

p2
i

2mi
+

1
2
miω2

i x2
i =

∑
i=Na,Cs

ℏωi

(
a†i ai +

1
2

)
. (B.1)
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In particular, ai(a†i ) are the annihilation and creation operators for the harmonic modes of

the individual atoms in the harmonic trap, which gives rise to a number basis |nNa, nCs⟩ for

the motional states. When forming molecules from atom pairs, however, it is more natural

to work in terms of the center-of-mass (COM) and relative coordinates, which casts the two-

body problem in the lab frame into a one-body problem in the molecular frame of reference.

The coordinate transformation is given by

xcom =
mNaxNa + mCsxCs

M
(B.2)

xrel = xNa − xCs (B.3)

and

pcom = Mẋcom = pNa + pCs (B.4)

prel = μẋrel =
mCspNa − mNapCs

M
, (B.5)

where M = mNa + mCs and μ = mNamCs
M . Then the Hamiltonian in eq. B.1 can be equivalently

expressed as

H =
p2

com
2M

+
1
2
M
mNaω2

Na + mCsω2
Cs

M
x2

com

+
p2

rel
2μ

+
1
2
μ
mCsω2

Na + mNaω2
Cs

M
x2

rel + μ(ω2
Na − ω2

Cs)xcomxrel. (B.6)

The trapping frequencies for the Na and Cs atoms in the optical tweezers ωNa ≈ 1.07ωCs

are approximately equal, so we omit the coupling term and take ω = ωNa = ωCs to simplify
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eq. B.6 to

H =
p2

com
2M

+
1
2
Mω2x2

com+
p2

rel
2μ

+
1
2
μω2x2

rel = ℏω
(
a†comacom +

1
2

)
+ℏω

(
a†relarel +

1
2

)
, (B.7)

where

a†com =

√
Mω
2ℏ

x̂com −
i√

2Mωℏ
p̂com (B.8)

a†rel =

√
μω
2ℏ

x̂rel −
i√

2μωℏ
p̂rel (B.9)

are defined similarly to the atomic case and are related to a†Na, a
†
Cs by

a†Na =

√
mCs

M
a†rel +

√
mNa

M
a†com, a†Cs = −

√
mNa

M
a†rel +

√
mCs

M
a†com. (B.10)

The motional states can then be expressed in terms of a number basis in the COM and rela-

tive motional modes |ncom, nrel⟩. Our discussion of motional state population pertaining to

molecule formation is in terms of this basis.
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C
Table of Feshbach resonances observed
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D
Feshbach coil winding

The Feshbach coil was wound with the help of a lathe, as shown in Fig. D.1(a). Jigs as shown

in Fig. D.1(b-c) were used to hold the wires in place while the epoxy cured. A particular chal-

lenge was forcing the wires to cross over each other to create the pancake structure desired.

In an initial attempt, a short developed in the coil resulting from the large stress that builds up

where the wires cross over each other. Learning from the failed experience, during the wind-

ing process, the wires were wrapped with extra layers of Kapton tape to prevent shorts.
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(a)

(c)(b)

Figure D.1: Feshbach coil winding. (a) The coil is wound with the help of a lathe. (b-c) The coil is wound
layer by layer, wai ng for the epoxy to cure between each layer. The wire is clamped down to ensure they
fall in place following the staggered pancake structure.
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