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Abstract

In the field of Astrophysics, spectroscopic instruments have become a foundational component
of the observers’ toolkit when studying starlight. The fundamental principles of spectroscopy can
be applied ubiquitously throughout all subfields of Astrophysics. For the study of solar coronal
mass ejections (CMEs), we use ultraviolet spectroscopic measurements to determine the plasma
diagnostics for a CME. For the study of stellar CMEs, we make predictions for the feasibility of de-
tecting CME-specific signatures from distant stars. For the study of exoplanets, we determine the
degree of instrumental broadening in the optical spectral lines detected by a ground-based spec-
trograph that reveals exoplanet-induced Doppler shifts from bright stars. Within this breadth of
research topics, the common denominator is our application of robust spectroscopic techniques to
precisely detect a specific signal or precisely determine the characteristics of an astrophysical object
of interest. Specifically, our exoplanet analysis focuses on the commissioning of an exoplanet obser-
vatory’s spectrograph. We determine the stability of the fiber-fed KiwiSpec spectrograph belonging
to the MINiature Exoplanet Radial Velocity Array (MINERVA). The instruments’ stable condi-
tions allow us to find the spectrograph’s systematic noise floor. Our solar CME analysis makes use
of a unique archival dataset from the Ultraviolet Coronagraph Spectrometer (UVCS) instrument
on the Solar and Heliospheric Observatory (SOHO) spacecraft. The spectra fromUVCS derived
from the emission of the CME’s prominence core plasma as it was observed at two heights in the
corona. We use the spectra at both heights to constrain our modelling of the plasma’s physical con-
ditions, and thus, determine the energy budget as well as the rate of heating within the CME core.
Our stellar CME analysis capitalizes off of the results of our solar CME analysis. Based on a few so-
lar CMEs that have well-defined plasma diagnostics, we use the solar CME properties to estimate
the brightness of its spectroscopic signal as if it belongs to a distant star system. We emphasize that
three ultraviolet emission lines in particular would most likely be sufficiently bright to detect and
would improve the credibility of interpreting the spectroscopic signatures as belonging to a stellar
CME.We also suggest that the search for undeniably detected stellar CMEs should work in tandem
with exoplanet surveys.
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1
Introduction

Light detected by spectroscopic instruments is spatially dispersed according to its wavelengths. The

recorded spectrum should mimic the wavelength-dependent output of radiation from the astro-

physical object being observed. However, the spectrum recorded by instruments is never exactly the

same as the spectrum radiated by the light source. The ambient medium and astrophysical objects

between the Earth-based (or solar system-based) instrument and the observed light source will alter

the electromagnetic radiation in some way before it is detected. Furthermore, the very act of record-

ing the spectrum becomes a source of uncertainty that can alter the original signal that was radiated

by the source.

Despite these astrophysical and instrumental sources of uncertainty, a precisely recorded spec-
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trum can act as a “fingerprint” for the composition of the light source. If the nature of atomic

transitions between quantum states is first understood in the laboratory, the radiation given off

by certain atomic transitions can be compared to the radiation that is seen from the incredibly hot,

magnetized, and electrically charged environment of a star.

In general, the fingerprint nature of the radiation manifests through the synergy of wavelength-

dependent emission lines, absorption lines, and a broad continuum of emission. Such a spectro-

scopic fingerprint was once used by Payne (1925) to prove that the atmospheres of stars, including

our Sun, were composed primarily of hydrogen and helium atoms. Since then, a much deeper un-

derstanding has been acquired of the Sun’s chemical composition and the slightly different compo-

sitions of the Sun’s atmospheric layers thanks to the enhancements of spectroscopic instruments.

Evidence from solar spectra suggest that as plasma rises from the photosphere and eventually

reaches the corona, its photospheric chemical composition can change in the chromosphere and

remain unaltered in the corona. This is revealed through estimates of the elemental abundances,

which, among a variety of techniques, can be determined from observed photospheric absorption

lines or coronal emission lines (Grevesse, 1984; Feldman et al., 1992; Raymond, 1999). The physical

mechanism that is responsible for the height-dependent stratification in the elemental abundances is

not understood. One clue to this mystery lies within the relationship between the change in elemen-

tal abundance and the first ionization potential (FIP) of the element’s neutral atom. Known as the

FIP bias, the magnitude of this vertical elemental fractionation differs between elements with a FIP

lower than 10 eV and elements with a higher FIP. Without this FIP-dependent elemental fractiona-

tion, the ratio of elemental abundances between a low-FIP and high-FIP element would be same in

the photosphere as it is in the corona. However, the ratios are usually different:

(
XL/XH

)
corona ̸=

(
XL/XH

)
photosphere, (1.1)

where the relative abundance (XL/XH) between a low-FIP element (e.g., magnesium) and a high-

FIP element (e.g., oxygen) can be estimated from the spectroscopic technique that uses the ratio

of intensities between a strong spectral line for each element (Meyer, 1985; Feldman et al., 1998;
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Raymond et al., 1997).

In addition to using spectra as fingerprints that identify the light source’s composition, spectra

can also be used to determine the behavior of the light source. When spectra are recorded repeatedly

over time, the spectral lines that derive from a moving light source can exhibit a Doppler shift. The

shifted frequency ν of a spectral line that was originally emitted a frequency of ν0 can be expressed as

ν
ν0

=

(
c± vrec
c± vsource

)
, (1.2)

which accounts for the speed of light in a vacuum c and the velocities of the light source vsource and

an observer receiving the radiation vrec. For an observer at rest (vrec = 0), this expression can be

simplified to
−Δν
ν0

=
Δλ
λ

=
v
c

(1.3)

as the light source travels at a speed v away from the observer that receives the redshifted radiation. If

a slit spectrometer is used to observe the Doppler shift, this velocity information can be combined

with the (one-dimensional) spatial information of the light source seen along the slit.

The conditions of the light source’s environment can also be deduced from spectra. The differ-

ent layers of the solar atmosphere exhibit different temperatures, densities, and ionization states

within the radiating plasma that are observed. These plasma conditions can be diagnosed from the

aforementioned intensity ratio technique. This is because atomic models (of the radiating plasma)

have been constrained well by laboratory atomic physics experiments and recorded in CHIANTI

database (Dere et al., 1997, 2019). The atomic models utilize the empirically derived transition rates

for a plethora of prominent spectral lines. These atomic models make use of the rates of atomic ex-

citation and de-excitation, which are coupled with the plasma environment’s temperature, density,

and ionization states. Thus, the intensities and intensity ratios can be modelled as functions of these

plasma parameters.

The physical properties will evolve over time as the plasma flows through each layer of the solar

atmosphere and eventually escapes the corona to join the solar wind. Due to the dense and dynamic

environments in the solar atmosphere, it is difficult to find an individual, isolated clump of plasma
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that can visibly be tracked and studied continuously while it is emerging from the solar surface to

eventually escape the solar atmosphere. Tracking a specific plasmoid and monitoring the evolution

of its properties becomes more feasible when the material belongs to a dense, bright coronal mass

ejection (CME).

1.1 Solar CME Spectroscopy

CME events occur after unstable magnetic field structures abruptly release free magnetic energy

along with all of the plasma that was frozen-into the magnetic fields. These massive clouds of plasma

can easily be tracked as they travel through the corona and out to the interplanetary medium. How-

ever, specific structures within the CME are still difficult to monitor since the morphology and ther-

modynamics of the CME bring about changes in its large scale bulk properties as well as the small

scale properties that can distinguish one internal structure from another. Multi-band photometry

and white light imagery have been used to estimate the CME’s bulk properties, such as the mass and

kinetic energy. Ultraviolet spectrometers have been used for the relatively small scale properties.

Photometry from white light coronagraphs detect the Thomson scattering radiation of the K-

corona free electrons. As a result, the column density of the CME can be measured when it crosses

the the coronagraph’s field of view. The field of view captures the two-dimensional structure of the

CME structure and when combined with column density can yield the CMEmass. The CME’s

motion within a coronagraph’s field of view gives the bulk velocity along the plane of sky (POS).

Thus, a lower limit on the kinetic energy can be obtained.

Slit spectrometers provide little information regarding the geometry of the observed plasma, but

plenty of the plasma properties can be derived. Assuming an optically thin corona, several ultravio-

let emission lines from distinct ions can be used as intensity ratios to constrain the plasma ionization

states. However, this usually assumes that both ions experience the same local conditions despite the

spectra coming from radiation that is averaged along the line of sight (LOS).

For the environment’s free electron density, the ratio between a forbidden emission line and

an intersystem emission line can serve as a diagnostic. Such metastable states, particularly for the
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forbidden transition line, have relatively slow rates of spontaneous decay (i.e., low Einstein-A coef-

ficients). Consequently, the rate of collisional de-excitation is comparable. The emissivity from the

collisional de-excitation is a density-dependent process while the spontaneous decay is not; there-

fore, the ratio between the two processes isolates the electron density and treats it as a free parameter

that is constrained by the observed intensity ratio.

For the environment’s electron temperature, the ratio between emission lines of very different

wavelengths can be useful. This is a consequence of the Boltzmann distribution,

Nj ∝ wje−Ej/kBT, (1.4)

which describes the electron population of a given energy level j as being dependent on the statistical

weight wj, the energy Ej of the jth atomic level, and the thermal energy kBT. Since the intensity of a

given transition line is directly proportional the Boltzmann (exponential) factor, the intensity ratio

between emission lines of the same ion would depend on the following expression,

Ig,j
Ig,k

∝ exp
[ΔEg,k − ΔEg,j

kBT

]
, (1.5)

which shows the ratio between the intensity of two emission lines the are excited from the ground

state g and later spontaneous decay from the excited state of either j or k. The difference between the

change in energy levels ΔE corresponds to a difference in frequencies. In order for the temperature-

dependent exponential factor to have a significant influence on the intensity ratio, the exponential

factor (i.e., the exponential function of temperature) becomes more dependent on temperature as it

takes on a larger value:
ΔEg,k − ΔEg,j

kBT
>> 1. (1.6)

These spectroscopic techniques for deducing plasma properties can be applied to solar CMEs

observed by spectrographs. The diagnostic capabilities of these techniques should be considered

when searching for stellar CMEs and characterizing their plasma properties.
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1.2 Stellar CME Spectroscopy

The aforementioned Doppler shift method has been used extensively in the search for CMEs. Sim-

ilarly, the presence of asymmetric line profiles indicates the bulk motion of plasma along the LOS.

Gunn et al. (1994) discerned asymmetric line profiles for Ca II H and K as well as for Balmer lines

like Hδ in the spectra of the M dwarf star, ATMic. A broadened blue-wing excess in the line profiles

indicated Doppler velocities of≲ 600 throughout the duration of a flare. They interpreted this as

the bulk motion of a large mass flow of chromospheric material.

Vida et al. (2019) searched through more than 5500 spectra to find CME-related line asymme-

tries in the Balmer lines of M dwarfs. They found 478 asymmetries with corresponding maximum

velocities in the range of 100-300 km s−1, which were mostly slower than their respective host star

escape velocities.

In the context of stellar CMEs, the Doppler and line asymmetry techniques are subject to un-

certainties from projection effects, rotational modulation, and non-CME plasma flows. The CME

interpretation becomes less credible when the measured velocities are in agreement with the rota-

tional velocity the star. Also, as illustrated byMoschou et al. (2019), projection effects permit the

presence of redshifts (or red wing asymmetries) being correctly interpreted as the propagation of

a CME travelling partially away from the observer. However, redshifts of a few hundred km s−1

can be the product of confined (i.e., “failed”) CMEs or flare-induced chromospheric plasma flows

(Teriaca et al., 2003; Joshi et al., 2013). These potential uncertainties and misinterpretations can be

problematic for those who hunt for stellar CMEs while simultaneously giving hope to those who

hunt for habitable exoplanets that just so happen to orbit the many lowmass, cool stars within our

solar neighborhood.

1.3 Star-Planet Spectroscopy

Among the lowmass, cool stars have have captured the interest of the exoplanet community, late-

type M dwarfs are known to have strong and frequent magnetic activity phenomena that may ex-

cite CME-seekers but discourage habitable exoplanet-seekers. Active M dwarfs can pose a problem
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for the detection and characterization of exoplanets. Various forms of stellar magnetic activity can

limit the precision that is required to confidently deduce the physical properties of the exoplanet

that is orbiting the observed target star. Such magnetic phenomena is typically considered to be as-

trophysical “noise” or stellar “jitter” for exoplanet-enthusiasts but, conversely, is considered to be

astrophysical “signal” or stellar “activity” for flare-CME-enthusiasts.

The activity, or noise, that can exacerbate the characterization of a newfound exoplanet can be

seen in the observation runs that utilize the radial velocity method. As an exoplanet follows a Kep-

lerian orbit about its host star, the gravitational influence induces a stellar wobble. This is indicated

through periodic Doppler shift measurements that represent the wobbling star’s radial velocity mo-

tion along the LOS (e.g., Campbell et al., 1988).

The periodic signal can be contaminated by the radial velocity motion of the host star’s pressure

waves (p-modes). For solar type stars, the convective envelope can induce surface oscillations from

turbulent convection over timescales of a few minutes. The periodic noise can have amplitudes of

tens or hundreds of cm s−1 that, when in phase, can introduce a radial velocity contamination of

several m s−1 (e.g., Broomhall et al., 2009).

On the timescale of about 10 minutes, other solar convective motions can contaminate the ra-

dial velocity signal via granulation. Plasma flows in the outer layer of the convective envelope can

introduce photospheric cells of relatively bright upflows and dark downflows. When the spectral

signal is not averaged over the plasma’s periodic brightenings (heating) and dimmings (cooling) or

blueshifts and redshifts, the contamination can have radial velocity amplitudes of about 1 km s−1

(e.g., Dravins, 1990).

Magnetic activity cycles, such as the 11-year sunspot cycle, can also act as a source of noise for

the radial velocity signal. On the timescale of years, the number of sunspots and active regions that

cover the solar surface varies. Therefore, the brightness and spectral (activity) signatures vary as well

and can limit the precision obtainable by the spectroscopic radial velocity method (e.g., Wilson,

1978).
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1.4 Overview

As an arbitrary choice of words, my use of “we” will describe the implicit and explicit support that

was collectively given to me throughout the making of these research findings. We (or the term our)

includes all of those who have collaborated directly with me, as well as those who have indirectly

helped by sharing their knowledge with me via word of mouth (e.g., colloquium) or written word

(e.g., paper publication) or other forms of media.

The contents of this dissertation include three research studies that make use of spectroscopic

techniques to learn more about various astrophysical objects of interest. The studies are discussed in

chronological order of when the study was undertaken: the exoplanet instrumentation work is first

(in §2), the solar CME work is second (in §3), and the stellar CME work is third (in §4). “Our” final

remarks regarding these topics are given in §5.
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2
First radial velocity results from the

MINiature Exoplanet Radial Velocity Array

(MINERVA)

This thesis chapter originally appeared in the literature asWilson, M. L., Eastman, J. D., Corna-

chione, M. A., et al. 2019, PASP, 131, 115001

The discovery of the first planets orbiting solar-type stars was achieved using Doppler spec-
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troscopy (Campbell et al., 1988; Latham et al., 1989; Mayor &Queloz, 1995). As the first exo-

planet detections and confirmations were made, Doppler spectroscopy instruments gradually im-

proved from attaining a radial velocity (RV) precision of∼15 m s−1 (Campbell et al., 1988) to

∼3 m s−1 (Butler et al., 1996) thanks to the advent of the iodine absorption cell technique. Two

decades later, the next generation of precision RV instruments aims for instrumental stability at the

30 cm s−1 level (Wright & Robertson, 2017). However, our sensitivity to exoplanets is likely limited

by stellar activity at the∼1 m s−1 level for most stars (e.g., Saar & Donahue, 1997; Haywood et al.,

2016). Detections below this level will not be achieved until astrophysical noise sources are under-

stood as well as sources of instrumental noise. Observing with high cadence throughout a planet’s

full orbit may allow us to understand and correct for non-planetary RV signals induced by stellar

activity (O’Toole et al., 2008; Pepe et al., 2011; Dumusque, 2012).

TheMINiature Exoplanet Radial Velocity Array (MINERVA) is a dedicated observatory aiming

for both high cadence and high precision RVmeasurements (Swift et al., 2015). It is a robotic array

of four 0.7 m telescopes located onMt. Hopkins in Arizona. TheMINERVAmission ultimately

has two objectives.

The primary science objective is to detect and characterize super-Earths in the habitable zones

of nearby stars. Our RV target list is a subset of the targets monitored during the NASA/UC η⊕

Survey performed by the California Planet Search (CPS) group at the Keck Observatory using the

HIRES spectrograph (Howard et al., 2009). Out of the 230 GKM stars they surveyed, 166 are con-

sidered chromospherically quiet (Wright et al., 2004; Isaacson & Fischer, 2010). TheMINERVA

RV target list consists of 125 of the brightest (V ≲ 8) chromospherically quiet stars from their sur-

vey that can be observed from southern Arizona. WithMINERVA’s effective aperture of 1.4 m and

use of the NASA/UC η⊕ targets, the RV precision goal of the MINERVAmission was set to detect

planets at the 80 cm s−1 level (Swift et al., 2015). At this level, we plan to characterize super-Earths

while providing insight into the importance of cadence as a tool for understanding the problem of

stellar activity. We show that we are about a factor of 2 of that goal in §2.7.1, which is already within

the top tier of the current generation of precision RV instruments. Coupled with our unmatched

observational cadence, we are already operating in a unique parameter space that will enable us to
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detect new planets and provide valuable insight about the importance of cadence in understanding

stellar jitter. We can do this with our cost-efficient, four-telescope, robotic array observing at an un-

precedented cadence. The high cadence is attributed to the autonomous, flexible target scheduling,

and quick slewing of the CDK-700 telescopes. Most importantly, the majority of the robotic array’s

time is not split between multiple teams or science goals.

The secondary science objective is to search for transits of the super-Earths we find. This requires

a broadband photometric precision of<1 mmag in the optical: a goal that has already been demon-

strated by Swift et al. (2015). Multiband light curves provide information that otherwise cannot

be deduced fromDoppler spectroscopy alone. For example, the minimummass of the planet can

be found from radial velocities, but if the planet happens to transit, the transit photometry can de-

termine the radius and inclination of the planet (see, e.g. Winn, 2010). Therefore, both exoplanet

detection methods used together can indicate the true planetary mass and bulk density.

MINERVA’s secondary objective has already contributed to a variety of exoplanet science endeav-

ours (Swift et al., 2015; Vanderburg et al., 2015; Croll et al., 2017; Lund et al., 2017; Pepper et al.,

2017; Rodriguez et al., 2017; Siverd et al., 2018; Labadie-Bartz et al., 2019). Thus, in this work we

focus on the commencement of MINERVA’s primary objective. We report our survey performance

in §2.1, the changes to our hardware since our last paper in §2.2, the environmental stability of the

spectrograph in §2.3, our revised telescope control software in §2.4, our one-dimensional extraction

in §2.5, our Doppler pipeline in §2.6, our first RV results in §2.7, and our final remarks in §2.9.

2.1 Survey Performance

Observing at Mt Hopkins is divided naturally into seasons by the July/August monsoon shutdown.

The first full-seasonMINERVA observing campaign in radial velocity survey mode began 2017

September 14 and ran through 2018 June 29. Spectra were obtained on 196 of 293 nights. Weather

prevented observations on 44 nights, and 53 nights were spent on engineering or lost to system

malfunctions. We obtained 1936 exposures with 4 spectra each of 28 survey target stars, with a max-

imum of 222 exposures of a single (high decl.) target. Fourteen targets had at least 60 exposures. In
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addition, we obtained 199 exposures of hot stars, at least one per night, used for spectral calibration.

A typical night full of observing led to 12 to 19 exposures (most in December, less on shorter nights)

of 8 to 10 target stars. The open shutter fraction was highly variable at the beginning of the season,

but stabilized at∼ 69% after implementation of the autonomous scheduler in late October. Given

the rapid slewing and settling time of our telescopes, the majority of the overhead per spectrum was

the result of robotic target acquisition on the fiber tip.

The 2018-19 observing campaign began 2018 October 15 and is in progress at the time of writ-

ing this manuscript. Through 2019March 31, spectra have been obtained on 107 of 168 nights,

with 35 nights lost to weather and 26 spent on engineering or lost to systemmalfunctions. We have

obtained 1455 exposures with 4 spectra each of 19 survey target stars, a 32% increase in spectra ob-

tained over the same period from the previous season. Twelve targets have at least 60 exposures thus

far. In addition we have obtained 137 exposures of hot calibration stars. Changes in our acquisi-

tion algorithm have reduced the overhead, resulting in an average open shutter fraction of 86% since

2018 November. Historically, April through June provide very reliable weather at the site (in 2018-

2019 we lost only 3 of these 91 nights to weather), and we anticipate that this observing season will

lead to a larger set of RV data than the previous season— 43% of our 2017-18 spectra were obtained

in April–June.

2.2 Hardware

The overall hardware design for the MINERVA facility has remained largely unchanged from that

described in Swift et al. (2015). However, we have made several changes to improve our science

capability, which we discuss in detail below.

2.2.1 Fiber Acquisition Unit (FAU) Cameras

The SBIG ST-i cameras originally used in the FAUs had two major problems. First, their small field

of view (3′ .6 x 2′ .7) coupled with a surprisingly quick degradation of the telescope pointing meant

that we could not blindly point to a target and be confident it would fall on the detector. We had
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to redo the pointing model weekly to ensure the pointing was sufficient for robust acquisition—a

time-consuming task that must be done manually at night, when the telescopes would otherwise

be carrying out science observations. The source of the pointing degradation is not clear, and the

telescope manufacturers have not seen such degradation for other users, suggesting a problem with

the robotic control software that we have not been able to fully investigate.

Second, the SBIGs had a high failure rate. During the initial month-long spectrograph commis-

sioning, three out the four cameras in use experienced critical failures.

The manufacturers were aware that this problem affected a small batch of cameras and repaired

them. After those repairs, the cameras performed better, but over the three years that followed, sev-

eral more failures occurred. Given that replacing a failed camera requires a site visit, at a cost signif-

icantly greater than that of the cameras themselves, we decided to replace the SBIG cameras with

ZWOASI 174 cameras.

In the six months of daily use on four telescopes since their installation, we have not had a single

camera failure. These cameras have a CMOS detector with 1936 x 1216, 5.86 μm pixels, and is simi-

larly priced. This provides us an 8.5’ x 5.4’ field of view that allows us to robustly acquire our targets

despite the pointing degradation of the telescopes. One downside to these cameras is that they are

incompatible with our Black Box USB extenders, and so we had to move our control computers into

the domes in order to use them.

2.2.2 Fiber

The science fiber was originally purchased from CeramOptec and has a 50 μm octagonal core and

330 μm cladding. As is typical for CeramOptec, they actually have two slightly different claddings

for octagonal fibers – one deposited onto the octagonal core to make it circular, and another with

the core drilled out that they plug in with the circularized octagonal core. As was the case with

our fiber, the boundary between the two claddings can be problematic if the indices are not well

matched, since it can guide starlight through the cladding. Light transmitted through the cladding

reduces the resolution of the spectrograph and the instrumental profile can vary dramatically as a

function of howmuch light couples with the cladding—both of which are catastrophic for preci-
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sion RVmeasurements. In addition, the cladding was too large to pack together at the focal plane

with the required core-to-core spacing, and the standard Ferrule Connector (FC) connectors at each

end, done by CeramOptec, suffered from severe Focal Ratio Degradation (FRD) and thus led to a

major loss in throughput.

As a short-term solution, we re-terminated the original fibers to improve the FRD, and coupled

the fibers into a short section of fiber with a 50 μm circular core and a 125 μm cladding to remove

light from the cladding of the octagonal fiber. One side is butt-coupled to each of the four telescope

fibers, and the other four ends combine into aV-groove at the spectrograph end, spaced 220 μm

center to center.

As a long-term solution, we ordered a new fiber with a custom preform (a macro-sized piece of

glass from which the fiber is drawn), which had a 50 μm octagonal core and 110 μm cladding from

Polymicro, with the intention of packing seven of them cladding to cladding to allow for future

expansion should we decide the significant (∼ 10%) crosstalk from such tightly packed fibers is

manageable. Polymicro deposits the entire cladding onto the octagonal core to avoid the secondary

cladding issue. However, our cladding was much thicker than typical, and during the lengthy depo-

sition, the core melted and mixed into the cladding, creating the same effect as a secondary cladding.

Light was still transmitted through the cladding of the fiber. A second attempt was no better, at

which point they would not attempt the expensive process again. We could not afford a thinner

cladding because we split the expensive custom preform with two other groups that required a

thicker cladding.

So, our short term solution has become our final fiber solution. While the butt-couple is lossy,

it makes the installation easier, it provides an easy point to add a double scrambler if we decide it

is necessary in the future, and a change in the fiber geometry improves the near-field scrambling

(Halverson et al., 2015). Meanwhile, MINERVAAustralis (Addison et al., 2019) has created a fiber

similar to our desired long-term solution, with enough for a spare if we decide it is worth the effort

to replace in the future.
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2.2.3 Spectrograph

The KiwiSpec spectrograph was installed in 2015 December, and is a commercial adaptation of the

spectrograph designed and described in Barnes et al. (2012) and Gibson et al. (2012), with a new

camera designed by Prime Optics*. With a few exceptions highlighted below, it is as we described

in Swift et al. (2015). Instead of the simultaneous etalon or thorium argon wavelength reference

described in Swift et al. (2015), we used the thorium argon lamp during the installation as a rough

wavelength solution and now rely solely on the iodine to provide the exact wavelength solution. The

simultaneous wavelength reference in addition to iodine is unnecessary, and removing them allowed

us to reduce the scattered light and increase the spacing between fibers, reducing the crosstalk to

≲ 0.1%.

We determined our total system throughput to be∼ 5% using Doppler Tomography observa-

tions of KELT-24b without the iodine cell (Rodriguez et al., 2019). We computed the expected flux

from theV=8.33 host star between 6175-6185 Å and compared it to the actual flux in the extracted

1D spectrum at the same bandpass (at the peak of the blaze). This throughput estimate includes all

losses, including the atmosphere, coatings, beam splitter, fiber coupling, Echelle, and charge-coupled

device (CCD).

Light from each of the four telescopes is focused directly onto our 50 μm octagonal fibers at f/6.6

in our FAU (see §2.2.1). Three meters before the spectrograph entrance, each of the fibers are butt-

coupled to circular 50 μm fibers, which are then arranged into a V-groove at the entrance to the

spectrograph, separated by 220 μm center to center. The light exits the four fibers and is collimated.

A pupil mask truncates the beam to ensure the beam is precisely f/6, allowing for some focal ratio

degradation within the fibers. The collimated light travels to the iodine stage, where the iodine gas

cell can be moved into or out of the beam. The fibers are then re-imaged onto the entrance slit, and

the light follows the path to the detector shown in Figure 1 of Barnes et al. (2012).

We empirically determined the resolving power per resolution element of the spectrograph by

forward modeling high signal to noise spectra taken of the daytime sky and numerically solving for

*http://www.primeoptics.com.au/
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the FWHM of the fitted IP for each chunk. As expected, there is a slight wavelength dependence in

our resolving power. The best-fit line of the resolving power per resolution element as a function

of wavelength isR = 84, 000 + (λ − 5500Å) × 10/Å, in good agreement with our theoretical

expectation. We also plot the best-fit dispersion per resolution element as a function of wavelength

for each chunk in Figure 2.1 for a representative night on a representative telescope.

Figure 2.1: The dispersion fitted for each chunk (black points) that we use to extract the radial velocity as a function
of wavelength, for a representative night on a representative telescope. The variance of the dispersion over time and
for different telescopes is much much smaller than the size of the data points in the figure. The vertical dashed lines
represent the edge of each order.

2.2.4 ExposureMeter

We have always had an exposure meter inside the spectrograph that picks off the reflection of the

nearly collimated beam from the vacuum window. We have since added aV-band filter to approx-

imate the bandpass of the spectrograph. The major downside to this design is that the exposure

meter reports an average flux from all four telescopes, so we cannot use it to apply a per-telescope

barycentric correction. Instead, we use the guide images from the FAU (at∼5 s cadence), with an
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aperture the size of the fiber drawn around the measured fiber position to determine the relative flux

during the exposure for each telescope. We have confirmed that, when only one telescope is used, we

can use the FAU guide images reproduce the relative exposure meter flux to within the uncertainties,

in order to compute a per-telescope barycentric correction.

2.2.5 Backlight

The FAU design described in §2.2.1 and Swift et al. (2015) flexes depending on its rotation angle

and the telescope’s altitude. This flexing causes the apparent position of the fiber on the acquisition

camera to move by∼ 10 μm over the sky—or 20% of the fiber diameter, which would be a signif-

icant source of light-loss if left uncorrected. We knew this would be a problem and the FAUwas

designed to be able to locate the fiber tip on the acquisition unit by backlighting the fiber, but we

had not yet fully fleshed out a solution at the time we wrote the Swift et al. (2015) paper. We con-

sidered using the exposure meter to refine the star’s position, but that would dramatically increase

our acquisition time since it would have to be done serially with each telescope and it can be difficult

to make such a procedure robust during variable weather conditions. Ultimately, we added a disk

of LEDs that swings in front of theV-groove to illuminate the fibers from inside the spectrograph.

We do this before each exposure to refine the reference pixel to move the star to, and after to evaluate

howmuch throughput might have been lost due to drift during the exposure. By evaluating a large

number of these backlight images, we may be able to map the flexure and eliminate this step and/or

compensate for drift during an exposure in the future.

2.2.6 Slit flat

Because the fibers do not provide much signal to noise in the wings of their profile, it is difficult

to determine the pixel-to-pixel variations in the spectrograph detector with flat fields illuminated

through the fiber. We added a light, mounted on the iodine stage, that illuminates a slit where the

fibers are re-imaged. We use this flat field to correct for the pixel to pixel variations in the detector, as

described in §2.5. The flat field lamp simply shines onto the entrance slit, with no attempt to match
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the f/6 science beam. We see no significant scattered light contamination with this approach, but we

have yet to perform a detailed investigation.

While our iodine cell was designed to have counter-rotated wedges to eliminate fringing with

minimal beam deflection, we believe the parallelism of the iodine cell faces was not within specifica-

tion. As a result, when the iodine cell is in place, the position of the fibers shifts by almost the entire

diameter of the fiber in the dispersion direction. Originally, the slit was only slightly oversized rel-

ative to the fiber size. We replaced it with a much wider slit to accommodate both the undeflected

and deflected beams. While this significantly degrades the resolution of our slit flat fields, the flat

only varies slowly as a function of color and its change across the degraded resolution is negligible.

The resolution of our science images is set by the fiber size, not the slit width and therefore widening

the slit has no impact on our science images.

Figures 2.2a and 2.2b show the cross section of the bluest and reddest orders, respectively, of

the slit flat (without the iodine cell) overlayed on the same cross section of a daytime sky spectrum

(with the iodine cell) to show that the slit flats give us adequate signal to calibrate the pixel to pixel

variations under the science fibers, despite the deflection of the science fibers due to the iodine cell.

(a) (b)

Figure 2.2: The blue lines show a normalized cross section of the slit flat calibration image. In orange, we overlay the
same cross section of the normalized traces in the science frame taken the same day, showing that the slit flats give us
adequate signal to calibrate the pixel to pixel variations under the science fibers. Figure 2.2a shows the most crowded
orders at the blue extreme, and Figure 2.2b shows the least crowded orders at the red extreme, showing that we have
adequate signal and sufficient separation at both extremes.
(A color version of this figure is available in the online journal.)
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2.3 Spectrograph environmental performance

Here we show the pressure stability of the spectrograph (Figure 2.3a) from 2017March through

2018 July at 3 s intervals. It should be noted however that during 2017 mid-April, a power outage

occurred at the MINERVA facility. Typically, the spectrograph is continuously pumped, but the

outage caused the valve from the pump to the spectrograph to close, which went unnoticed for an

extended period of time (mostly during the monsoon when we were not operational). We have since

implemented a watchdog that sends an email notification if the pressure rises above 10 μbar (see

§2.4). This power outage resulted in a swift increase in pressure as it leaked up toward atmosphere.

By early October, the pressure once again became sufficiently stable for the collection of good qual-

ity data, and remained so through 2018 July aside from some minor fluctuations due to mainte-

nance. Figure 2.3b shows this stability over the month of 2018March with a RMS of 0.065 μbar

(dramatically exceeding our requirement of 12 μbar).

(a) (b)

Figure 2.3: Spectrograph pressure inside the KiwiSpec spectrograph. The plotted measures were taken between 2017
March and 2018 July. A power outage at the MINERVA facility resulted in the pressure spike seen during 2017 mid‐
April. Alongside is plotted the month of 2018 March to show the shorter term stability after this was resolved. Note the
pressure shown here is quantized because we are approaching the limit of our Granville Phillips 275 Convectron Gauge.

Temperature readings meanwhile, were recorded for MINERVA over the period of 2018 Jan-

uary through July (Figure 2.4a). These measurements were taken at the side of the cell holding the

Echelle grating, and so it is most relevant for RV stability. Throughout that time period we man-

age to remain fairly stable from January to May, one such example being Figure 2.4b which depicts

the stability over the month of March, with an RMS of 0.0052 K (two times better than our re-
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(a) (b)

Figure 2.4: Temperature reading taken at the echelle side location on MINERVA. Measurements were taken from 2018
January through July, with small fluctuations occurring from May onward. We also plot 2018 March to more directly
show the stability during a typical month of operation.

quirement of 0.01 K). Slightly larger fluctuations were seen to occur fromMay onward, where we

removed and reinstalled the outer thermal enclosure for maintenance.

Moving forward, we intend to investigate the causes of some of the more minor fluctuations

present in the environmental data. These could be a result of events such as the backlight being

turned on and off, moving of the iodine stage in and out (which holds the cell which must be heated

to 55 ◦C), fluctuations of the roomHVAC, or other events related to the operation of MINERVA

itself.

The scatter in the empirically determined wavelength solution of a single chunk for all our targets

on sky (0.003 Å, or about 0.1 pixels, for the zero-point and 0.07% for the dispersion) dominates any

trends seen on nightly or monthly timescales.

2.4 Telescope Control Software

2.4.1 Architecture

In Swift et al. (2015), we described robotic control software based on the Robo-AO control soft-

ware written in C (Riddle et al., 2012). In the following years, we determined that the growing

popularity of Python, the many easily importable libraries, and vendor-provided APIs made it an

attractive alternative to write and maintain the code while simultaneously allowing more complex
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features and capabilities. Our entire operational code base, written in Python, is hosted on Github†.

A computer called “main” runs a 64 bit Ubuntu operating system and is responsible for most

of the high-level operations. On startup, it begins three continuous functions. First, it operates an

NTP server to which all other MINERVA clocks sync. It syncs itself to one of several stratum 2

time servers in the Western United States. Second, it runs a watchdog routine to monitor the tem-

perature of the spectrograph in many locations and alert us via email if any are out of their operat-

ing range. Third, it runs a “domeControl” daemon that monitors the weather from several local

weather stations: one at the MEarth building about 300 m away (Irwin et al., 2009), one at the HAT

building about 230 m away (Bakos et al., 2002), one at the FLWO 1.2 m robotic telescope (home

of KeplerCam) about 60 m away (Szentgyorgyi et al., 2005), and one we installed at the MINERVA

building. It automatically evaluates if it is safe to open the domes based on cloud coverage, rain,

humidity, wind speed, and Sun altitude, allowing overrides to open during cloudy weather or dur-

ing the day for engineering. If it has been below freezing and wet (i.e., a potential for ice or snow),

it sends us an email notifying us that manual approval is required to open the domes. Snow or ice

on the roof can fall on the telescopes or overload the motors that open the shutters, which can pre-

vent further robotic or remote control. Snow at the base of the enclosure can prevent it from fully

opening. It must either melt or be cleared by the local site staff before we can safely open.

All automated safety checks must pass for 30 consecutive minutes and it must be requested to

open before it will actually open. Once the enclosures are open, the criteria for closing are somewhat

looser. These two requirements prevent rapid cycling of the enclosure during marginal conditions.

The domeControl daemon runs through its safety checks, sends a “heartbeat,” and updates a sta-

tus file every 15 s. The heartbeat is a firmware-level safety feature that protects us against a variety

of potential failures. If a minute has elapsed and the enclosure has not received a heartbeat, it will

automatically close, independent of any other activities. Should a failure of some kind prevent the

enclosure from closing, emergency text messages are sent to several people to investigate immedi-

ately.

Finally, the “main” machine orchestrates the observations, which start each night at 4 pm local

†https://github.com/MinervaCollaboration
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time via cron job, which we will describe in detail later in the next subsection.

Each of the four telescopes is controlled by its own computer running a 64 bit Windows 7 Pro-

fessional operating system. Windows is required to runMaximDL for camera control and the

PlaneWave Interface (PWI) software for telescope control. MaximDL controls our Andor and

Apogee imagers and filter wheels for photometry (see Swift et al., 2015), as well as our ZWO im-

agers (see §2.2.1). We wrote our own server that runs locally on eachWindows machine and can

relay commands from our main control computer on the network toMaximDL. All images are

saved to their own control computer on a drive that is cross mounted on the main computer. This

allows us to run more complex image analysis like Source Extractor (Bertin & Arnouts, 1996) and

astrometry.net (Lang et al., 2010) to perform automated world coordinate solutions for acquisition

and guiding or automatic exposure time adjustment during sky flats.

PWI hosts its own server that can be controlled by any computer on the network through simple

XML commands. PlaneWave provided several example functions in Python, which we integrated

into our software. Each windows computer has “scheduled tasks” (the Windows equivalent to a

cron job) that reboot the computers daily and start the servers.

The spectrograph is controlled by two additional Windows 7 computers provided with the Ki-

wiSpec spectrograph from KiwiStar Optics (a business unit of Callaghan Innovations). One com-

puter is dedicated to the thermal control servo that maintains the spectrograph temperature and

runs independently of all others.

The other computer operates much like the telescope control computers, and runs our server to

relay commands from the main computer to the hardware connected directly to the spectrograph

control computer. While KiwiStar Optics provided software to control the spectrograph manually,

there was no API to interact with it robotically. We wrote our own spectrograph control software

to enable robotic operations. This computer is responsible for operating the iodine stage, iodine

heater, the spectrograph detector, the backlight, the flat field lamp, the exposure meter, and the vac-

uum pump and valves. The server also doubles as a watchdog that emails us if the vacuum pressure

goes out of its operating range.
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2.4.2 Operations

The observations begin at 4 pm local time. Our software computes the time it takes for a standard

suite of biases, darks and flats for the spectrograph necessary for calibrating our RV observations. If

photometric observations are desired, we upload a schedule file that contains the observations and

corresponding calibrations. At 4 pm, the software computes how long the requested photometric

calibrations will take, then begins the calibrations so they will finish 10 minutes before sunset.

Under normal spectroscopic observations, a dispatch scheduler reads active targets tabulated in

a Google spreadsheet, and computes a score for each target based on the current time, the target’s

visibility, when it was last observed, howmany times it has been observed that night, and howmany

times we would like it to be observed each night. In addition, it computes a weight for a single B-

star observation that grows throughout the night until it is observed to ensure we obtain one B-star

observation per night for calibrations.

When photometric observations are requested for any subset of telescopes, we schedule our RV

observations around the allocated times for the allocated telescopes. When only a subset of tele-

scopes are scheduled for photometric observations, the others continue obtaining RV observa-

tions. Each telescope within the subset is capable of observing a distinct photometric target while

the other telescopes obtain RVs on a single target.

During a typical spectroscopic observation, with all telescopes that are in RVmode, we slew to

the target, turn on the backlight inside the spectrograph to illuminate the fibers, and expose the

FAU camera. This provides us with the precise pixel location of the fiber on the acquisition camera.

Next, we do a fine acquisition to put the star onto the fiber. Because our targets are so bright, it is a

safe assumption to move the brightest star in the field to the position of the fiber. Then we perform

an autofocus and begin guiding to keep the star onto the fiber. While we use an Alt/Az telescope, we

do not correct for field rotation, opting to keep the target star on the fiber and letting all other stars

rotate about it to minimize the change in the pupil illumination during the exposure.

During a typical photometric observation, we can either cycle through a list of filters through-

out some observing window (e.g., a predicted transit window), observe continuously in one filter,
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or take some number of exposures in each of several filters. While we have an off-axis guider for the

imager, MaximDL does not allow us to control three cameras simultaneously, nor does it provide

an API to switch between them robotically. However, the tracking performance of the CDK700s is

superb and the direct drive motors have no periodic error, allowing us to take 5 minutes exposures

unguided without any measurable trailing. Therefore, instead of the off-axis guider, we use the pre-

vious science image to correct for any long-term drift in tracking. This also has the advantage of not

being subject to flexure or differential field rotation between the off-axis guider and the science cam-

era, allowing us to easily maintain sub-pixel guiding accuracy throughout an hours-long transit—a

capability that is critical to obtaining precise differential photometry.

We observe either RV targets or photometric targets throughout the night as desired, all the while

monitoring the status of the dome and pausing if it closes. At the end of the night, we perform an-

other set of calibrations, and close the dome. The data are backed up to our local RAID6NAS

(which can suffer two simultaneous drive failures without data loss), and our spectroscopic reduc-

tion pipeline is initiated at 10 am local time.

2.5 Spectroscopic Data Reduction

The first step in our spectroscopic data reduction is to calibrate the science exposures of our spec-

trograph’s CCD.We collect and median stack eleven frames each night for the bias, dark current,

and slit flats. For each science exposure, we subtract the overscan from the raw exposure. We experi-

mented with dark current subtraction but omit this in our present pipeline because the corrections

are negligible and it only serves to increase the noise. We re-normalize each bias-corrected exposure

by the stacked slit flats, similar to the procedure developed in Bernstein et al. (2015), although we

retain the blaze function. Finally, we interpolate between fiber bundles to estimate and subtract

scattered light.

With our calibrated science frames, we are prepared to extract the one-dimensional spectrum

from the two-dimensional CCD exposure. We wrote a custom pipeline using the optimal extraction

algorithm (Horne, 1986; Piskunov & Valenti, 2002; Zechmeister et al., 2014; Bernstein et al., 2015).
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Optimal extraction requires that flux is a separable function of x and y so that F(x, y) = F(x)F(y),

a condition that is very nearly satisfied in our instrument. This allows us to independently find the

observed flux in each row, x, through

F(y) = ppp(x, y)F(x) + n(y). (2.1)

Here F(x) is the underlying spectrum we wish to extract. We determine this from the observed flux

in the cross-dispersion direction, F(y), a model for the noise n(y), and a normalized cross-dispersion

profile, ppp(x, y).

Our pipeline presently uses a modified Gaussian for ppp(x, y). This gives us the form

ppp(x, y) = N(x) e

(
−0.5

(
|y−yc(x)|

σ(x)

)p(x)
)
. (2.2)

The free exponent p(x) is slightly broader than a typical Gaussian with p ≈ 2.2. The valueN(x) is a

numerically determined normalization coefficient and yc(x) indicates the trace centroid, determined

during calibration from archival fiber flats. We model σ(x) and p(x) as slowly varying polynomials

along the dispersion direction

We simultaneously extract all fibers within each column, accounting for any cross-talk. Dur-

ing extraction, we include a slowly varying background term to account for any additional scat-

tered light. We also apply a cosmic ray rejection algorithm and mask any hits. Although our precise

wavelength solution λ(x) is found with the Doppler pipeline, we generate an initial solution from

archived thorium argon exposures we took during the installation and maintenance of the spectro-

graph. This allows the subsequent code to quickly lock on to the correct solution.

The spectra from individual telescopes are extracted and modeled independently all the way

through to the orbital modeling. This gives us four data points per exposure and a unique insight

into systematic errors having to do with the telescope and the position of the trace on the detector

(cosmic rays, scattered light, and flat-fielding).

25



2.6 Doppler Pipeline

The one-dimensional spectrum is the primary input for our Doppler code‡. The architecture and

general principles of our Doppler code are inspired by the code that is comprehensively described by

Wang (2016), although the algorithm is originally introduced by Butler et al. (1996). Our code im-

plements a forward modeling procedure on this spectrum that can be summarized mathematically

as

Fobs(x) = [FI2(λ(x))× F⋆(λ
′
(x))] ∗ IP(x), (2.3)

where x is the pixel position in the dispersion direction, λ(x) is the wavelength solution, λ
′
(x) is

the Doppler-shifted wavelength solution, Fobs is the one-dimensional spectrum extracted from our

observations, FI2 is the normalized absorption spectrum of our iodine cell, F⋆ is the stellar flux, and

IP(x) is a model of the spectrograph’s intrinsic instrumental profile (which is sometimes referred

to as the spectrograph response function or the one-dimensional spectral point spread function).

After determining the product of the iodine absorption spectrum and stellar spectrum, the observed

spectrum is modeled as this product convolved with the instrumental profile.

2.6.1 Iodine Absorption Spectrum

We obtain FI2 from a high resolution Fourier Transform Spectrometer (FTS) scan of the gaseous

iodine cell as it is illuminated by a high signal-to-noise-ratio (S/N) continuum light source. We have

two FTS scans of the MINERVA iodine cell. The first one was obtained at the Pacific Northwest

National Laboratory a few years ago together with the CHIRON iodine cell (Tokovinin et al.,

2013). The second FTS scan was done by Dr. Gillian Nave’s group at NIST (e.g., see Nave, 2011;

Crause et al., 2018). Both scans were taken with the iodine cell at its operating temperature specifi-

cation of 55 ◦C. Unfortunately, the two scans disagree in terms of line depths and line depth ratios,

and we are further investigating the origin of this discrepancy. For concreteness, the results shown

here use the second FTS scan, though both produce similar results.

The FTS scan is sufficient for determining our fiducial wavelength solution λ(x) because the

‡https://github.com/MinervaCollaboration/minerva-pipeline
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resolving power of the FTS (R ≈ 300, 000) is about a factor of 4 greater than that of our KiwiSpec

spectrograph (R ≈ 80, 000). Because the molecular iodine lines span from 500 to 630 nm, the

wavelength solution is determined solely within this range.

2.6.2 Choice of IP(x)

In our Doppler code, we choose between two functional forms for our model (IP(x)) of the spec-

trograph’s instrumental profile. One form is a time-invariant spline function that is introduced in

§2.6.5 and the other is a time-varying summation of satellite Gaussian profiles stacked on one central

Gaussian profile that is described in §2.6.7. When using the former, we characterize our instrumen-

tal profile by using observations of a continuum light source with a high S/N while it illuminates

the iodine gas cell in our KiwiSpec spectrograph. For reasons discussed later, we use the scattered

sunlight of the daytime sky as our light source. For the Gaussian-like IP(x), however, we character-

ize the instrumental profile simultaneously with each stellar spectrum during our forward modeling.

As a precaution, we also observe a B-type star each night (with iodine cell in place) to allow a more

precise characterization of our instrumental profile as it changes over long periods of time.

2.6.3 Reference Stellar Spectrum

A reference stellar spectrum is needed to determine the magnitude of the Doppler-shift seen when

observing the science target. We use reference stellar spectra previously constructed by the CPS

group using Keck/HIRES. They find the references by observing the science target without con-

tamination from the iodine gas absorption lines. In this case, the IP(x) can be deconvolved with

this observed (iodine-free) spectrum to get a reference stellar spectrum. In other words, F⋆(λref(x))

is solved for via Fobs,ref(x) = F⋆(λref(x)) ∗ IP(x). This IP(x) and λref(x) here however are found

using observations taken immediately before and after the iodine-free observation. The iodine-free

observation of the science target is bracketed by iodine-calibrated observations of a nearby B-type

star. The bracketed observations are particularly helpful if the instrumental profile is known to fluc-

tuate on very short timescales, which is true in the case of Keck/HIRES. An IP(x) and λref(x) is

evaluated for each iodine-calibrated B-type star observation and subsequently averaged. The resul-
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tant IP(x) is then deconvolved with the spectrum from the iodine-free science-target observation

Fobs,ref(x) to get F⋆(λref(x)), whose wavelength solution is assumed to be the averaged λref(x). The

aforementioned CPS group refers to the reference stellar spectrum as the Deconvolved Stellar Spec-

tral Template (DSST).

Using these DSSTs may limit our ability to accurately model Fobs(x) because the two spectro-

graphs may suffer from different systematics. Furthermore, the observatory locations (Hawaii and

Arizona in the U.S.) have significantly different water columns, dramatically changing the telluric

features in our spectra. These differences may be a source of systematic error in our forward model-

ing procedure via the DSSTs. We will investigate the extent of these errors in the future. Meanwhile,

we find that the DSSTs are sufficient for the first RV results of our RV survey. We have yet to derive

our own reference stellar spectra because their development requires a substantial amount of ob-

serving time for each of our targets. The DSSTs are derived from observations with a higher S/N,

and Keck’s large aperture allows it to obtain such high S/N observations in a shorter time compared

toMINERVA, which minimizes complications due to barycentric motion. In addition, unlike our

fiber size, Keck’s slit width is adjustable, allowing higher resolution templates which is helpful in

developing the template.

2.6.4 Doppler-shiftedWavelength Solution

The forward modeling procedure finds the best fit to Fobs(x) in Equation 4.3. Our Doppler code

uses a least-squares algorithm to evaluate the best fit parameters. One of the parameters is the Doppler

shift of the stellar spectrum F⋆(λ
′
(x)). The Doppler-shifted wavelength solution can be decom-

posed as λ
′
= λref · (1 + z), where z is the Doppler shift from the radial velocity of the star and the

motion of the telescope with respect to the star. This relative motion of the telescope is our barycen-

tric velocity and it is dominated primarily by the Earth’s rotation (∼ 0.5 km s−1) and orbital motion

around the Sun (∼ 30 km s−1). The methods introduced inWright & Eastman (2014) are used

in our Doppler pipeline to correct for the telescope’s barycentric velocity and subsequently deter-

mine the radial velocity of the star – which may or may not contain information about a planetary

companion.
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Figure 2.5: Top: snippet of MINERVA’s two‐dimensional echellogram. Each order contains 4 traces. Each trace belongs
to each telescope. The full width of a frame is 2048 pixels. Bottom: a close‐up of one chunk of one trace in one order
is shown. A chunk spans 128 pixels in the dispersion direction and∼10 pixels in the cross‐dispersion direction. The
128 pixels translates to∼2 Åfor our KiwiSpec spectrograph. Each column of the chunk is treated as an independent
crosscut of data. The dark regions along this chunk indicate the presence of absorption features.

2.6.5 Fixed IP and IP Stability

Our optical system can be divided into three general components: the telescope, the optical fibers,

and the spectrograph. As the stellar rays trace this path, the optics distort the star’s image. To deter-

mine the radial velocities from our observed spectra, we must know the manner of distortion that

occurred en route to the spectrograph’s CCD. The IP(x) is the shape a delta function would have

when distorted by the entire optical system. The convention for determining an IP(x) is to assume

it follows some function comprised of Gaussian structures that extend in the dispersion direction.

This section describes how we have taken a unique approach.

In developing our new IP(x), we do not use a B-type star nor do we use calibration lamps. In-

stead, we take spectra of the sky during the daytime. Unlike our nightly stellar spectra, these daytime

sky spectra yield a S/N/pixel > 150. With our stable spectrograph, the IP(x) characterized from

daytime sky spectra should not change by the time we take stellar spectra at night. While the day-

time sky is uniformly illuminated and may mask IP variations due to imperfect scrambling, such

29



spectra give us a starting point to evaluate IP variations due to changes beyond the fiber.

The daytime sky spectra have proven to be a reliable source of data for determining the time

scales at which our instrumental profile is stable. To find this time scale, we create an IP(x) that is

time-invariant, which we refer to as the “fixed IP.” By deducing the instrumental profile in these

spectra, we can determine when and why it evolves.

We use the profile in the cross-dispersion direction to model the instrumental profile’s shape in

the dispersion direction. While the circular fiber makes this approximately correct, the distortions

caused by the spectrograph’s optical design certainly invalidate this assumption in detail. However,

we can still evaluate the stability of the IP regardless, and we suspected that as long as the IP was sta-

ble and systematically wrong the same way each time, it would not impact the RV precision. Indeed,

the results of long-term stability described later in this section justify this assumption.

The two-dimensional echellogram fromMINERVA has four traces per order as shown in Fig-

ure 2.5. There is a trace for each telescope, and we divide each of the 18 orders into 15 “chunks.”

Each chunk consists of 128 columns of the trace. The total number of chunks in a frame is the

number of chunks per order times the number of telescopes times the number of orders in the

frame—1080. We define a distinct IP(x) for each of these chunks because the length of each chunk

acts as a characteristic length scale for which the intrinsic instrumental profile changes. For this rea-

son, we apply Equation 4.3 only over 128 pixels in the dispersion direction. Thus in practice, our

forward modeling procedure is repeated for each chunk.

To characterize the fixed IP, we first split a chunk (of two-dimensional daytime sky spectra) into

128 columns, or “crosscuts.” As shown at the top of Figure 2.5, the traces are not perfectly hori-

zontal. We therefore find the centroid of each crosscut and align the crosscuts’ centroids so that

the chunk is essentially as horizontal as the bottom of Figure 2.5. Ultimately, we want to normalize

these crosscuts such that they collectively constrain the shape of our true instrumental profile. To

align and normalize them, we start by assuming each crosscut can be modeled as a Gaussian,

G(x) = A exp
[
−
(
x− x0

σ

)2]
+ b, (2.4)
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(a) (b) (c)

Figure 2.6: Orange lines represent the fixed IP we constructed from daytime sky spectra obtained on 2018 June 19.
Blue points represent the normalized crosscuts from data obtained during one daytime sky exposure. The bottom plots
show the residuals between the normalized crosscuts and the fixed IP. (a) The normalized crosscuts used to determine
the fixed IP are introduced here. (b) The fixed IP is used to model data obtained on 2017 October 2. The same chunk
from (a) is used here. (c) The fixed IP is used to model data obtained on 2017 April 3. The same chunk from (a) and (b) is
used here.

where A is the amplitude, x is the pixel position in the cross-dispersion direction, x0 is the cen-

troid, σ is the width, and b is the background of the raw spectra. We use a least-squares optimizer

that follows the Levenberg-Marquardt algorithm to find the best fit parameters. We then subtract

b from the crosscut data and integrate over this background-subtracted crosscut. After dividing

the background-subtracted crosscut by this integral we can obtain the normalized background-

subtracted crosscut. In other words,Dnorm(x) = (Draw(x) − b)/N, whereDnorm is the normalized

background-subtracted crosscut,Draw is the original crosscut, andN is the normalization factor

calculated by the aforementioned integration.

OnceDnorm(x) is found for each of the 128 crosscuts, we fit a spline function of the third degree

to all of them simultaneously. This cubic spline has breakpoints that are each separated by 6/10 of

a pixel from each other. The spline acts as our preliminary fixed IP: IPf(x) = spline(Dnorm(x)). To

find the optimal fixed IP, we perform an iterative process of modeling theDraw(x) and subsequently

evaluating a newDnorm(x) and IPf(x).

Instead of a Gaussian, we use the previous spline fit model during the iterative process:

M(x) = N× IPf(x− Δx) + b, (2.5)
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whereM(x) is the model for one crosscut and Δx is a translational shift parameter. Now, the least-

squares optimizer has only three parameters to evaluate: Δx,N, and b. For the iterative process, we

repeat the following procedure: findDnorm(x) of each crosscut, define the IPf(x) for the chunk, op-

timize the 3 parameters ofM(x) for each crosscut, calculate the reduced χ2 of all the crosscuts’ data

andM(x)models collectively, and lastly evaluate the difference between the previous iteration’s re-

duced χ2 and the current iteration’s reduced χ2. The most important distinction between iterations

is the differing fixed IPs; when the χ2 gets lower, we conclude that the current iteration’s IPf(x)

is better at modeling the spectrograph’s instrumental profile than the previous iteration’s IPf(x).

As the IPf(x) gets better with each iteration, the difference in reduced χ2 values lessens. Once this

difference is less than 10−4, any changes made to the IPf(x) in the subsequent iterations are insignif-

icant. The final iteration’s IPf(x) then becomes our nominal fixed IP.

Figure 2.6a is an example of the final fixed IP. The blue data points represent theDnorm(x) for

all crosscuts of the final iteration. The orange line is the final IPf(x). In this case, the data come

from one chunk in one daytime sky exposure taken on 2018 June 19. The bottom plot illustrates

the residuals,Dnorm(x) − IPf(x). The residuals are greatest near the center, where the shot noise is

greatest, but they show no systematic structure. This suggests a good fit to the data.

Table 2.1
Stars of Interest

HD R.A. (J2000) Decl. (J2000) V SpType

122064 13 57 32.059 +61 29 34.30 6.52 K4V
217014 22 57 27.980 +20 46 07.80 5.46 G5V

To test the longevity of our instrumental profile’s stability for as long as possible, we construct

the fixed IP with data taken at the time when we began this stability test and we used this fixed IP on

spectra taken days, months, and a full year prior to the commencement of this test. We commenced

this test after the end of our first full-season observing campaign (see §2.1). We then tested the fixed
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IP on spectra taken as far back in time as we saw fit for this test. We fit the same fixed IP to daytime

sky spectra taken on 2017 October 2—about nine months away from the construction of the fixed

IP. The result is presented in Figure 2.6b and it has the same general pattern of noise in its residuals

as Figure 2.6a. This implies that the instrumental profile has not changed within that time period.

Note that for Figure 2.6b the 2018 fixed IP was used to model the 2017 spectra (via Eq. 2.5) and

subsequently normalize its crosscuts.

To extend the timeline of this test further, we tried to use daytime sky spectra taken at the very

beginning of that first observing campaign (2017 September 14). Unfortunately, our daytime sky

spectra taken within those first two weeks, between September 14 and October 2 in 2017, were of

poor quality and had a relatively low S/N until we resolved the issue. Therefore, we tried to use

daytime sky spectra taken before the 2017 monsoon season and thus before our first full-season ob-

serving campaign. Fortunately for this test, we took many daytime sky spectra back in 2017March

and April. We therefore extend the timeline of this test to 2017 April.

Figure 2.6c shows how our 2018 fixed IP is used to model data taken on 2017 April 3. The resid-

uals here show strong systematic structure when compared to Figures 2.6a and 2.6b. From these

three examples, it is clear that our spectrograph’s instrumental profile was stable from 2017 Octo-

ber 2 to 2018 June 19 but not from 2017 April 3 to October 2.

The spectrograph’s instrumental profile evolved significantly within the window of six months

between 2017 April 3 and October 2. As explained in §2.3 and shown in Figure 2.3a, during this

time, the pressure rose dramatically for an extended period of time during the 2017 monsoon sea-

son after a brief power outage. This event permanently altered the spectrograph in such a way that

the environment could not naturally return to its original instrumental profile when the pressure

returned to its original operating specification. This means that the instrumental profile might have

been stable for longer than nine months if the power outage and subsequent pressure instability did

not occur. When characterizing the instrumental profile with a fixed IP, a new fixed IP must be used

whenever an event such as this occurs. If this is not done, a situation like that of Figure 2.6c is likely

to occur.
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(a) (b)

Figure 2.7: MINERVA radial velocities of HD 122064. (a) The fixed IP is used in our forward modeling procedure. (b)
Here, the sum‐of‐Gaussians IP is used.

2.6.6 Gauss-Hermite IP

We explored the possibility of modeling a fixed component of the IP with a time-varying compo-

nent to account for changes in the IP due to perturbations like that which is seen in Figure 2.6c and

explained in Figure 2.3. We can formulate such an IP as

IPGH(x) =
∑
n

An

(
2
πσ2

)1/4 1√
n!2n

Hn

(
x
√
2

σ

)
e−
(

x
σ

)2
+ IPf(x).

(2.6)

This function includes the sum of the products between Gaussians of amplitude An and Her-

mite polynomialsHn. The systematic structure seen in Figure 2.6c suggests that we may be able to

model the time variable component of the IP with fewer free parameters than a purely time-variable

IP, and thus preserve the signal in the spectrum to constrain the Doppler signal we care about rather

than the instrumental profile. Unfortunately, the number of additional parameters required to ac-

curately model the time-variable component was comparable to purely time-variable IP described in

the following section, and therefore offers no advantage. Additionally, the GH parameterization of

the IP is not as well behaved as the sum of Gaussians in our forward modeling procedure.
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Table 2.2
HD 122064 RVs and RV Errors (m s−1)

Date - 2,457,500 IPf IPG
(BJDTDB) RV Error RV Error

24.672037 -3.95 2.09 0.51 1.92
24.693414 2.47 2.03 7.07 1.99
24.714667 4.41 2.12 9.56 1.90
28.674272 7.66 1.97 12.03 1.70

... ... ... ... ...

NOTE.—RVs for HD 122064 displayed in Figure 2.7. The mean error
is 2.1 m/s for each data set: the data derived from the fixed IP and data
from the sum-of-Gaussians IP. A portion is shown here for guidance
regarding its form and content.

2.6.7 Sum-of-Gaussians IP

Our sum-of-Gaussians IP,

IPG(x) =
∑
n

Anexp
[
−
(
x− x0,n

σn

)2]
, (2.7)

is a time-dependent IP that is described in detail by Valenti et al. (1995). Notice here that we do not

include the fixed IP. Also note that A0 is fixed to 1 so that there is one large central Gaussian while

all other Gaussian components act as small satellite Gaussians. To test this IPG against the fixed IP,

we calculated RVs for an RV standard star and a planet-hosting star after forward modeling the data

with each of the IPs, as described later in §2.7.

2.7 RV Performance

The radial velocity we measure is the reflex motion of the star induced by the gravitational pull of its

planetary companion. This motion is accounted for in Kepler’s laws. Kepler’s laws suggest that the
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(a) (b)

Figure 2.8: The solid line represents the precision if the binned data set only consisted of white noise. The points
represent our precision at a given binning. Beyond a binning of roughly six, the precision significantly deviates from the
solid line, the precision barely improves, and systematic errors dominate the data. This is the case for both the fixed IP
and sum‐of‐Gaussians approach. (a) Allan variance for data in Figure 2.7a produced with the fixed IP. When binning by
six, we see a precision of 1.78 m s−1. (b) Allan variance for data in Figure 2.7b produced with the sum‐of‐Gaussians IP.
When binning by six, we see a precision of 1.87 m s−1.

lower limit of the planetary mass can be described as

Mp sin i ≈ K
√
1− e2

(
PM2

∗
2πG

)1/3
(2.8)

(see parameter symbols with Table 2.9 descriptions). To model the stellar system, we use EXO-

FASTv2 (Eastman et al., 2013; Eastman, 2017).

Before the minimummass is determined, the RV semi-amplitude must be extracted from the

Doppler-shifted spectra via a forward modeling procedure. The results of the instrumental profile

work discussed in §2.6.5 provided fruitful information that paved the way for the successful extrac-

tion of MINERVA’s first radial velocity results.

We present RVmeasurements of two target stars to demonstrate MINERVA’s precision. These

stars are HD 122064 and HD 217014 (51 Peg), which have their coordinates,Vmagnitude, and

spectral type reported in Table 2.1. HD 122064 is chromospherically inactive, has no known com-

panions, and serves as a convenient RV standard star. For the hot Jupiter 51 Peg b, we compare the

planetary properties derived fromMINERVA data with results from the literature.
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2.7.1 HD 122064

With one telescope, we acquired the radial velocities of HD 122064 during the months of 2016May

and June. As a test, we used both the fixed IP and the sum-of-Gaussians IP in our forward modeling

to generate two distinct RV data sets which derive from the same spectra.

For the purposes of the instrumental profile’s stability test, we only used one daytime sky ex-

posure to construct the fixed IP. Whenever we perform our forward modeling procedure with the

fixed IP, we make the fixed IP more robust by using multiple daytime sky exposures. We perform the

same procedure as described in §2.6.5, except the number of crosscuts that we simultaneously fit a

cubic spline function to is equal to 128 times the number of daytime sky exposures we use. Each set

of 128 crosscuts comes from the same chunk of distinct daytime sky exposures. For the May/June

data set, we use∼5 daytime sky exposures to construct a fixed IP for each chunk and these exposures

are somewhat evenly distributed throughout the 1.5 months timescale of the data set. This fixed IP

is used to generate the RVs in Figure 2.7a while the sum-of-Gaussians IP is used to produce the RVs

of Figure 2.7b.

After the RVs are extracted, we compute the Allan variance to determine the level of precision

MINERVA can achieve. In Figure 2.8, the line represents the precision if the binned data only con-

tained white noise. We use an error-weighted, overlapping Allan variance to determine the limit for

which we can bin down the given data set before it is dominated by systematic errors (Allan, 1966;

Malkin, 2011).

We have seventy-five radial velocity measurements tabulated in Table 2.2 and shown in Fig-

ures 2.7a and 2.7b. Figures 2.8a and 2.8b suggest that a bin size of six roughly marks the limit for

which the respective binned data sets begin to deviate from white noise. At this binning, we are

sensitive to variations below the 2 m s−1 level for our measurements of this RV standard star. The

precision achieved is 1.8 m s−1 for the fixed IP approach and 1.9 m s−1 for the sum-of-Gaussians

approach. This could potentially change depending on the standard star or the amount of data we

have for a given star. To confirm this, we plan on performing the same test for observations of other

RV standard stars. Regardless however, these RVs evaluated through our Doppler pipeline suggest
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that our fixed IP is doing just as well as our sum-of-Gaussians IP.

2.7.2 HD 217014

MINERVA observations of 51 Peg were taken with one telescope in 2017 October. Again, we use

the fixed IP and sum-of-Gaussians IP to extract the radial velocities. It is wise to see if our radial ve-

locities can confirm the existence and characteristics of exoplanet systems. 51 Peg b is the first of

such exoplanets to be tested. We use EXOFASTv2 to constrain the properties of this exoplanet sys-

tem. Our stellar parameters are informed by the broad band photometry summarized in Table 2.3.

The RVs and resultant 51 Peg b properties derived with both IPs are so similar that we only show the

results produced with the fixed IP. The unbinned RVs and the EXOFASTv2-generated orbital solu-

tion are illustrated in Figure 2.9a, tabulated in Table 2.4, and summarized in Table 2.9. Figure 2.9b

shows the same but with the time series folded to the phase of the planet’s orbital period.

(a) (b)

Figure 2.9: Radial velocities of 51 Peg obtained with MINERVA. The residuals are plotted below. The error bars listed
in Table 2.4 are inflated here via the fitted jitter. The solid line is the best‐fit orbital solution derived from EXOFASTv2.
The data span across 2017 October. (a) Radial velocity time series for 51 Peg. Note that BJDTDB means Barycentric
Julian Date in Barycentric Dynamical Time (for elaboration see Eastman et al., 2010). (b) The same radial velocities are
phase‐folded to the planet’s orbital period.
(A color version of this figure is available in the online journal.)

The median and 68% confidence intervals determined using EXOFASTv2 with the MINERVA

data for all parameters of the 51 Peg system are listed in Table 2.9. We only employ constraints on

three of the stellar parameters. We impose a prior on the stellar metallicity ([Fe/H]) of 0.20± 0.07

dex from spectroscopy described in Fuhrmann et al. (1997). We set theV-band extinction’s (AV)
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upper limit to 0.11811 magnitudes, using the dust maps from Schlafly & Finkbeiner (2011). Lastly,

we impose a Gaussian prior on the parallax (π) of 64.65± 0.12 mas from Gaia Collaboration et al.

(2016, 2018). These priors, coupled with a MIST stellar evolution model (Choi et al., 2016; Dotter,

2016) and an SEDmodel, constrain the properties of the host star.
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Table 2.3
51 PegMagnitudes

Band Mag. Used Catalog’s
Mag. Error Mag. Error

Tycho-2 Catalog (Høg et al., 2000)
BT 6.249 0.020 0.014
VT 5.526 0.020 0.009

2MASS Catalog (Cutri et al., 2003)
J2M 4.655 0.300 0.300
H2M 4.234 0.270 0.270
K2M 3.911 0.020 0.020

WISE Catalog (Wright et al., 2010)
WISE1 3.909 0.387 0.387
WISE2 3.624 0.246 0.246
WISE3 3.929 0.030 0.016
WISE4 3.904 0.100 0.024

We compare our results with the values in Butler et al. (2006) (hereafter referred to as Bu06).

They cite the SPOCS catalog (Valenti & Fischer, 2005) as the source for most of their stellar param-

eters. The Bu06 distance d to the star and its uncertainty are from theHipparcos§ catalog. Valenti

& Fischer (2005) suggest that the typical uncertainties for their stellar parameters amongst their

catalog of stars are 0.06 dex for log g, 44 K for Teff, and 0.03 dex for [Fe/H]. Bu06 assumes a 10%

uncertainty for the stellar massM∗. Bu06 does not report a value for stellar radiusR∗. We therefore

calculate this using their stated log g andM∗ values. The uncertainty in the stellar radius is found

using propagation of error between those two parameters.

The reference planetary and telescope parameters shown in Table 2.9 were derived solely from

Bu06. Their observations were taken at Lick Observatory using the Hamilton spectrograph (Vogt,

1987), the 3.9 m Anglo-Australian Telescope using UCLES (Diego et al., 1990), and the Keck Ob-

servatory using HIRES (Vogt et al., 1994). Their quoted RV jitter σJ, however, does not come from

§Vizier Online Data Catalog, I/239 (ESA 1997)
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their observations. Their jitter comes from the model developed byWright (2005), which was in-

formed by a sample of 531 stars observed at Keck that had known activity levels, colors, and paral-

laxes. In general, the jitter depends on the spectral type of the star and the instrument observing it.

The model byWright (2005) uses a stellar activity indicator, B − V color, and difference in magni-

tude above the main sequence to approximate the stellar jitter.

Table 2.4
RVResults for 51 Peg

Date - 2,458,000 RV Error Residuals
(BJDTDB) (m s−1) (m s−1) (m s−1)

38.897636 42.28 3.11 0.41
40.748225 -29.54 2.60 5.05
40.883873 -49.87 3.19 -5.30
43.703150 56.90 2.81 9.99
43.888337 44.76 3.13 3.24
44.892530 -22.88 2.99 3.94
45.888237 -68.62 3.27 -3.70
47.681088 38.81 2.72 -9.92
48.686860 7.81 2.70 -1.24
48.844736 -10.45 3.04 -7.23
50.718624 -24.11 2.30 2.54
52.787278 25.94 3.05 6.67
53.797358 -47.75 2.59 8.28
55.696227 37.76 2.81 4.24
63.696364 -1.04 3.99 2.76

NOTE.—The mean formal error derived from the third column
is 3.0 m s−1. The fourth column represents the residuals between
the RV data (of the second column) and the best-fit orbital solution
from EXOFASTv2. The RMS of the residuals is 5.6 m s−1, and the
systematic error floor, achieved when binning by 2, is 4.2 m s−1.

Values not reported by Bu06 are marked with ellipses (...) in Table 2.9. For the parameters that

have a value and errors reported by Bu06, we state the discrepancy between our values and theirs in

41



terms of 1σ uncertainty. We define this discrepancy as

Δσ =
N1 −N2√

(σ1,L)2 + (σ2,U)2
,whenN1 > N2, (2.9)

in which σ1,L is the lower error bar forN1 and σ2,U is the upper error bar forN2. Ideally, the discrep-

ancy should be less than 1σ. Seeing as the discrepancies evaluated for the tabulated parameters—

most importantly the planetary parameters—are≲ 1.0σ, we find good agreement with results

quoted in literature.

Figure 2.10: Allan variance from the 51 Peg model residuals listed in Table 2.4. The precision for the RV standard star
(HD 122064) is notably better than the precision exhibited here for 51 Peg. The additional RV scatter is most likely due
to the greater stellar jitter and substantially smaller sample size of this data set.

We also analyze the residuals of the fit to 51 Peg b to determine our precision. An Allan variance

plot of the residuals is shown in Figure 2.10, demonstrating our per point scatter (5.6 m s−1) and

systematic floor (4.2 m s−1) when two observations are binned is considerably worse than achieved

for HD 122064, most likely due to stellar jitter of the more active host star. We note that fitting for

the period and eccentricity may absorb some of the excess scatter and make our precision appear
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better than it is. To address this, we also ran a fit fixing the period to the Bu06 value (4.230785 days)

and fixing the eccentricity to zero, but found an insignificant increase in the per-point residual RMS

(5.6 to 6.0 m s−1) and an insignificant decrease in the binned-by-2 residual RMS (4.3 to 4.2 m s−1).

Therefore, we conclude that fitting the period and eccentricity does not have a major impact on our

inferred precision.

2.8 FutureWork

While we are about a factor of 2 of our original goal and already operating with an unmatched com-

bination of cadence and precision that enables us to detect new planets and provide valuable insight

into stellar jitter, there are several areas for improvement that may help us achieve our original goal

of 80 cm s−1.

The relatively long exposures we typically take increases the uncertainty in the flux-weighted

midpoint time and therefore introduces additional error in the corresponding barycentric correction

(Wright & Eastman, 2014). Either shortening our exposures or improving the determination of the

flux-weighted midpoint may improve our ultimate RV precision.

The stability of our spectrograph demonstrated here allows us several avenues to improve our

Doppler pipeline. The templates we use, derived from Keck/HIRES observations, is likely to con-

tain systematic differences due to the instrument and atmospheric conditions (e.g., increased water

column) from our instrument, and may be dominating our RV error. We will investigate generat-

ing our own templates, but we will also investigate fitting for the template from dozens of spectra,

known as the “grand solution” (Gao et al., 2016; Czekala, 2017). Further, modeling many spectra

at once with the same instrumental profile and/or fitting for the iodine cell removes many sources

of potential systematic error and unnecessary nuisance parameters that may be covariant with the

radial velocity.

While we have octagonal fibers coupled to a circular fiber for optimal near-field scrambling, we

have opted not to introduce a double scrambler to improve our far field scrambling, which typi-

cally reduces the throughput by 10-20% (Halverson et al., 2015). We may revisit this trade-off in the
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future, as well as explore the possibility of introducing an agitator to improve modal noise. We are

also actively exploring the improvement achievable by using spectro-perfectionism to improve the

extraction of our 1D spectra using a 2D instrumental profile (Bolton & Schlegel, 2010).

Finally, having four simultaneous spectra gives MINERVA a unique insight into telescope and

detector level systematics which we have yet to fully capitalize on. In particular, we will explore the

possibility of adapting the “vanking” stage of the Doppler pipeline, which is a sophisticated out-

lier rejection algorithm, to incorporate the knowledge that the four simultaneous spectra should

produce identical radial velocities.

2.9 Conclusion

Since the commissioning of MINERVA, we have substantially modified our telescope control soft-

ware and our Doppler pipeline. TheMINERVAmission’s secondary goal is accomplished much

more efficiently with the control software changes. This work marks our first achievement toward

our primary science goal of obtaining precise RVs. We have confirmed which of the IPs we had at

our disposal would yield reliable results from our pipeline. These are the aforementioned time-

invariant cubic spline function (the fixed IP) and the sum-of-Gaussians function. While testing the

fixed IP, we have also confirmed that our spectrograph’s intrinsic instrumental profile remains stable

for months. When there is significant fluctuation in the intrinsic instrumental profile, it is likely due

to disturbances to the instrument, as opposed to any natural and gradual perturbations within the

instrument. The agreement between both IPs implies that using an instrumental profile from the

cross dispersion direction, and therefore has systematic errors, is sufficient if the instrumental profile

is stable. Consequently, we precisely characterized our spectrograph’s instrumental profile from the

cross-dispersion direction of the echellogram.

MINERVA is a collaboration among the Harvard-Smithsonian Center for Astrophysics, The

Pennsylvania State University, the University of Montana, and the University of Southern Queens-
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Mt. Cuba Astronomical Foundation, The David & Lucile Packard Foundation, National Aero-
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3
Constraining the CMECore Heating and

Energy Budget with SOHO/UVCS

This thesis chapter originally appeared in the literature asWilson, M. L., Raymond, J. C., Lepri, S.

T., et al. 2022, ApJ, 927, 27

In 2021, we acknowledge the 50th anniversary of coronal mass ejection (CME) observations

along with the advent of a privatized billionaire space race. A decade into the very first space race,

observations of bright plasma from a CMEwere recorded for the first time (Hansen et al., 1971;
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Tousey et al., 1973; Gosling et al., 1974). Now, CMEs are understood to be magnetized plasma

clouds originating from long filament or prominence loops of relatively cool plasma. Stored mag-

netic energy is abruptly released with the cool plasma, which subsequently expands while travelling

through the corona and interplanetary medium. The physical mechanisms that launch and contin-

uously drive the behavior seen in CMEs are still ambiguous. This ambiguity results in a broad range

of physical interpretations being considered to explain the initiation, the morphology, the composi-

tion, and the total energy budget of CMEs.

Many of the observationally-supported interpretations suggest CMEs consist of a bright outer

shell that leads a faint flux rope which surrounds a dense core of plasma (Illing &Hundhausen,

1985). At supersonic speeds, the leading edge is preceded by a shock front of gas that often corre-

lates with solar energetic particles (SEPs) that can disrupt satellite communications (e.g., Kahler,

1994; Laming et al., 2013). At any speed, the leading edge is the simplest feature to track in white

light images as the CME propagates through the corona. It contains bright coronal gas that is ini-

tially compressed by the eruption (e.g., Ma et al., 2011; Howard & Vourlidas, 2018). The flux rope

is often referred to as the void because of how it appears in images and spectra due to the flux rope’s

dim brightness. Instead, measurements of its ionization states are gathered in situ near 1 AU for

interplanetary coronal mass ejections (ICMEs) (e.g., Lepri et al., 2001; Rivera et al., 2019b). The

dense core of the CME contains a large mass of plasma spanning a wide range of ionization states.

This plasma originates from a (filament or) prominence loop that can extend above a current sheet

as the prominence material erupts from the solar surface (e.g., Liewer et al., 2009; Reeves et al.,

2015). Overall, these observed features form the canonical three-part CME that consists of a leading

edge, a flux rope, and a core. Upon eruption, the energy budget of this CMEmight be influenced by

an accompanying solar flare.

For hundreds of simultaneous flare-CME events, many terms in the energy budget are within

the range of 1029—1032 erg (e.g., Aschwanden et al., 2014; Aschwanden, 2017; Emslie et al., 2005).

When there is no accompanying flare, the energy budget of the CME is often found for only one or

two components of the three-part CME. Due to their frequently imaged bright features, the core

and leading edge are the two most convenient components of the CME to study when determining
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the energy budget; although, the magnetic energy requires measurements from the flux rope.

Compared to the rest of the total energy budget, the magnetic energy of a CME is difficult to

measure. Serendipitous measurements of the magnetic energy are usually gathered in situ near 1 AU

if an ICME bombards a spacecraft (e.g., Davies et al., 2020; Scolini et al., 2020), while targeted mea-

surements are typically acquired through remote observations of pre-CME prominences and fila-

ments on the solar disk (e.g., Leroy et al., 1983; Solanki et al., 2003). Upon eruption, most of the

CME’s magnetic energy is concentrated in the flux rope. It is difficult to track this magnetic energy

after the eruption due to the faint emission within this component of the CME. Attempts have

been made to bridge the gap between the measurements of the CMEmagnetic field at 1R⊙ (re-

motely) and 1 AU (in situ). Magnetohydrodynamic (MHD) models have been used to gain insight

on the morphology of the magnetic field structure by extrapolating from solar disk measurements,

extrapolating from in situmeasurements, or interpolating between both measurements (e.g., Us-

manov &Dryer, 1995; Feng et al., 2010). However, the mechanisms that transform the complex,

coronal flux rope into a relaxed, interplanetary plasma cloud are still largely unconfirmed. This cre-

ates much uncertainty for magnetic energy estimates of CMEs seen traveling through the corona,

frequently via white light images.

It is much more feasible to measure and continuously track the kinetic and potential energy com-

ponents of the CME energy budget. Both forms of energy require a value for the CME’s mass,

which can be estimated directly from white light coronagraph images. The images show features

along the plane of sky (POS) and capture the light scattered by free electrons; and, the information

inferred from the features is averaged along the line-of-sight (LOS) within the optically thin coronal

medium. Such information can be misinterpreted due to projection effects. Frequently, geomet-

ric assumptions are made to mitigate misunderstandings caused by projection effects when deter-

mining the mass or three-dimensional structure of CMEs (e.g., Ciaravella et al., 2003; Emslie et al.,

2004; Vourlidas et al., 2010). For the kinetic and potential energy, the uncertainty due to errors in

the mass estimate can be avoided if only the specific energy (i.e., quantities of energy per mass) is

used to compare and contrast the energy budgets of various CMEs, which may have masses that are

evaluated with distinct techniques and sources of uncertainty.
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The heating energy is another component of the CME energy budget that is often plagued by

uncertainties. This is because the physical mechanisms responsible for continuously generating

thermal energy are not understood. Processes that cool the plasma or redistribute its thermal en-

ergy can occur while the plasma is being heating even though observations may sometimes indicate

minor changes in the plasma temperature. Evidence for the extended, post-eruption heating has

been found through observations of erupting prominence material observed as absorption features

that are later seen as emission features, presumably due to its temperature increasing (Filippov &

Koutchmy, 2002; Lee et al., 2017). Additionally, in situmeasurements at 1 AU have indicated the

need for CME heating until the ionization states are frozen-in (Rakowski et al., 2007), i.e. until the

plasma density is low enough or velocity is fast enough for the local environment’s ionization and

recombination processes to no longer alter the CME’s ionization states. Quantifying the energy of

the heating process may provide clues for its underlying physical mechanisms. Several studies have

quantitatively assessed the cumulative heating energy component of the energy budget and found it

to be comparable to the kinetic energy (e.g., Akmal et al., 2001; Murphy et al., 2011). It is clear that

the heating is an important process that can improve our understanding of the CME’s evolution

during and after the initial eruption.

In this paper, we provide constraints on the heating energy of localized plasma within a CME by

using fortuitous spectroscopic measurements of a CME crossing the (single) slit of a coronagraph

spectrometer at multiple heights in the corona. Our work with this unique dataset is supported by

measurements from solar disk photometry and white light coronagraph images of the CME. This

paper is organized as follows.

In Section 3.1, we describe the data acquired from three instruments of the Solar and Helio-

spheric Observatory (SOHO). We have photometry from the Extreme ultraviolet Imaging Telescope

(EIT), white light images from the Large Angle Spectroscopic Coronagraph (LASCO), and spectra

from the Ultraviolet Coronagraph Spectrometer (UVCS) to study the CME that erupted in 1999

onMay 17. In Section 3.2, we interpret the features seen within the data to distinguish between a

variety of structures within the CME core. In Section 3.3, we discuss how plasma diagnostics in-

ferred from the spectra constrain the plasma parameters. The constraints provide upper and lower
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limits on the physical properties that we find from our 1D numerical models and non-equilibrium

ionization (NEI) calculations, which we explain in Section 3.4. The constrained 1Dmodels are

compared to the 3DMHDmodel of a slow CME. This CME’s evolution is simulated by the Mag-

netohydrodynamic Algorithm outside a Sphere (MAS) code and we discuss this in Section 3.5. Our

energy budget results and heating rates for the observed CME are given in Section 3.6. We demon-

strate our methodology through the detailed analysis presented for one heating parameterization.

The analyses for our other parameterizations are given in the Appendices. Lastly, in Section 3.7 we

summarize our work and give closing remarks about the current dearth of coronagraph spectrome-

ters, which is an issue that will be resolved by the UVSC Pathfinder and LOCKYERmissions.

3.1 Observations of the CME

We study observations taken of a CME that occurred on 17May 1999. Three instruments on board

the SOHO spacecraft clearly captured the CME: EIT between 00:48 and 03:12 UTC, LASCOC2

camera between 00:49 and 5:25 UTC, and UVCS between 03:08 and 04:38 UTC.We used EIT and

LASCO to confirm the CME detection and obtain rough estimates of the CME’s velocity. We use

spectra fromUVCS to analyze the evolution of its physical properties.

3.1.1 EIT Photometry

The EIT (Delaboudinière et al., 1995) observations show filamentary structures erupting near the

northwest limb of the Sun. This is most evident in the 195 Å bandpass with images taken at a 12

minute cadence and an exposure time of 4.5 seconds. These structures can be seen in the differ-

ence image given in Figure 3.1. Multiple filamentary structures are near the position angle (PA) of

315◦ (counter-clockwise from north pole). They elongate and travel radially outward between times

00:48 and 3:00 UTC. It is not clear where the launch site was on the Sun given that only one im-

age of these structures was captured by the 304 Å bandpass. Taken at 1:18 UTCwith an exposure

time of 32 seconds, the 304 Å image shows many towering prominence loops that extend down-

ward to footpoints that do not reside in the foreground. These observations suggest that, before
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00:48 UTC, the CME either has yet to launch or is traveling behind the solar disk; and, beyond

3:00 UTC, the CMEmaterial has traveled beyond the field of view or is no longer emitting radia-

tion within the bandpass. Images in the 171 Å and 284 Å bandpasses were taken at times outside

of this time window and therefore did not provide relevant information. Based on the time win-

dow, the structures imaged by EIT begin to erupt at least two hours before the UVCS observations

capture the CME at a heliocentric distance of 1.4R⊙ along SOHO’s POS. Assuming the EIT struc-

tures continued to travel radially outward at a constant speed, the observation times suggest a speed

of∼80 km s−1 along the POS for CMEmaterial traveling from the limb to a heliocentric distance

of 1.4R⊙. However, we later discuss the importance of confirming observations of the same, spe-

cific structures at multiple heights when attempting to deduce the velocity of CMEmaterial.

3.1.2 LASCO Photometry

White light photometry of LASCO (Brueckner et al., 1995) can be obtained from any of its three

cameras: C1, C2, and C3. The C1 camera however was no longer operational after 1998; therefore,

data on the 1999 CME is available only from the C2 and C3 camera. They provide a combined

field of view covering 2.5 to 30R⊙. Among the LASCO images that capture the CME, we pri-

marily consider the images that occur near the UVCS observation times. This is limited to the C2

images taken from 2:49 to 4:49 UTC each with an exposure time of 25 seconds. An example of

when UVCS observations coincide with LASCO is given in Figure 3.2. At distinct times, the single

slit aperture of the UVCS instrument monitors the corona at distinct heliocentric distances (dH).

In our example, we overlay the slit (illustrated as a blue line) onto a difference image of LASCO

white light photometry only if the UVCS slit-image is taken at a time within±20 minutes of a sin-

gle LASCOC2 image. Within this time interval, Figure 3.2 shows the UVCS slit’s center at 1.7,

1.9, 2.1, and 2.6R⊙ at different times. The UVCS observations that have an assigned identification

(ID) ranging from 6 to 17 have (blue) slits that are overlaid onto the difference image. These UVCS

observation IDs and times are given in Table 3.1.

The positions of the slit during this CME event suggest that UVCS primarily observed the

bright, dense core of the CME. Throughout all of the observations listed in Table 3.1, neither the
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Figure 3.1: EIT difference image from observations taken at 02:24 and 02:36 UTC in the 195Å bandpass. In the top
right, plumes of elongated CME material continuously and slowly erupt off the limb between 00:48 and 03:12 UTC.

CME’s current sheet, the faint void, nor the leading edge are discernable within the UVCS data. Ac-

cording to the CDAWCMECatalog (Gopalswamy et al., 2009), the leading edge seen in LASCO’s

C2 and C3 images travels at 500 km s−1 beyond 3R⊙ with a 5 m s−2 acceleration on average along

the POS. The core of the CME is seen in the same white light photometry and contains amorphous

features that significantly alter in appearance from one image to another. This makes it difficult

to determine the core’s speed when using only white light imagery. Based on the C2 images we

use, this problem is exacerbated with core material at lower heights in the corona. As the material

expands and travels higher in the corona, some features of the CME core are more clear in their
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discernible shape in one image than another image, and they also become fainter. Consequently,

we depend on the UVCS information for velocity estimates of features seen within the CME core.

However, the leading edge velocity from LASCO does serve as an upper limit for the core’s velocity

along the POS.

Figure 3.2: LASCO difference image from observations taken at 03:25 and 03:49 UTC show the CME’s amorphous core
and shell‐like leading edge. The blue lines represent the UVCS slit aperture at times corresponding to the observations
IDs (cf. Table 3.1).
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3.1.3 UVCSObservations of CMECore

Effective ultraviolet coronograph spectrometers attempt to minimize the contamination of bright

solar disk emission while maximizing the signal of relatively weak coronal emission lines. Many spec-

trometers constructed for this purpose are modeled after the design originally introduced by Kohl

et al. (1978). As one of such instruments, UVCS was designed to detect coronal emission cover-

ing the 940–1360 Å wavelength range as a means for studying the physical conditions of coronal

plasma from dH ≈ 1.5R⊙ out to dH ≈ 10R⊙ away from the center of the solar disk in the plane

of sky (Kohl et al., 1995, 2006; Gardner et al., 1996, 2000, 2002). UVCS consists of two spectrom-

eters (Pernechele et al., 1997): the Lyman-α channel can cover the 1145–1285 Å range but is opti-

mized for the H I Lyman-α line at 1216 Å while the O VI channel can cover the 940–1125 Å range

but is optimized for the O VI 1032 and 1038 Å doublet lines. In this work, we only use data from

the O VI channel. We analyze data from both the “primary” light path and the “redundant” light

path, albeit both paths lead to the O VI detector. The redundant mirror provides the spectral cover-

age needed to monitor H I Lyman-α emission without using the Lyman-α channel.

On 17May 1999, UVCS was staring near the northwest limb of the Sun at a position angle of

315◦ with the slit positioned at heliocentric distances ranging from 1.42 to 3.10R⊙. The core of a

CME passes through the field of view and there are 26 images taken with exposure times of either

180 seconds or 200 seconds. This is tabulated in Table 3.1 and all of these images capture features of

the CME core at the same position angle. There are no observations that occur immediately before

or immediately after the CME event at this position angle. The spatial binning along the slit is 3

pixels (21”).

Due to the limitations of telemetry, three distinct panels within the O VI channel’s spectral

coverage were stored. As shown in the example of Figure 3.3, the three panels were stored with a

binning of 3, 2, and 2 pixels in the dispersion direction which corresponds to -0.298, -0.199, and

-0.199 Å respectively for the primary light path and 0.274, 0.183, and 0.183 respectively for the

redundant light path. The negative dispersion indicates that the wavelengths will increase in the

opposite direction (as seen in Figure 3.3). The three panels have wavelength ranges respectively cor-
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responding to 1023–1043, 979–993, and 975–978 Å for the primary path. For the redundant path,

the wavelength ranges are 1163–1182, 1209–1222, 1223–1226 Å respectively. See Table 3.2 for the

most prominent spectral lines identified along with their peak ion formation temperature under

ionization equilibrium. The wavelength calibration, flux calibration, and corrections in detector dis-

tortions and flat fielding are processed via the UVCS Data Analysis Software version 5.1 (DAS51).

Figure 3.3: UVCS data taken when slit aperture is positioned to dH = 1.4R⊙ at 03:08 UTC. From top to bottom, the
spectral lines in this example show the background corona, a very bright clump of CME core material, and diffuse CME
core material.

3.2 Data Analysis

As shown in Figure 3.3, the three UVCS panels have information from the ultraviolet spectral lines

listed in Table 3.2. In the leftmost panel, the spectral lines of interest come from the primary optical

path. The Si XII line at 521 Å is present in its second spectral order at 1042 Å. Between the O VI

doublet lines (1032 Å and 1038 Å) is a H I Lyman-α instrumental ghost due to imperfect spacing of

grating grooves. In the middle panel, the spectral lines come from the primary and redundant opti-

cal paths. The two N III lines are from the primary path and the rest are from the redundant path.

Similar to the Si XII line, the Mg X line at 610 Å is detected in its second spectral order at 1220 Å.

The rightmost panel only contains the C III emission at 977 Å coming from the primary path.
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(a)
04:02 A 04:06 B 04:09 C 04:13

(b)
04:27 A 04:31 B 04:34 C 04:38

Figure 3.4: For four exposures, the UVCS panel showing the O VI doublet lines is presented. (a) This row corresponds to
the last four exposures with the slit at dH = 2.6R⊙. (b) This row corresponds to the last four exposures with the slit
at dH = 3.1R⊙.

At various position angles along the slit, material from the CME or background corona can be

Doppler shifted away from the gray dashed line in Figure 3.3. For example, in most of the spectral

lines, there is an abnormally bright bulge at PA = 330◦. This CMEmaterial extends to lower posi-

tion angles along the slit. Near PA = 315◦, the material is clearly redshifted.

From one image to another, there are only slight changes to the position angles and Doppler

shifts of the CMEmaterial. Per spectral line, prominent features within the CMEmaterial can be

tracked from one height to another by monitoring the consistency of the structure’s position an-

gle, Doppler shift, brightness relative to other spectral lines, and spatial size (along the slit). As the

CME evolves, these characteristics should change; but, we expect only minor changes over the time

intervals required for UVCS observations to shift from height to another. These shifts often occur

at intervals of about ten minutes (cf. Table 3.1).
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Tracking specific structures seen along the slit from one height to another becomes difficult if a

structure becomes too faint or becomes visually mingled with another structure. Tracking can also

be difficult if a structure observed at one height has similar characteristics as a different structure

observed at a higher height. If one confuses distinct structures as the same structure, this will lead

directly to a miscalculation of the velocity. An example of this occurs when distinct parts of the

same elongated, filamentary structure are observed at distinct heights along the POS.

Tracking specific structures should not depend solely on observations of plasma that share sim-

ilar characteristics at multiple heights. For the sake of accurately assessing the evolution of the spe-

cific clump of plasma, it is necessary to consider the reasons why the clumpmight be bright in one

image and faint in the next image or be found at a different PA or different Doppler shift in subse-

quent images. In such scenarios, the continuity of information between images for a single clump

of plasma becomes ambiguous. Therefore, we use three approaches to confirm that the single-slit

UVCS has observed the same structure over multiple images at distinct coronal heights: we consider

the spatial position, the brightness, and the velocity of clumps at each height.

3.2.1 Confirmation from spatial position

The automated programming for UVCS operations was set to take 2, 2, 3, 3, 4, 5, and 7 exposures

when observing heights 1.4, 1.5, 1.7, 1.9, 2.1, 2.6, and 3.1R⊙ respectively. The most images come

from heights 2.6 and 3.1R⊙ and thus those images would provide the best chance at discerning the

same material at multiple heights. The last four images taken at 2.6R⊙ are shown in Figure 3.4a and

the last four images taken at 3.1R⊙ are shown in Figure 3.4b. Each image only shows the panel of

the detector that contains the O VI doublet lines, and the visual contrast of each image is arbitrar-

ily set to best emphasize the O VI features. Therefore, some H I Lyman-β features are present but

difficult to see; and, the brightness of one image should not be compared to that of another.

At 2.6R⊙ (cf. Figure 3.4a), the first image contains a bright clump of CME core material at 330◦

in the O VI lines. This material extends to lower positions on the slit. The Lyman-β emission shows

distinct clumps of H Imaterial near the same position angle of 330◦. In the second image (A), the

brightest clump of O VImaterial is slightly higher than before. There is now a clump at the lower
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position of 322◦, which has a slightly wider spectral width than the material at the same position an-

gle in the previous image taken∼3 minutes prior. The white arrow points at this new clump for the

1038 Å line, although the same phenomenon occurs at 1032 and 1026 Å and in other UVCS panels

at 1216 and 977 Å that are not shown. The third image (B) shows the highest clump at a slightly

higher position angle than 3 minutes prior, and the white arrow is higher to show that the lower

clump’s position is higher as well. Now, the H I emission at 1026 Å (and at 1216 Å) is relatively

faint at that lower position but still has a clump of H Imaterial that remains bright at the higher

position. In the fourth and final image (C), the white arrow is nearly overlapping with the highest

clump to indicate that much of the lower material seen 3 minutes prior is now predominantly at this

high position, although some of this clump’s material is still seen at the lower position. Therefore,

between the four images taken at intervals of∼3 minutes, there is a clump of plasma that seems to

appear at image A and seems to be one portion of a filamentary structure that is seen again in im-

age B and again in image C. The long filamentary structure, which is travelling outward at a near

radial direction along the POS, must be oriented at a small angle from the slit. This would cause the

same strand of material to be imaged at gradually higher (or gradually lower) position angles as it

passes by. This is occurring while another bright strand of material is consistently seen in all four

images in almost all spectral lines near PA = 331◦. Although not shown, these phenomena amongst

the four images are evident in the C III emission as well.

At 3.1R⊙ (cf. Figure 3.4b), similar phenomena occur. A bright bulge appears in image A (indi-

cated by the white arrow) and its neighboring or connecting material (also indicated by the white

arrow) seems to appear at slightly higher positions in image B and image C. This qualitative assess-

ment of the clumps’ positions is evidence to support the hypothesis that the clumps of plasma ob-

served in the last three exposures with the slit at 2.6R⊙ are the same clumps of plasma observed

in the last three exposures with the slit at 3.1R⊙. Although this is clear for the clumps marked by

the white arrows, it is likely true also for the consistently bright clumps at the higher position along

the slit. Clumps at the higher position angle seem to keep a similar size (along the slit) throughout

images A, B, and C at 2.6R⊙; and at 3.1R⊙, the clumps at the higher position angle also exhibit

a consistent size throughout images A, B, and C. Thus, the pattern of behavior seen at the higher
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position angle remains the same between 2.6 and 3.1R⊙. For clumps at both position angles, the

two O VI emission lines provide the best evidence to qualitatively confirm the hypothesis, but other

spectral lines have their own features that follow similar patterns which support the hypothesis as

well.

For the clumps observed at heights below 2.6R⊙, such patterns of behavior are not clearly seen.

At each height below 2.6R⊙, only two, three, or four images were taken and no distinguishable fea-

ture seemed to “appear” at multiple heights (like the lowest clump at 2.6R⊙ that appears in image

A and later appears at 3.1R⊙ again in image A). Ultimately, the spatial characteristics of the clumps

observed below 2.6R⊙ do not confirm a multi-height detection.

3.2.2 Confirmation from Brightness

Amore quantitative confirmation comes from the clumps’ brightness at each height and is sum-

marized in Figure 3.5. We record the total intensity for each spectral line after subtracting out the

background corona. None of the UVCS exposures occur immediately before or after the CME

event. Therefore, we use the relatively faint regions near the top and bottom of the detector (e.g.,

PA∼ 340◦ or 300◦ for data in Figure 3.4) to determine the average background coronal flux for

each spectral line and subtract it from the regions of CMEmaterial. The light curve shows the total

intensity amongst all clumps within a given spectral line. Although we can clearly distinguish one

clump from another along the slit aperture, the changes in position angle and brightness introduce

uncertainties in defining a consistent size for each individual clump. This is exacerbated as multi-

ple clumps become very close to one another along the slit aperture in a given image. Therefore,

we maintain consistency by tracking the total brightness of all of the CMEmaterial along a given

spectral line as one composite clump, instead of tracking the brightness of each individual clump.

Figure 3.5 shows light curves for the O VI 1032 Å emission (in units of 1010 photons steradian−1 cm−2 s−1)

and the H I 1216 Å emission (in units of 1012 photons steradian−1 cm−2 s−1) for slit positions of

2.6 and 3.1R⊙. The vertical dashed line visually separates the data taken at 2.6R⊙ from the data

taken at 3.1R⊙. The intensities at 3.1R⊙ are arbitrarily amplified by a factor four for 1032 Å and

thirty for 1216 Å in order to visually place the light curves on the same scale.
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As previously mentioned, the most images per height are taken at 2.6 and 3.1R⊙, which give

enough information to make useful height-to-height comparisons. In the light curves for 1032 Å,

the final three images (A, B, and C) at both heights yield a pattern where the composite clump in-

tensity is brightest for image B, second-brightest for image C, and third-brightest for image A. This

suggests that the composite clumps observed at 2.6R⊙ are the same as the composite clumps ob-

served at 3.1R⊙. The same can be said about the light curves for 1216 Å, which have their own

pattern of monotonically increasing over time. Although this height-to-height similarity may also be

true for the images taken prior to seeing composite clump A, we focus on the last three images since

they provide the best signal to noise ratio.

We find these two forms of confirmation despite the composite clumps’ decrease in brightness

as they travel from 2.6 to 3.1R⊙. The O VI emission at 1032 Å drops by a factor four and the H I

emission at 1216 Å drops by a factor of thirty. The difference in factors might be attributed to the

H I being in a cooler region of the CME core that is separate along the LOS from the O VI. The

general decrease in brightness can occur for many different reasons. Some of the decrease may come

from a change in density and temperature as the material expands between 2.6 and 3.1R⊙. The de-

crease in brightness for distinct spectral lines can be due to changes in ionization states within the

emitting plasma. Ultimately, the degeneracy amongst parameters that affect the CME’s brightness

obscures the specific underlying mechanisms that are responsible for the specific decreases in bright-

ness observed by UVCS.

3.2.3 Multi-height velocity

Since composite clumps A, B, and C seem to appear in the UVCS observations at both 2.6 and

3.1R⊙, we can estimate their total velocities. We determine the POS velocity by accounting for

the two distinct times each clump is observed at two distinct heights (and position angles) in the

corona. At both heights, we find the intensity-weighted centroid of each composite clump for each

spectral line. Using the centroid positions and observation times, we estimate an average velocity in

the POS for the composite clump between 2.6 and 3.1R⊙. The centroid positions indicate a direc-

tion for the POS velocity vector that is almost radially outward. This is due to the composite clumps
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being found at nearly the same position angles at 2.6R⊙ (with centroid PA∼ 327◦) and 3.1R⊙

(with centroid PA∼ 324◦). When all of these factors are considered, each composite clump within

its respective spectral line yields a multi-height, average velocity in the POS equal to∼250 km s−1.

To give an example, we determine a centroid position for each spectral line in which composite

clump B is found. For this clump, the average of the centroid PAs is 327.4◦ when the slit’s cen-

ter is at 2.6R⊙ and 323.7◦ when the slit’s center is at 3.1R⊙. The distance between the centroids

is 0.55R⊙ with a difference of 25 minutes in observation times. This corresponds to a speed of

255.1 km s−1 along the POS. This is applied to the clump’s LOS velocity at 2.6R⊙ and its LOS ve-

locity at 3.1R⊙. As a source of uncertainty, the estimated difference in times of observing clump B

may be erroneous due to the 3-minute exposures. Considering this, an observation time differ-

ence of 28 minutes makes the POS velocity 227.8 km s−1 and a difference of 22 minutes yields

289.9 km s−1, which suggests a∼30 km s−1 uncertainty about the POS estimate of 255.1 km s−1.

We determine the instantaneous LOS velocity component fromDoppler shifts of each spectral

line. As an example, the spectral lines emitted by clump B exhibit Doppler shifts that average to

54.3 km s−1 as a blueshift at 2.6R⊙ and 56.1 km s−1 as a redshift at 3.1R⊙. The transition from

blueshift to redshift could be evidence of helical motion; but, there are not enough observations

of clump B (at multiple heights) to confirm periodicity in its Doppler shifts and thus helicity in its

motion.

For our final velocities, if a composite clump has a POS estimate of 250 km s−1 and a LOS esti-

mate (for a given ion and spectral line) of 50 km s−1, this altogether yields a total velocity magnitude

of 255 km s−1 with a direction oriented 11◦ out of the POS. To account for unknown sources of

error, we conservatively adopt an upper limit of 300 km s−1 and a lower limit of 200 km s−1 for each

composite clump. This multi-height, average velocity is used in §3.3.2 to obtain the aforementioned

velocity-based confirmation of composite clumps A, B, and C.

We do not attempt the velocity-based confirmation for composite clumps found at heights below

2.6R⊙ (i.e., dH =1.4, 1.5, 1.7, 1.9, and 2.1). Considering their positions along the slit (as in §3.2.1)

and their light curves (as in §3.2.2), there are not enough images taken at these heights to confirm

that a clump captured at one height was also captured at another height. Without either of these
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forms of confirmation, two distinct heights and observation times cannot be used to determine the

multi-height velocity estimate of any of these clumps. Therefore, we exclude these clumps from the

velocity-based confirmation test in §3.3.2. The lack of various forms of confirmation implies that

each of these clumps were likely observed at only a single height, which is typical for observations by

single-slit coronagraph spectrometers. Therefore, we do not use these clumps when constraining the

CME core’s physical properties as a function of height.
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Table 3.1: UVCS Observations

ID Time (UTC) dH (R⊙) Δt (s)

0 03:07:50 1.4 200
1 03:11:14 1.4 200
2 03:15:13 1.5 200
3 03:18:39 1.5 200
4 03:22:36 1.7 180
5 03:26:04 1.7 180
6 03:29:33 1.7 180
7 03:33:34 1.9 180
8 03:37:04 1.9 180
9 03:40:33 1.9 180
10 03:44:32 2.1 180
11 03:48:03 2.1 180
12 03:51:32 2.1 180
13 03:55:02 2.1 180
14 03:58:47 2.6 180
15 04:02:18 2.6 180
16 04:05:46 2.6 180
17 04:09:16 2.6 180
18 04:12:47 2.6 180
19 04:16:49 3.1 200
20 04:20:14 3.1 180
21 04:23:47 3.1 200
22 04:27:13 3.1 180
23 04:30:45 3.1 200
24 04:34:10 3.1 180
25 04:37:43 3.1 180

Notes. The POS heliocentric distance, dH, corre-
sponds to the slit’s central pixel.
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Table 3.2: Prominent lines detected by UVCS during CME

Wavelength (Å) Ion Transition log Tm

1215.67 H I Lyman-α 4.5
1025.72 H I Lyman-β 4.5
977.02 C III 2s2 1S0 - 2s2p 1P1 4.8
989.79, 991.58 N III 2s22p 2P1/2,3/2 - 2s2p2 2D3/2,5/2 4.9
1213.85 [OV] 2s2 1S0 - 2s2p 3P2 5.4
1218.39 O V] 2s2 1S0 - 2s2p 3P1 5.4
1031.91, 1037.61 O VI 2s 2S1/2 - 2p 2P3/2,1/2 5.5
609.76, 624.93 Mg X 2s 2S1/2 - 2p 2P3/2,1/2 6.1
499.37, 520.66 Si XII 2s 2S1/2 - 2p 2P3/2,1/2 6.4

Notes. TheMg X and Si XII spectral lines are seen in their second spectral order.
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3.3 Plasma Diagnostics

We can deduce the physical properties of the observed plasma by decomposing the components of

the UV radiation observed. We use atomic models to determine the contribution from collisional

excitation or radiative excitation of the emitting ions. Assuming the coronal model approximation,

ions are excited from their ground state primarily by free electron collisions or photo-absorption

and subsequently are de-excited primarily through spontaneous radiative decay. For excited ions in

metastable states, the radiative decay rate is much slower and the collisional de-excitation rate is no

longer negligible. Akmal et al. (2001) exploited this fact with the [O V] 1214 Å and O V] 1218 Å

lines (cf. Table 3.2). Because of the collisional de-excitation, the intensity ratio of the O V lines be-

came a useful density diagnostic for their CME analysis. The intensity ratio between the N III 990

and 992 Å lines can serve as a density diagnostic as well.

Unfortunately, for three of these lines, clumps A, B, and C are too faint to clearly distinguish

them from the grating-scattered light from bright Lyman-α emission and the background corona.

For the last three exposures taken at both 2.6 and 3.1R⊙, only the O V] 1218 Å line is bright enough.

Therefore we do not make use of the other three lines in our plasma diagnostics. Also, the three

clumps are not seen in the second-order Mg X and Si XII lines. We therefore discard these spectral

lines from our analysis as well.

3.3.1 TwoComponents of Emissivity

The O VI doublet can serve as both a velocity and density diagnostic if we consider the aforemen-

tioned two processes of plasma excitation in the corona. For emission at wavelength λ, the two pro-

cesses are responsible for the two components of emissivity. This yields a total local intensity Iλ, in

units of photons cm−2 s−1 steradian−1, that can be summarized as the following:

Iλ =
1
4π

∫
LOS

(εc,λ + εr,λ)ds,

εc,λ = nZ,z · neqex,λ(Z, z,T),

εr,λ = nZ,z · I⊙(λi + δλi)σλW(r).

(3.1)
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The collisional excitation component εc,λ includes collisional excitation rate coefficient qex,λ in units

of photons cm3 s−1. The radiative excitation component εr,λ includes the dilution factorW(r)

which is the solid angle, 2π
(
1 −

√
1− (R⊙/r)2

)
, subtended by the solar disk with respect to

the scattering plasma that is at a heliocentric distance r away: a distance that is not confined to the

POS like dH. The effective cross section for scattering radiation of a given wavelength is σλ and the

I⊙ is the intensity from the solar disk radiation that is to be scattered. The incident radiation from

the disk emits at λi and is Doppler shifted by δλi with respect to the velocity of the plasma. The

free electron density ne only directly affects the collisional excitations. The ion density nZ,z directly

affects the ion’s collisional and radiative excitations. It can be characterized as nZ,z = nHAZfz,

where the number density of ion z of element Z is the product of the hydrogen density (nH), the

Z element’s abundance (AZ) relative to hydrogen, and the fraction (fz) of all ions z of element Z.

Values for qex,λ are given by the CHIANTI atomic database (Dere et al., 1997, 2019). Values for σλ

are based on oscillator strengths from CHIANTI, and values for I⊙ are based on observations from

Vernazza & Reeves (1978) taken near solar minimum. We multiply their I⊙(λi =H I 1216) values

by a factor of 1.37 and all other solar disk emission lines by 1.5 to account for the solar maximum

activity in 1999 according to measurements from theUARS/SOLSTICE instrument (Rottman

et al., 2001).

The ratio of the O VI doublet lines, I1032/I1038, can be a useful diagnostic when their collisional

and radiative components are considered. The ratio of their collisional components is εc,1032/εc,1038 = 2

due to the collision strengths of their atomic transitions. Consequently, the ratio of total intensities

becomesR = I1032/I1038 = 2.0 when the collisional components dominate. When both radiative

components dominate, the ratio becomesR> 2 and indicates a slow velocity (i.e., small δλi) for

the scattering plasma (cf. Figure 3.6). However, at speeds greater than 100 km s−1 the ratio of total

intensities becomesR≤ 2.0. Figure 3.6 shows an example of how these characteristics of the O VI

ratio can serve as a useful velocity diagnostic for the CME that we study. Pumping of the 1038 Å

line’s radiative component brings the ratio toR< 2.0. This radiative pumping happens in Fig-

ure 3.6 due to the Doppler-shifted solar disk emission from C II: 1036.34 Å or 1037.02 Å following

the transition 2s22p 2P1/2 or 3/2 —2s2p2 2S1/2. This is applicable for plasma traveling near 400 or
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200 km s−1 respectively.

Due to thermal broadening of the absorption line profiles, the range ofR < 2 velocities and

R > 2 velocities can broaden under hotter conditions. These ranges are also affected by our as-

sumption of 25 km s−1 for any nonthermal broadening. As long as the CME’s velocity is roughly

estimated and the observed ratioR deviates from 2.0, the O VI doublet lines can provide tighter

constraints on the range of original velocity estimates. While the O VI doublet is radiatively pumped

by Doppler-shifted emission, we can take the ratio between a line’s collisional component and radia-

tive component to evaluate an average electron density:

ne =
I⊙(λi = C II 1037)σ1038W(r)

qex,1038
R

2− R
, R < 2, (3.2)

which is useful for clumps A, B, and C traveling at∼250 km s−1.

Using the same concepts, we can also estimate a LOS thickness of the plasma cloud. Once the

plasma’s intensity is measured, we can exercise a forward modelling procedure to estimate the two

components of emissivity by using a model temperature, density (and ionization state), and velocity.

With Iλ being measured and the emissivities being modelled, we can estimate a LOS length sLOS of

the emitting plasma cloud. To set an observational constraint on our model emissivities, we require

that the estimated LOS length is greater than 10% of the observed clump’s POS size along the slit sslit

and less than three times the clump’s POS size:

0.1× sslit < sLOS < 3× sslit, (3.3)

which can serve as useful upper and lower limits, especially when an observed clump is very faint

and its sslit is difficult to determine. As an example of a typical size, clump B’s average size amongst

its spectral lines is sslit = 0.57R⊙ at 2.6R⊙ and sslit = 0.63R⊙ at 3.1R⊙. This size is defined

by the distance between positions of median-intensity on either side of the peak-intensity of the

composite clump.

All of the techniques used in Equations 3.1, 3.2, 3.3 can exploit the Doppler dimming effect (Hy-

der & Lites, 1970) of the two-component emissivity observed from coronal, ultraviolet radiation.
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Techniques like these can yield diagnostics on the emitting plasma and have been employed by many

spectroscopic studies of CMEs (e.g., Ciaravella et al., 2001; Raymond &Ciaravella, 2004; Bempo-

rad et al., 2006) and the solar wind (e.g., Kohl &Withbroe, 1982; Noci et al., 1987; Cranmer et al.,

2008; Strachan et al., 2012; Gilly & Cranmer, 2020).

3.3.2 Confirmation from Velocity

We use the O VI doublet ratio as a velocity diagnostic to confirm or reject the notion that the single-

slit UVCS serendipitously captured images of the same unpredictable CMEmaterial at multiple

heights in the corona. We assign±5% uncertainties to our observed O VI 1032
O VI 1038 intensity ratios to

account primarily for relatively minor uncertainties in the radiative components’ solar disk line pro-

files and effective scattering cross sections. The ratio for each individual clump within each image of

the UVCS observations is plotted in Figure 3.7.

Below 2.1R⊙, theR > 2 ratios imply that the clumps have speeds between 0 and 100 km s−1

(cf. §3.3.1 and Figure 3.6). In this case, the greatest intensity ratio observed,R = 2.52, corresponds

to the slowest velocity estimate, which is roughly∼45 km s−1 depending on the density and temper-

ature of the plasma. However, as mentioned in §3.2.3, the velocity is not confirmed by observations

of the same clump at multiple heights.

At 2.1R⊙, theR ≈ 2 ratios suggest that the O VI doublet alone is no longer a useful diagnostic.

If the CME core material is accelerating, the instaneous velocities estimated from theR > 2 ratios

below 2.1R⊙ can act as a lower limit for the velocities determined at 2.1R⊙ withR ≈ 2 ratios.

This still leaves much ambiguity in the clumps’ velocities as well as a lack of confirmation in their

multi-height detection. Thus, these clumps are not included in our observational constraints of the

CME core.

Above 2.1R⊙, the observedR < 2 ratios imply that the velocity can be determined if a different,

independent estimate of the velocity is first acquired. We elaborated in §3.2.3 how the three com-

posite clumps observed at 2.6 and 3.1R⊙ have velocities of∼250 km s−1. Therefore, we constrain

the model intensity ratios (like that of Figure 3.6) toR < 2 models that correspond to velocities

between 200 and 300 km s−1. Figure 3.6 is an example showing how there areR < 2 models that
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reside within this velocity range. Therefore, the physical conditions modelled can be constrained by

the observed intensity ratios in a way that shows agreement between two independent velocity esti-

mates: the instantaneous velocity estimates fromDoppler dimming models and the average velocity

estimates frommulti-height observations of the plasma.

3.3.3 Constraints on Physical Properties

Confirming the precise details of the plasma’s physical properties will require constraints frommore

than just the O VI ratio. Other spectral line ratios can act as useful diagnostics for various proper-

ties, including temperature, density, velocity, and ionization states. We present these observational

constraints in Table 3.3. For reasons elaborated in §3.2.2, we only consider the ratios of the total in-

tensities for the three composite clumps, instead of the many individual clumps. We conservatively

assign uncertainties of 25%, 30%, 20%, 30%, and 30% for the H I 1216
H I 1026 ,

H I 1216
O VI 1032 ,

H I 1026
O VI 1032 ,

O V 1218
O VI 1032 ,

and C III 977
O VI 1032 ratios respectively which include uncertainties in model atomic rates, adopted solar

disk emission line profiles, model scattering cross sections, and distinct UVCS calibrations for the

primary and redundant optical paths.

Using distinct ratios as observational constraints carries distinct assumptions about the plasma

cloud’s environment. For example, multi-ion ratios like the H I 1216
O VI 1032 ratio, require the models to

assume an isothermal plasma cloud mixed with H I ions and O VI ions. Such assumptions should be

handled with care. Although Olsen et al. (1994) and Allen et al. (1998) suggested that the Lyman-α

profile of the slow solar wind (fromOlsen) and the fast solar wind (from Allen) acts as a good proxy

for the free proton effective temperature, we do not assume this to be true for temperatures that are

derived by intensity ratios that include Lyman-α emission.

3.4 NumericalModels forHeating Rates

The physical properties of the observed plasma give insight on the rate of heating experienced by the

plasma. We determine these physical properties by modelling a parcel of plasma as it expands and

travels radially away from the solar disk. We primarily monitor its thermal energy as we follow the
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Figure 3.8: Resultant set of electron density and temperature profiles after using theQKR heating function where
αB = 2. The square, diamond, and hexagon symbols located at 2.6 and 3.1R⊙ are arbitrarily positioned in the middle
of their respective upper and lower limits for visual clarity. The vertical position of this symbol is not statistically more
significant than other values within its range. (a) These model densities have corresponding temperatures, velocities,
and ionization states that yield an intensity ratio congruent to the data. (b) These model temperatures have correspond‐
ing densities, velocities, and ionization states that yield an intensity ratio congruent to the data.

plasma with a Lagrangian approach and assume a self-similar expansion. We allow the total density

n to monotonically decrease over a total time t and we describe this expansion rate with the power

law
n2
n1

=

(
t2
t1

)−αt
(3.4)

where the density n1 at time t1 changes to the density n2 at time t2 at a rate that corresponds to the

expansion index αt.

We model the expansion rate with an index of 3.0 (cubic), 2.0 (quadratic), or 1.0 (linear) to act

as an approximation for the dimensionality of the plasma’s expansion. The density is an observable

quantity of the CME but the dimensionality of its expansion is unclear because observations of the

three composite clumps do not provide much information about the CME’s morphological prop-

erties. To minimize our geometric assumptions, only the density parameter is directly affected by

our assumed expansion rate, n ∝ t−αt . However, the lack of morphological information can make

the physical interpretation of αt ambiguous. For example, it is possible for a plasma to undergo a 3D

expansion at a rate of n ∝ r−2 ∝ t−2 (i.e., αt=2) under simplified conditions where a fluid experi-

ences a steady state flow while its volume expands at a constant rate in each dimension. Potential dis-

crepancies like this in dimensionality are exacerbated when considering that a filamentary structure
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within a CMEmay be expanding in its long length faster than it expands in its short radius—thus,

creating more ambiguity when defining a single rate of expansion for CMEs through a power law.

We use the expansion power law to drive one of our cooling terms for the plasma. Any decrease

in thermal energy via expansion is represented by dE = kB⟨T/n⟩dn, where the quantity T/n is

averaged over a given time interval and used to express our total thermal expansion as

Eδn = kBT
δn
n

erg particle−1, (3.5)

where T is temperature, δn is the change in density, and kB is the Boltzmann constant. This is a

portion of the thermal energy kBT that is converted into work that expands the gas. Due to the δn

dependence, a cubic expansion rate would allow for a far greater cooling than a linear expansion rate.

The cooling is augmented by conversions of thermal energy into radiation that escapes the sys-

tem. The radiative cooling is expressed as

Prad = nenZ,zΛZ,z(T) erg cm−3 s−1, (3.6)

where ne is the free electron density (in units of cm−3), nZ,z is the density for ion z of element Z,

and ΛZ,z(T) is the cooling rate coefficient (in units of erg cm3 s−1) that accounts for the emission

line and continuum processes that can occur at a given temperature for a given ion. We adopt the

cooling rate coefficients computed by the CHIANTI atomic database (Dere et al., 1997, 2019).

We model these cooling mechanisms to reduce the thermal energy while an unknown heating

mechanism augments the thermal energy by one of our five heating parameterizations. The first two

are not motivated by any known physical mechanisms of a CME. One is proportional to the density

of the plasma and the other is proportional to the square of the density. We characterize the former

asQn = CH · n and the latter asQn2 = CH · n2, which each have a heating coefficient CH. With

the simpleQn function, we can test the effects of homogeneously generating a constant rate of ther-

mal energy within a CME. The utility of theQn2 is in its square-density dependence. We can gain

insight on how the relatively high density environment near the solar surface may drastically affect

the heating, and this would directly counteract the square-density dependent radiative cooling.
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The third heating parameterization was adopted by Allen et al. (1998, 2000) to model the fast

solar wind as the motion of neutral hydrogen, free protons, and free electrons are influenced by

Alfvén waves. It is described as

QAHH = CH · e−
ra
H erg cm−3 s−1, (3.7)

where ra is the altitude (equal to r − 1.0R⊙) andH is the scale height. We adopt 0.7R⊙ as our

scale height to remain consistent with Allen et al. (1998), as this was one of two model scale heights

they considered. Here, the heating rate coefficient, CH, has units of erg cm−3 s−1. See also Withbroe

(1988) and Lionello et al. (2009a) for additional implementations of this heating function.

Our last two parameterizations are expressed by one magnetic heating function. Just as we used a

power law to express the dimensionality of our self-similar expansion, we also present a power law to

express the dimensionality of this magnetic heating:

QKR = CH,B0

[(
l
ra,1

)αB
−
(

l
ra,2

)αB]
erg cm−3

=
B20
8π

[(
l

ra,2 − δra

)αB
−
(

l
ra,2

)αB]
,

(3.8)

where the coefficient CH,B0 is a constant magnetic pressure (in units of erg cm−3) that includes

an initial magnetic field strength B0. This magnetic field strength is mostly applicable to a CME’s

flux rope, for which we assign a characteristic length scale l and a magnetic expansion index αB.

We consider l to be 0.1R⊙, which is typical of a pre-CME flux rope; and, we consider αB to be ei-

ther 3.0 or 2.0, which represents a 3D or 2D expansion of the flux rope. We test both choices of αB

and distinguish each choice as its own heating parameterization. We use αB to parameterize the un-

knownmorphological properties of the magnetic flux rope. Such properties could influence δra: the

plasma’s change in altitude (ra,2 − ra,1) within a characteristic timescale while traveling between the

two altitudes at some average, bulk speed within the corona.

This magnetic heating function is inspired by the Kumar & Rust (1996) model for heating when

the magnetic helicity is conserved (Taylor, 1974; Berger & Field, 1984) in a self-similarly expanding
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flux rope. They analytically perform a dimensional analysis of magnetic helicity and suggest that it

can follow the formHm ∼ constant ∼ l·
∫
B2dV, where l is some characteristic length scale and B2 is

the magnetic energy that must decrease as the volume increases. In their model, a portion of the free

magnetic energy is gradually converted to thermal energy as the flux rope extends to higher heights

in the corona. We mimic this by using a fraction (given as the total quantity in square brackets)

of the magnetic energy to consistently heat the parcel of plasma. The nature of our specificQKR

function’s magnetic heating is useful but it is not meant to explain any specific properties of the

CME’s (unobserved) flux rope. Without knowing the morphology of the observed CME, we do not

attempt to deduce the properties of its flux rope within this paper.
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Figure 3.9: Resultant set of ionization fraction profiles after using theQAHH heating function and constraints from only
the H I 1216

O VI 1032 ratio.

3.4.1 Initial and Final Physical Conditions

Our numerical modelling procedure yields the physical conditions of the plasma as a function of

time and height in the corona. We have the two cooling terms counteract one of the five heating
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parameterizations in order to change the internal thermal energy of the parcel of plasma: dU =

3
2nkBdT.

We start by establishing a grid of initial conditions and allow each cell (or model) of the grid to

evolve until the heights of clumps A, B, and C are reached. The initial conditions we consider in-

clude densities of log(n0/cm−3) ∈ [6.0, 12.0] and temperatures of log(T0/K) ∈ [4.0, 7.1] ex-

perienced by a plasma cloud in ionization equilibrium at r = 1.1R⊙. The range of heating rate

constants (CH) we consider varies from one heating function to another. Our initial conditions also

include coronal elemental abundances from Feldman et al. (1992) and ion populations in ionization

equilibrium from the CHIANTI database.

After initiation, we reject models with temperatures that evolve beyond our temperature ceil-

ing of 108 K or below our temperature floor of 104 K. Once the heights of our observed clumps

are reached, we use each model’s instantaneous temperature, density, and velocity to determine

the emissivities and intensity ratios for the spectral lines observed by UVCS. At these heights, each

model must meet the observational constraints established by the multi-height velocity limits, the

LOS length limits, and the intensity ratio limits. We assign each model a range of instantaneous ve-

locities that lie within the multi-height velocity limits: 200 ≤ v / km s−1 ≤ 300. When compared

to the observed intensity of an emission line, the model’s emissivities (derived from the model’s tem-

perature, density, and velocity) must yield an estimate for the clump’s LOS length that is similar to

the clump’s POS size. Subsequently, the model’s emissivities for a pair of emission lines must yield

an intensity ratio that agrees with observations. Each cell-model within our grid that meets these

criteria is included in our final evaluation of the energy budget. The model’s cumulative heating

(specific) energy, HEC, is compared to the sum of the kinetic (specific) energy, 1
2v

2, and the gravi-

tational potential (specific) energy,GM⊙(1/1.1R⊙ − 1/r). The cumulative heating energy is the

sum of the model’s initial thermal energy and continuous production of thermal energy via the

heating function. Thus, each model will have a lower cumulative heating at the lower height of r =

2.6R⊙ than at 3.1R⊙. This 1D numerical modelling procedure is a variation of the methods uti-

lized by other UVCS CME heating analyses (Akmal et al., 2001; Ciaravella et al., 2001; Lee et al.,

2009; Landi et al., 2010; Murphy et al., 2011).
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Figure 3.10: Observationally constrained models using theQn heating parameterization. Each symbol (i.e., each combi‐
nation of color and shape) appears twice to represent each clump’s observation at two distinct coronal heights, which
each indicates a gravitational potential energy. This is the potential energy overcome by the CME core as it travels from
the solar surface to an observation site. (a,c) The kinetic energy and gravitational potential energy are given. (b,d) The
cumulative heating energy is given. The horizontal error bars derive directly from the range of model kinetic energies
deduced by the constrained model velocities.

3.4.2 Non-Equilibrium Ionization Code

In our procedure, the evolving ionization states directly affect each model’s emissivities, intensity

ratios, and radiative cooling. The initial condition for each model requires that the plasma envi-

ronment changes temperature on a timescale that is long enough to allow the ions’ rate of ioniza-

tion to balance the rate of recombination. Within this thermodynamic timescale, the population

of ionization states is independent of time and can be determined as a function of temperature.

This assumption of ionization equilibrium does not hold when astrophysical phenomena compel a

plasma’s thermodynamic state to change more rapidly than the ionization rate or the recombination
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Figure 3.11: Tight constraints on evolution of physical conditions after using various double‐ratio analyses (for theQn
heating parameterization).

rate.

The ionization and recombination rates are affected by the environment’s density and, even more

so, the temperature. As an example, the low-density regions distant from the dense solar surface can

suppress a plasma’s ability to ionize or recombine despite experiencing hot coronal temperatures.

Also, a high-speed solar wind affecting those regions can transfer the plasma quickly to other regions

within timescales that are too short for the ionization and recombination processes to balance out.

Such scenarios might occur on timescales that observations do not temporally resolve; therefore,

meticulous care should be taken by accounting for a net change in the population of ionization

states that is predominantly due to recombination processes or predominantly due to ionization

processes (e.g., Raymond, 1990; Rakowski et al., 2007; Ko et al., 2010; Bradshaw &Klimchuk,

2011; Gruesbeck et al., 2011, 2012; Landi et al., 2012; Rivera et al., 2019a). If unknownmecha-

nisms heat the plasma quickly while the ionization rate is much slower, an ionization equilibrium

assumption for the observed ionization states would understimate the temperature. Conversely, if

the plasma is quickly cooled and observations of its ionization states are taken before slow recombi-

nation processes occur, the ionization equilibrium assumption would overestimate the temperature.
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In such cases, the non-equilibrium ionization states can be determined through the formula

dnz
dt

= nenz−1qi(Z, z− 1,T)

− nenz
[
qi(Z, z,T) + αr(Z, z,T)

]
+ nenz+1αr(Z, z+ 1,T),

(3.9)

where qi is the ionization rate coefficient and αr is the recombination rate coefficient. This formula

is incorporated into the ionization code developed by Shen et al. (2015). Originally written in for-

tran*, we use its python† counterpart.

The ionization code solves the time-dependent equations for a parcel of gas traveling in a La-

grangian framework, in which the temporal evolution history of plasma density and temperature

can be obtained. The code pre-calculated all qi and αr values at a grid of temperatures and saved

them into structured tables based on the atomic database Chianti v9 (Dere et al., 2019). The calcu-

lations are then analytically simplified with the Eigenvalue method described byMasai (1984) and

Hughes &Helfand (1985) for a given temperature. To maintain temporal efficiency in the enor-

mous computations, we apply an adaptive time step strategy (see Shen et al. (2015) for details), and

load only the tables during the simulation. We obtain these calculations for all ionization states of

ten elements: H, He, C, N, O, Ne, Mg, Si, S, and Fe. We use the resulting ionization fractions to

compute nZ,z for the emissivity described by Equation 3.1 as well as the rate of radiative cooling

described by Equation 3.6.

3.5 MHDModel fromMAS Simulation

With our 1D numerical models, we can determine the physical properties of the plasma observed

at two heights in the corona. The historical evolution of the plasma’s physical properties can be ap-

proximately evaluated as well; but, unfortunately, such a modelled evolution does not have spectra

below 2.6R⊙ to act as a constraint on the evolving parameters. This would have provided more in-

*https://github.com/ionizationcalc/time_dependent_fortran
†https://github.com/PlasmaPy/PlasmaPy-NEI
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sight on how the CME heating begins near the solar surface and continues to evolve throughout the

corona.

The historical evolution of a CME’s physical properties can show how one of our heating pa-

rameterizations might be better than another heating parameterization at realistically mimicking

the effects of the true CME heating mechanisms that are still unknown. Therefore, we compare

parameterizations by using a realistic 3DMHDmodel that provides the historical evolution of a

simulated CMEwith similar properties to the one that we observe. This simulation is a product of

the Magnetohydrodynamic Algorithm outside a Sphere (MAS) code.

MASmodels the global solar atmosphere from the top of the chromosphere to Earth and be-

yond, and it has been used extensively to study coronal structure (Mikić et al., 1999; Linker et al.,

1999; Lionello et al., 2009b; Downs et al., 2013; Mikić et al., 2018), coronal dynamics (Lionello

et al., 2005, 2006; Linker et al., 2011) and CMEs (Linker et al., 2003; Lionello et al., 2013; Török

et al., 2018; Reeves et al., 2010, 2019). MAS solves the resistive, thermodynamic MHD equations in

spherical coordinates (r, θ, φ) on structured nonuniformmeshes. Magnetosonic waves are treated

semi-implicitly, allowing us to use large time steps for the efficient computation of long-time evolu-

tion. A simplified radial magnetic field based on observational measurements is used as the primary

boundary condition. To drive the magnetic field evolution inMAS, the radial component of the

magnetic field at the boundary can be evolved using a technique similar to that described by Li-

onello et al. (2013).

The present version of MAS employs a sophisticated thermodynamic MHD approach, where

additional terms that describe energy flow in the corona and solar wind are included (coronal heat-

ing, parallel thermal conduction, radiative loss, and Alfvén wave acceleration; as fully described in

Appendix A of Török et al., 2018). This treatment is essential for capturing the thermal-magnetic

state of the corona and solar wind, enabling the direct comparison of a variety of forward modelled

observables to real observations.

A non-equilibrium ionization module to advance the fractional charge states of minor ions ac-

cording to the model of Shen et al. (2015) was recently incorporated intoMAS. The implementa-

tion is very similar to that of Lionello et al. (2019) for a 1D solar wind code.
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3.6 Results andDiscussion

The composite clumps seen at the highest coronal heights observed, 2.6 and 3.1R⊙, are the only

clumps for which we can confidently deduce two independent estimates of the velocity. The first is

a multi-height, average velocity estimate that comes from the data analysis described in §3.2.3. The

second is an instantaneous velocity estimate fromO VI radiative pumping analytics of the 1038 Å

line as described in §3.3.1. Both estimates provide upper and lower limits for the velocity that are

further constrained by the uncertainties we assigned to the intensity ratios in Table 3.3. Addition-

ally, as described in §3.3, any of our intensity ratios can serve as a diagnostic for velocity when the

resonant scattering components are comparable to the collisional components. This is common for

the H I 1216
O VI 1032 ratio.

We focus on the three composite clumps emphasized in Figures 3.4 and 3.5. The final results pre-

sented in this section suggest that all three clumps have experienced similar conditions. After our

grid of model initial conditions evolves and reaches the clumps’ respective coronal heights, a range

of model velocities, densities, temperatures, and ionization states is deduced for each clump. Subse-

quently, we determine the historical profile of each clump from their respective models. According

to the profiles we derive, the physical parameters determined at 2.6R⊙ are within an order of mag-

nitude of the parameters determined at 3.1R⊙ for our three clumps. For this reason, we report the

physical conditions as roughly the same for both heights in the corona.

Although the model parameters vary as a function of height, there are general characteristics

of the historical profiles for density, temperature, and ionization states that are similar in all cases

regardless of the heating function or expansion rate that we use. For example, in each case, our as-

sumption of a simple self-similar expansion (expressed in the form of Equation 3.4) requires that

the density profiles for ions and free electrons monotonically decrease. An example of these observa-

tionally constrained density profiles is given in Figure 3.8a.

For temperature profiles, the minor details vary case by case; but, there are three general trends.

Examples of these three general trends can be seen in Figure 3.8b. When visualized on a logarithmic

scale, the trends can be described as the following:
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[1] The temperature profile begins by decreasing exponentially until it starts to plateau within

1.4R⊙, which suggests the cooling is substantially greater than the heating immediately after

the eruption but balances out later.

[2] The opposite occurs. The temperature begins with an increase and continues in a logarith-

mic fashion until it starts to plateau within 1.4R⊙, which indicates a heating that is consis-

tently greater than the cooling by a margin that is gradually decreasing over time.

[3] The temperature profile exponentially decays until it reaches an inflection point within

1.4R⊙, where it then gradually increases. This occurs when the heating is quickly increas-

ing but is temporarily dominated by the cooling immediately after eruption.

We refer to general trend [1] asD-F since its curve initially decreases but later begins to flatten out

within 1.4R⊙. We refer to general trend [2] as I-F since its curve initially increases but later flattens

out. Lastly, we refer to general trend [3] asD-I since its curve initially decreases but later increases.

As for the evolution of ionization states, the ionization fraction profiles are not tightly con-

strained when using only the O VI 1032
O VI 1038 ratio. These profiles are heterogeneous and their correspond-

ing broad range of temperature profiles are just as heterogeneous. In this context, the heterogene-

ity is clear when temperature profiles are not limited to a specific general trend: theD-F, I-F, or

D-I trend. When we use the H I 1216
O VI 1032 ratio or the

H I 1216
H I 1026 ratio, there is a strong anti-correlation

between the H I ionization fraction profiles and their corresponding temperature profiles. This is

one of the reasons why theD-F trend is so prevalent for all three clumps regardless of heating func-

tion and expansion rate. An example of our ionization fraction profiles is given by Figure 3.9. The

cooling must be significantly greater than the heating until the temperature is low enough to yield a

significant amount of H I at the clumps’ respective coronal heights (cf. Tm in Table 3.2). This is why

relatively high temperatures, around 106 or 107 K, are the inferred initial temperatures for many of

the H Imodels, which often evolve to a temperature of about 105 K at the final two observed coro-

nal heights. For the H I 1216
O VI 1032 ratio, the strong temperature constraints on the ionization state of H I

always narrow the range of model temperatures permitted by O VI.

The multi-ion ratios provide diagnostics that are sensitive to ionization states. Our results con-
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sistently indicate that the single-ion O VI 1032
O VI 1038 ratio and single-ion

H I 1216
H I 1026 ratio yield a broader range

of physical conditions than the constraints of the multi-ion H I 1216
O VI 1032 ratio. When we use the mulit-

ion C III 977
O VI 1032 ratio and assume C III ions share the same temperature, density, and velocity as O VI

ions, there is very little agreement with observations. Only theQn heating function shows any agree-

ment at the two observed coronal heights but only for clump C. This lack of agreement suggests

that our assumption that C III experiences the same conditions as O VI is not plausible for our three

observed clumps. Using the O V 1218
O VI 1032 ratio and assuming O V shares the same conditions as O VI

yields models that showmore agreement with observations than did the C III 977
O VI 1032 ratio. However,

this agreement is seen only when assuming theQn heating.

Regardless of the intensity ratio used, our analysis is done using three self-similar expansion in-

dices (αt) distinctly. None of our calculations using a cubic (αt=3) self-similar expansion rate re-

sulted in models that agreed with the observational constraints of clumps A, B, or C. The model

densities drop off excessively between the beginning of its evolution near the solar surface and the

end of its evolution near 2.6 and 3.1R⊙. At these observed coronal heights, our model electron

densities (which contribute to the radiation’s collisional component) and our model ion densities

(which contribute to both components of radiation) are too low to explain the clumps’ observed

intensities and POS sizes. For the few models that do yield plausible densities, there is either far too

much heating or far too much cooling at the beginning of the models’ corresponding temperature

profiles. As a result, this excessive change in thermal energy along with our aforementioned LOS

length constraint (cf. Equation 3.3) have ruled out all models that utilize a cubic self-similar expan-

sion rate for our three clumps at 2.6 and 3.1R⊙. For this reason, we discuss results that come from

only two of our self-similar expansion rates.

In the case ofQn2 , only the linear expansion rate models have results that agree with the obser-

vations. The other four heating parameterizations yield results for both the quadratic and linear

expansion rates. For a given expansion rate, all heating parameterizations suggest similar physical

conditions for the observed clumps and similar energy budgets. Therefore, we detail the results in

this section only for theQn parameterization and we elaborate on the results of the other heating

parameterizations in §3.8.1, §3.8.2, and §3.8.3.
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3.6.1 Density proportional heating

Using theQn heating, there are five distinct plasma clouds modelled that agree with the observa-

tions: H I, O VI, H Imixed with O VI, O Vmixed with O VI, and (for only the quadratic expansion

rate models) C IIImixed with O VI. The H I dominant material is modelled through the H I 1216
H I 1026

ratio. The H I and O VImixture is modelled through the H I 1216
O VI 1032 ratio or the

H I 1026
O VI 1032 ratio. The

O VI dominant material is modelled through the O VI 1032
O VI 1038 ratio. The O V and O VImixture is mod-

elled through the O V 1218
O VI 1032 ratio. The C IIIwith O VImixture is modelled through the C III 977

O VI 1032 ra-

tio. For all three clumps, we find models that agree with each of these ratios, except for the C III 977
O VI 1032

ratio. There is only a very tiny region in parameter space where our models can agree with the C III

observations and that agreement is only found for clump C.

We estimate the kinetic energy and gravitational potential energy of the three composite clumps,

as illustrated by Figures 3.10a and 3.10c. Note that the vertical position of each symbol within its

respective error bar is not statistically more significant than the other velocity values within range

of its error bar. Each symbol is placed in the middle of its range of values for visual clarity. In Fig-

ure 3.10a, the O VI dominant material (plotted with diamond symbols) has the slowest velocity esti-

mates at the height of 3.1R⊙. The H Iwith O VImixture (via the H I 1216
O VI 1032 ratio models marked by

hexagons) tends to have the fastest velocities at that height. Figures 3.10c and 3.10d show how for

the linear expansion rate there is only one double-ratio set (O VI 1032
O VI 1038 with

O V 1218
O VI 1032 ) that has mod-

els agreeing with observations. Overall, the double-ratio models for both expansion rates are better

constrained and suggest slower velocities than the single-ratio models.

Figures 3.10b and 3.10d summarize the cumulative heating energy amongst all models for the

three clumps. The vertical upper and lower limits correspond to a constrained range of temperature

profiles. The horizontal upper and lower limits correspond to a constrained range of kinetic ener-

gies. Each symbol is placed in the middle (vertically and horizontally) of its range of values merely

for visual clarity, and each symbol appears twice to represent each clump’s observation at two coro-

nal heights. The cumulative heating at the higher height is, by default, always slightly greater than

at the lower height since we assume the CME’s heating is continuous between observations. These
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results derive from heating rate coefficients in range of log(CH/erg s−1) ∈ [-15.0, -12.6] for both the

quadratic expansion rate models and the linear expansion rate models. The quadratic expansion rate

models suggest cumulative heating energies in range of 1013.31—14.93 erg g−1. The linear expansion

rate suggests 1012.96—14.54 erg g−1. Thus, our energy budget for this CME, assuming theQn heating,

suggests that the cumulative heating energy is similar to the∼1014 erg g−1 kinetic energy.

We now present a few examples of how the CME heating rates and energy budget may be de-

duced from observations of a single intensity ratio. Amongst all of the ratios that we use, we find

that the three most informative results came from using the H I 1216
H I 1026 ratio, the

O VI 1032
O VI 1038 ratio, and the

H I 1216
O VI 1032 ratio.

H I 1216
H I 1026 ratio analysis

All three clumps in the case of both expansion rates have velocities from 200 to 270 km s−1 at

2.6R⊙. At 3.1R⊙, the velocities are in the range 200–285 km s−1 for the quadratic expansion

rate and 200–300 km s−1 for the linear expansion rate. The temperature profiles exhibit the gen-

eral trendsD-F, I-F, andD-I. Along both 2.6 and 3.1R⊙, the temperatures range from 1×104

to 1×105 K for the quadratic expansion rate case. In the linear expansion rate case, the tempera-

ture range is from 2×104 to 4×106 K. The million Kelvin temperatures are reached here via the I-F

trend, which only appears for the linear expansion rate. Such hot temperatures are responsible for

broadening the resonant scattering line profiles sufficiently to allow a broad range of models that

pertain to relatively slow velocities near 200 km s−1 and relatively fast velocities near 300 km s−1.

(The cooler temperatures favor a narrower range of velocities that are near 200 km s−1 by narrow-

ing the scattering line profiles.) The hottest model temperatures also coincide with the lowest H I

ionization fractions while the coldest temperatures yield the highest ionization fractions. The tem-

perature profiles firmly anti-correlate with the ionization fraction profiles. This is partially due to

our lower limits in temperature coinciding with the H I ion’s peak formation temperature (under

ionization equilibrium), Tm ∼ 3× 104 K. The density range is from 1×105 to 6×106 cm−3 for the

quadratic expansion rate and 9×104 to 4×106 cm−3 for linear expansion rate. Lastly, the range of

plausible initial conditions are as follows: ne,0 = 109.21—10.64 cm−3, Te,0 = 105.24—7.10 K, and log(CH
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/ erg s−1) ∈ [-15.0, -14.0] for the quadratic expansion rate; as well as, ne,0 = 106.97—8.50 cm−3, Te,0 =

104.00—5.86 K, and log(CH / erg s−1) ∈ [-15.0, -12.6] for the linear expansion rate.

In the case of our linear expansion rate, the models that follow the I-F trend and produce the mil-

lion Kelvin temperatures are derived from the lowest initial temperature (Te,0 = 104 K) and greatest

heating rate (CH = 10−12.6 erg s−1) in our observationally constrained models. This anti-correlation

between the minimum initial temperature and maximum heating rate only agrees with our H I 1216
H I 1026

ratio constraints when the I-F trend is followed. Under both expansion rates, the models that follow

the general trendsD-F andD-I do not correspond to this minimum initial temperature nor this

maximum heating rate.

O VI 1032
O VI 1038 ratio analysis

The velocities are similar at both heights for each expansion rate: 200–265 km s−1 for the quadratic

expansion rate and 200–300 km s−1 for the linear expansion rate. Most of the models suggest ve-

locities≤ 225 km s−1 due to the radiative pumping. Compared to the collisional component, the

radiative pumping effect must have increased at 3.1R⊙ because the observed O VI 1032
O VI 1038 intensity ra-

tios are consistently lower at 3.1R⊙ than at 2.6R⊙(cf. Table 3.3). The velocity of the O VImaterial

has the most influence on the strength of the radiative pumping. Therefore, velocities that are closer

to the speed of peak radiative pumping at∼180 km s−1 (due to the C II 1037 Å solar disk emission)

can produce lower intensity ratios. This velocity diagnostic becomes plagued by degeneracies as the

intensity ratios get closer to 2.0. Consequently, although it is reasonable to expect faster velocities at

2.6R⊙ due to its higher intensity ratios (cf. Table 3.3), our resultant models do not clearly indicate

that. The intensity ratios can be affected by the lower ambient temperature and density at greater

heights in the corona.

The faster velocities are only plausible in special cases where there is a balance between million-

Kelvin temperatures and low densities that are less than 105 cm−3. The hot temperatures broaden

the line profiles and allow the radiative pumping to be in effect for a broader range of velocities,

including velocities greater than∼250 km s−1. The velocities between 250 and 300 km s−1 imply

that the 1038 Å line profile shifts away from the peak of the C II 1037 Å line profile and thus weak-
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ens the radiative pumping; but, without the thermally broadened line profile there would be no

radiative pumping near 250 km s−1 at all. The low densities balance the ratio by diminishing the

square-density dependent collisional component of the 1032 Å line much more than the density

dependent resonant scattering component of the 1038 Å line that is being (weakly) pumped. Thus,

the O VI 1032
O VI 1038 intensity ratio can remain below 2.0 in spite of the relatively weak radiative pumping at

velocities between 250 and 300 km s−1. The degeneracies that justify these relatively fast velocities

are mitigated when constraints frommultiple ratios are simultaneously imposed on our models. As

a result, the double-ratio models that include the O VI 1032
O VI 1038 ratio consistently suggest relatively slow

velocities (i.e., 200 ≤ v/ km s−1≤ 225).

The temperature profiles exhibit the general trendsD-F, I-F, andD-I. Along both 2.6 and 3.1R⊙,

the temperatures range from 3×104 to 3×106 K for the quadratic expansion rate and from 2×104

to 4×106 K for the linear expansion rate. The density range is from 1×104 to 6×106 cm−3 for

the quadratic expansion rate and from 3×104 to 4×107 cm−3 for the linear expansion rate. These

wide ranges of resultant physical parameters increase the chance that another single-ratio model will

overlap. Such overlap exhibited from double-ratio models will briefly be discussed later in this sec-

tion. Lastly, the range of plausible initial conditions are as follows: ne,0 = 108.22—10.64 cm−3, Te,0

= 104.00—7.10 K, and log(CH / erg s−1) ∈ [-14.6, -12.6] for the quadratic expansion rate; as well as,

ne,0 = 106.43—9.57 cm−3, Te,0 = 104.00—6.48 K, and log(CH / erg s−1) ∈ [-15.0, -12.6] for the linear

expansion rate.

H I 1216
O VI 1032 ratio analysis

For both expansion rates, many of the models require that the instantaneous velocity estimates in-

crease between the heights 2.6 and 3.1R⊙. Some models suggest no acceleration while others can

be as high as 70 m s−2. The acceleration of our models is due to this ratio’s significant drop between

the two coronal heights (cf. Table 3.3), which occurs for all three clumps. Many of our models at-

tribute the drop to a decrease in H I Lyman-α emission (as opposed to an increase in O VI 1032 Å

emission). This implies that the resonant scattering component could have dropped substantially,

which gives leeway for a greater change in velocity. Some models however account for the drop in
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the intensity ratio by permitting the velocity to remain the same while the population of H I ions

decreases substantially.

The temperature profiles only follow theD-F trend. The corresponding H I ionization frac-

tion profiles anti-correlate with the temperature profiles. The corresponding O VI ionization pro-

files do not correlate with temperature; but, for this ratio analysis, almost all of the models suggest

O VI ionization state becomes frozen-in before 1.5R⊙, and the O VI remains at its ionization frac-

tion of∼5% onward through 2.6 and 3.1R⊙. Along both 2.6 and 3.1R⊙, the temperatures are

from 4×104 to 1×105 K for the quadratic expansion rate and from 3×104 to 6×104 K for the

linear expansion rate. This narrow range of upper and lower limit temperatures is due to the need

for the presence of multiple ions (in this case H I and O VI). The density ranges from 8×105 to

1×107 cm−3 for the quadratic expansion rate and from 3×106 to 8×106 cm−3 for linear expansion

rate. The densities are just as well-constrained as the temperatures due to the strong trade-off be-

tween density and temperature, which are both responsible for producing the emissivities that are

necessary to match with the observed intensity ratios. Lastly, the range of plausible initial conditions

are as follows: ne,0 = 109.93—11.00 cm−3, Te,0 = 105.86—7.10 K, and log(CH / erg s−1) ∈ [-14.4, -13.8]

for the quadratic expansion rate; as well as, ne,0 = 108.50—8.85 cm−3, Te,0 = 105.55—5.86 K, and log(CH

/ erg s−1) ∈ [-15.0, -14.6] for the linear expansion rate.

Common traits in ratio analyses

As demonstrated, a single intensity ratio can provide a unique analysis to confirm the physical con-

ditions of the observed CME, and this in turn constrains the initial conditions after eruption. In

addition to the three ratios discussed in detail, we also find models that agree with the observational

constraints of the following ratios: H I 1026
O VI 1032 ,

O V 1218
O VI 1032 , and

C III 977
O VI 1032 . Within the observational con-

straints, we find that some models work well to simultaneously explain multiple, observed inten-

sity ratios: O VI 1032
O VI 1038 with

H I 1216
H I 1026 ,

O VI 1032
O VI 1038 with

H I 1216
O VI 1032 ,

O VI 1032
O VI 1038 with

H I 1026
O VI 1032 ,

H I 1216
H I 1026 with

H I 1216
O VI 1032 ,

O VI 1032
O VI 1038 with

O V 1218
O VI 1032 , and

O VI 1032
O VI 1038 with

C III 977
O VI 1032 . Across all of the ratio or ratio-pair

analyses we performed, the substantial agreement with observations of various spectral lines is partly

due to the simplicity of theQn heating. This heating parameterization allows our models to sample
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parameter space very well and thus account for many distinct characteristics that might explain our

CME’s evolution.

Due to the already tight limits on the physical conditions deriving from each multi-ion ratio, we

do not find any models that agree simultaneously with two distinct multi-ion ratios (e.g., H I 1216
O VI 1032

with H I 1026
O VI 1032 ). We also note that there are no models that agree with any group of three ratios si-

multaneously at both of the final observation heights. This likely could have been accomplished if

we used a third single-ion ratio, such as the density-sensitive ratios of O V 1214
O V 1218 and

N III 992
N III 999 . Due to

their ionization-sensitive nature, each multi-ion ratio has a tendency to single-handedly tighten the

limits on model parameters so severely that another multi-ion ratio is unlikely to match. Regardless

of each unique ratio or ratio-pair analysis, there are similarities in the deduced physical properties

and energetics: velocity, temperature, density, expansion, and heating.

Velocity: With respect to velocity, commonality can be seen in how the only (two) single-ion

ratios that we use are typically the ratios that yield the slowest, instantaneous velocity estimates at

3.1R⊙. This is seen primarily by clumps B and C regardless of the expansion rate assumed.

Temperature: With respect to temperature evolution, the temperature profiles that follow the

D-F trend typically yield the coolest temperature estimates at the 2.6 and 3.1R⊙ while the pro-

files exhibiting the I-F trend often yield the hottest temperatures. The inverse is true for the initial

temperatures: hottest initial temperatures often correspond to theD-F trend and coolest initial

temperatures often correspond to the I-F trend.

We cannot definitively confirm that the observed material is predominantly hot coronal gas that

has been cooled or predominantly cool prominence gas that has been heated. In fact, our relatively

broad but constrained range of plausible initial conditions suggests that we likely observed both

types of CMEmaterial.

When considering plasma clouds that consist of H I, we find that a quadratic expansion rate

limits the physical conditions sufficiently for there to be only one plausible explanation: a gradu-

ally cooled coronal gas tangled with the CME is predominantly the type of material we observed

through the Lyman-α and Lyman-β lines. The linear expansion rate however leads to more uncer-

tainty in the models’ physical conditions and thus more possible explanations.
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Akmal et al. (2001) conducted a UVCS CME heating analysis where they found plasma clouds

in the core that were somewhat separated by temperature. In their observations, cool C III emis-

sion was evident in a small region interior to the hotter O V and O VI emission seen surrounding

that small region. It is likely that we are also observing temperature-stratified or ion-stratified be-

havior along the POS and LOS of our CME’s core material. Distinct regions along the LOS may

be responsible for the distinct physical conditions; furthermore, we describe in §3.2.1 how there

are individual clumps at two position angles observed within each composite clump, which means

that one individual clump could be dominated by initially cool prominence material while the other

individual clump (that is spatially-distant along the POS) could be dominated by initially hot coro-

nal material. The temperature and ion stratification could also indicate the presence of the CME’s

prominence-core transition region (Engvold, 1988; Parenti et al., 2012; Rivera et al., 2019a).

Ionization states: With respect to ionization states, the initial ionization fractions have strong

correlations and anti-correlations with temperature due to our assumed initial condition of ioniza-

tion equilibrium; however, our time-dependent non-equilibrium ionization calculations ensured

that the evolution of the ionization fractions did not always (anti-)correlate strongly with the evo-

lution of the respective plasma cloud’s temperature. Only the ionization fraction profiles of H I

consistently showed a strong relationship with its respective plasma cloud’s temperature profile.

Density: With respect to density, there are many models that exhibit degeneracies due to the

trade-off that can occur between density and temperature in order to generate the same observed

intensity ratio. Frequently, the upper limit we determine for final temperatures corresponds to the

lower limit we determine for final densities. Fortunately, we significantly mitigate such degeneracies

by performing the robust double-ratio analyses. This trade-off occurs only to meet the required in-

tensity ratios at the coronal heights of our observations; therefore, the trade-off is not always present

in the plausible initial conditions we infer.

Expansion Rates: Our inferred initial densities are often influenced by the assumed expansion

rate. The initial conditions can differ substantially between distinct expansion rate assumptions

while still producing the observed intensity ratios at the final two observation heights. Different ini-

tial conditions suggested by our models infer different historical evolutions for the CME’s physical
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conditions. Therefore, models using different expansion rates can be in agreement by yielding the

same observed intensity ratios while disagreeing on the CME’s historical evolution.

The expansion rate’s influence on the density also manifests through its simple monotonic de-

crease (from the aforementioned power law of Equation 3.4) between the beginning of our models

at 1.1R⊙ and the observations at 2.6 and 3.1R⊙. Our models suggest that when αt=2 the den-

sity drops by four orders of magnitude between the inferred initial density and the final density.

The density only drops by 2 orders of magnitude when αt=1. This is because the observational

constraints on the density must be met regardless of expansion rate. Thus, in order for a model to

reach a given density at the observation heights, its corresponding initial density must be greater for

greater expansion rates.

Heating Energy: With respect to the constant heating rates, the constraints are influenced by the

expansion rates. In the three analyses detailed earlier, we report a lower limit of CH = 10−15 erg s−1

consistently when αt = 1; but in this case, the heating becomes negligible compared to the cooling.

Any heating rate coefficient CH ≤ 10−15 erg s−1 makes the heating negligible when αt=1. How-

ever, this low heating rate coefficient is still significant when αt=2. This is because the square-density

dependent radiative cooling drops quickly for αt=2 and eventually becomes low enough to make

the total cooling comparable to the low heating. Due to this low heating’s significance for the case

of αt=2, the thermal energy is often allowed to be very low and thus be in disagreement with obser-

vational constraints. In other words, the low heating rate coefficients that work well for αt=1 (e.g.,

CH < 10−15 erg s−1) are often too low for αt=2.

The relationship between the heating rate, assumed expansion rate, and inferred initial condi-

tions affects the cumulative heating energy. As mentioned in §3.4, the cumulative heating energy is

determined by accounting for the initial thermal energy and the continuous input of thermal energy

via the heating function. Our resultant models show that a slower expansion rate permits a lower

heating rate coefficient and a lower initial temperature. This is why the cumulative heating energies

we report (in Figure 3.10) are typically lower for the αt=1 models than the αt=2 models.

Degeneracies: All of the relationships exhibited amongst our various ratio analyses become more

ambiguous as analyses are plagued by more degeneracies. The single-ratio analysis using the O VI 1032
O VI 1038
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ratio suffers the most from degeneracies, and thus, although the aforementioned relationships are

present, they have a minor effect on the (lack of) constraints. However, the O VI 1032
O VI 1038 ratio proved to

be the most useful ratio in our double-ratio analyses as we mitigated the degeneracies and tightened

the energy budget constraints. The tight constraints of the double-ratio analyses are exemplified in

Figures 3.10d and 3.10d for the energy budget and Figures 3.11b and 3.11b for the physical condi-

tions.

Figure 3.12: MAS code’s simulation of a slow CME (Reeves et al., 2019). The trajectory for a parcel of plasma within
the dense CME core is visualized. It’s local density and temperature are listed in each panel. The only magnetic field
lines that are illustrated are those for which the plasma will eventually be frozen into. These are shown as black lines.
In each of the six panels, the one colored field line indicates where the plasma is currently located. The color indicates
the density of the environment along that field line and the large dot shows the parcel’s position along that field line. As
time progresses the field lines elongate, get tangled, and extend outward into the corona. Such morphology from the
magnetic flux rope is partly responsible for the decelerations and accelerations seen in Figure 3.13a.

3.6.2 Insight fromMASMHDmodel

We use a simulated CME to compare the evolutionary effects of our heating parameterizations. Our

resultant 1D numeral models derive from the heating rate coefficients that are necessary to produce
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models that agree with the observations at 2.6 and 3.1R⊙. We can use the resultant coefficients to

suggest if one heating parameterization evolves the physical properties in a way that is more realis-

tic than another heating parameterization. This can be done if the realistic simulation of a CME

exhibits physical conditions similar to that of the observed 1999 CME.

Reeves et al. (2019) thoroughly describes the global behavior and energetics of the CME sim-

ulation that we use. Within this CME, we extract an exemplary parcel of plasma and monitor its

characteristics as we follow its evolution. Its environment and localized properties are illustrated in

Figure 3.12. As can be seen, the plasma is sometimes located in a high density environment com-

pared to the regions along its respective magnetic field line. These densities imply that the plasma

would seem very bright along one part of the field line but would seem faint if it were at another part

of the field line and observed with UVCS at a given slit height.

The trajectory of the plasma is reported in Figure 3.13a. We only focus on its journey from

r = 1.2R⊙ to 2.7R⊙ since that reaches a height similar to the heights of the three observed com-

posite clumps. As can be seen from the simulated plasma’s vr, vθ, and vφ components, it does not

travel in a purely radial direction. Moreover, its absolute speed can be as high as 220 km s−1, which

is also similar to the three observed composite clumps. There is a consistent deceleration beyond

6,000 seconds (and beyond 2.3R⊙), which corresponds to many of the magnetic field lines being

radially oriented. In the last two panels of Figure 3.12, at the two times beyond 7,000 seconds, the

plasma is frozen-in a nearly radial magnetic field line, which allows the gravitational deceleration to

strongly influence the plasma motion. At these times, there is a∼40 m s−2 gravitational decelera-

tion that is largely responsible for the consistent∼140 m s−2 deceleration reported in Figure 3.13a.

The evolution of the plasma’s localized physical conditions is reported in Figure 3.13b. As seen

from the plasma β, the magnetic pressure consistently dominates early in the plasma’s evolution but

gradually decreases compared to the plasma pressure. The density gradually decreases but has a mo-

mentary increase near 1.9R⊙. The evolution of the plasma temperature is affected by the local envi-

ronment’s radiation cooling, conduction, expansion, compression, ohmic heating, ambient coronal

heating, and the advection of the plasma through this environment. Also, the dominant magnetic

pressure may allow a portion of magnetic energy to be converted into thermal energy throughout
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the plasma’s evolution. The simulation’s physical model, including its heating and cooling terms,

are described in detail by Reeves et al. (2019). Although this simulation was not constructed to

duplicate the observed 1999 CME, we find that at certain times and heights, the simulated plasma

within the dense CME core exhibits a density and temperature that are similar to that of the ob-

served clumps.

To compare heating parameterizations, we focus only on moments in the simulated plasma’s

journey when the density and temperature agree with the observed clumps. We treat the simulated

density and temperature as data inputs for our 1Dmodelling procedure (cf. §3.4) and re-evaluate

the coefficient CH for each heating parameterization. Now, we make the heating rate coefficient vary

with time. We consider the length of time in which it agrees with the observationally constrained

CH coefficients.

To choose an expansion rate for our calculations, we considered the simulated plasma’s density

profile. It does not follow a smooth power law but the density profile does drop by at least three

orders of magnitude, which is done consistently by our constrained quadratic expansion rate models

but is never done by our linear expansion rate models. This suggests that an expansion index of

αt = 2 for our power law is more realistic than αt = 1 when describing a plasma within the CME

core.

The evolution of each time-variant heating rate coefficient is presented in Figure 3.13c as a black

solid line. The red dotted lines indicate the upper and lower limits of the time-invariant coefficient

that described the observed clumps. Since we have ruled out the linear expansion rate, only the lim-

its derived from quadratic expansion rate models are plotted as red dotted lines. The coefficient for

theQn2 parameterization is not considered since only the linear expansion rate models could de-

scribe the observed clumps (cf. §3.8.1). This implies that theQn2 parameterization is not as realistic

as the rest of our five parameterizations, which all attempt to imitate the rate of heating caused by

the unknown CME heating mechanisms.

For the four remaining parameterizations, each time-variant coefficient drops drastically near

1.9R⊙. Within this region, the coefficients become negative. This is due to the increase in density

(i.e., compression) at the time of 4,300 seconds which is also one of the times at which the plasma’s
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Table 3.4: Using 3DMHDCME evolution to compare
realistic heating rates and parameterizations

1Dmodel limits for 3D evolution matches
observed plasma (cf. §3.4) observed limits (cf. §3.6.2)

Heating Log ne Log Te Log CH (%)n,T (%)CH,(n,T)
Qn [4.176, 7.146] [4.167, 6.399] [-15, -12.6] 43 0

QAHH [5.529, 6.788] [4.370, 6.621] [-6.6, -5.0] 19 0
QKR(αB = 3) [5.852, 7.146] [4.088, 5.808] [-2.400, -0.760]∗ 30 30
QKR(αB = 2) [5.495, 6.788] [4.139, 6.100] [-2.400, -0.760]∗ 19 71
Notes. The heating rate coefficient CH is re-evaluated as a time-variant parameter while the
density and temperature profiles from theMHDCME simulation act as data inputs for the
modelling procedure described in §3.4.
Only the 1Dmodel limits derived from the quadratic expansion rate models are considered,
which excludes theQn2 parameterization (cf. §3.8.1).
The (%)n,T is the fraction of time covered by the dashed turquoise lines (cf. Figure 3.13c)
compared to the 2.3 hours covered by the black solid lines in Figure 3.13. The solid green
line is overplotted onto the turquoise dashed line. The (%)CH,(n,T) is the fraction of time
covered by the green line compared to the total turquoise line. See Figure 3.13c and §3.6.2
for details.
∗This corresponds to log(B0/G) ∈ [-0.5, 0.32], which ranges from 0.3 to 2.1 Gauss.

radial acceleration ar peaks and begins to drop (cf. Figure 3.13a). The temperature increases at this

moment also. This is a result of the cooling from adiabatic expansion being reversed substantially

while the plasma experiences a high temperature via advection. At this moment, the heating rates

from the simulated plasma’s advection and adiabatic compression are at their greatest; however,

this is counteracted by the thermal conduction becoming a cooling term as it carries thermal energy

away from the local environment near 1.9R⊙. For our 1Dmodelling, the time-variant coefficients

account for this cooling by becoming negative and converting our heating term into a cooling term,

which is a systematic response to how the increase in density near 1.9R⊙ converts our expansion

cooling term into a heating term (cf. Equation 3.5).

The turquoise dashed line in Figure 3.13c indicates the period of time when the plasma simulta-

neously has a density and temperature that agree with the observed clumps. Since these two physical

conditions match with observations, this is a period of time for which the time-variant CH coeffi-

cient is likely to match with the observationally constrained time-invariant CH coefficient. When

100



this matching of CH also occurs, the moment is marked by a solid green line, which obscures a por-

tion of the turquoise line. These moments are reported in Table 3.4. The (%)n,T is the portion of

time when the density and temperature simultaneously match with the observed clumps (i.e., the

turquoise line) compared to the total 2.3 hours of data extracted from theMAS simulation (i.e., the

black line). The (%)CH,(n,T) is the portion of time when the density, temperature, and time-variant

CH all simultaneously match with the observed clumps (i.e, the green line) compared to the total

time in which only the physical conditions of density and temperature match (i.e., the turquoise

line).

The (%)CH,(n,T) signifies how well the heating parameterization can produce a realistic CH coeffi-

cient within the period of time that the physical conditions of density and temperature are realistic.

The realistic limits for these three parameters are defined by the observed clumps’ results and are

summarized in Table 3.4. The simulated plasma exhibits the same density and temperature as the

observed clumps for 43% of the time when the observed clumps are analyzed with theQn parameter-

ization; however, the re-evaluated CH is never the same as the observed clumps within this portion

of time (i.e., 0% of this time). In contrast, the simulated plasma exhibits the same density and tem-

perature as the observed clumps for 19% of the time when theQKR(αB = 2) parameterization is

used; and, within this time interval, the CH coefficient matches 71% of the time. This suggests that

the rate of heating given by ourQKR(αB = 2) parameterization can realistically describe the heating

of a plasma for a longer portion of time than our other heating parameterizations. However, this

does not imply that the parameterization is an accurate description of a plasma’s heating mecha-

nisms.

3.7 Summary and Conclusions

We have presented an analysis detailing the physical properties and energetics for the core material of

a CME. This CME event occurred in 1999 and was observed by SOHO’s EIT, LASCO, and UVCS

instruments. We proved that there were structures within the CME’s core that crossed the (single)

slit of UVCS once at 2.6R⊙ and once again at 3.1R⊙. Three different approaches were used to
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confirm this serendipitous result. For the clumps of plasma observed, we revealed patterns of be-

havior in their positioning along the slit and in the shape of their light curves. The third form of

confirmation came from the agreement between their average velocity estimates frommulti-height

observations and their instantaneous velocity estimates from the O VI doublet intensity ratios.

To better understand the CME heating problem, we used 1D numerical models to evaluate the

internal thermal energy of the plasma as a function of height. We assumed the plasma is being con-

tinuously heated and we investigated five different parameterizations to represent the unknown

CME heating mechanisms. We monitored the evolution of the model plasma’s physical conditions,

which included the temperature, density, and ionization states. The evolutionary profiles for these

conditions extended from 1.1 to 3.1R⊙. We monitored the ionization states of H I, C III, O V, and

O VI by using non-equilibrium ionization calculations. We required that these model ions produce

emission that gives the same intensity ratios that UVCS observed at 2.6 and 3.1R⊙.

The intensity ratios allowed us to exploit the Doppler dimming effect and diagnose the instanta-

neous physical conditions of the observed clumps of plasma within the CME core. The evolution-

ary profiles were constrained by the observed intensity ratios, which in turn constrained the initial

conditions of the CMEmaterial. We found evidence of initially cool but gradually heated promi-

nence material as well as initially hot but gradually cooled coronal material being present within

the observed clumps of plasma. We also found that the cumulative heating energy is comparable

to the kinetic energy and gravitational potential energy, which signifies how important the heating

processes are during the eruption and evolution of the CME.

We monitored the evolution of a realistic MHD simulation of plasma being heated within the

dense CME core in order to determine which heating parameterizations provide the most realistic

heating rates. We found that a quadratic self-similar expansion rate is more realistic than a linear self-

similar expansion rate. Models derived from the quadratic expansion rate suggest that our magnetic

heating parameterization is the most realistic parameterization when its magnetic field expansion is

predominantly two-dimensional instead of three-dimensional.

Our robust analyses could have been improved if our observational constraints came from three

heights in the corona instead of just two or if the two heights in the corona were more than 0.5R⊙
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apart from each other. In either case, a longer baseline of the plasma’s historical behavior would have

been observed, which would have tightened our range of plausible evolutionary profiles—including

our inferred initial conditions of the CME. For coronagraph spectrometers, the observations of

the same CME structures at merely two heights is actually a fortuitous achievement. Historically,

the lack of such observations is due partly to the single-slit aperture of these instruments; and, even

more so, it is due to the unpredictable nature of a CME’s initial location, time of eruption, and

velocity. This problem is exacerbated for observations of diffuse and dynamic features in the CME

core, which are difficult to track from one height to another.

Coronagraph spectrometers have been acquiring ultraviolet spectroscopic measurements of the

extended corona (dH=1.5–10R⊙) since 1979, and yet, the type of fortuitous multi-height observa-

tions that we examined in our analysis is still seldom acquired (e.g., Ko et al., 2005). The first coron-

agraph spectrometer acquired measurements during its three suborbital flights (in 1979, 1980, and

1982) on the Nike boosted Black Brant V sounding rockets (e.g., Kohl et al., 1980). Later, the Ultra-

violet Coronal Spectrometer (UVCS) instrument on board SPARTAN 201 acquired measurements

during four of NASA’s Space Transportation System (STS) missions (in 1993, 1994, 1995, and

1998) (e.g., Strachan et al., 1994; Kohl et al., 1994). The SOHO/UVCS instrument was launched

in 1995 as an improved version of SPARTAN /UVCS. Unfortunately, all three of these space-based

ultraviolet coronagraph spectrometers are no longer operational.

Now, the new era of coronagraph spectrometers will have more than one slit aperture. In this

way, the type of multi-height CME spectra analyzed in this paper can be achieved more frequently.

The unpredictable nature of CMEs may remain but the multiple slits will monitor different heights

in the corona simultaneously along the same position angle. Therefore, if a three-part CME is ob-

served by one slit at one height then all three parts can be observed again by the next slit at the next

height. We expect to see CME observations like this from the following multi-slit coronagraph spec-

trometer missions: the UltraViolet Spectro-Coronagraph (UVSC) Pathfinder instrument (Stra-

chan et al., 2017) is scheduled to launch in 2021, and the Large Optimized Coronagraphs for KeY

Emission line Research (LOCKYER) instrument (Ko et al., 2016; Laming & Vourlidas, 2019) is

currently being designed.
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3.8 Appendix

3.8.1 Square-density proportional heating

Using theQn2 heating, there are three distinct plasma clouds modelled that agree with the observa-

tions: H I, O VI, and H Imixed with O VI. The same observational constraints applied to theQn

heating analysis are also applied here. As a result, the physical conditions we derive for the CME

when using thisQn2 heating are similar to that of ourQn heating results. However, this is only true

for our linear expansion rate. ThisQn2 heating compels our models to have an excessive amount

of heating near the solar surface when we use the quadratic expansion rate. As explained in §3.6.1,

there is a correlation between the expansion rates and our inferred initial densities. The inferred

initial densities are systematically greater for the faster expansion rate and, consequently, the square-

density dependence of theQn2 function drives the thermal energy to excessively high temperatures.

Conversely, lower initial densities lead to excessively low final densities that cannot explain our ob-

served intensity ratios.

The energy budget under this heating parameterization is summarized in Figure 3.14. The ki-

netic and potential energies for the three clumps are given in Figure 3.14a. At the height of 3.1R⊙,

our models describe the O VI dominant material as having the slowest velocity estimates, just as

in theQn results. The cumulative heating energies are given in Figure 3.14b. We find this to be in

the range of 1012.64—14.59 erg g−1, which is similar to theQn heating results for its linear expansion

rate models. The corresponding heating rate coefficients are in the range log(CH / erg cm3 s−1) ∈ [-

104



22.0, -19.8].

For each of the three single-ratio analyses detailed in §3.6.1, the characteristics exhibited when

using theQn heating function are similar to the characteristics exhibited when using theQn2 heating

function. For a given expansion rate, the common traits seen across all of our ratio analyses are also

present with this heating function. However, the relationships that correlate or anti-correlate with

the choice of expansion rate cannot be reaffirmed due to the lack of models that agree with observa-

tions when a quadratic expansion rate is assumed. Also, none of our resultant models match to give

a double-ratio analysis with this heating function.

3.8.2 WaveHeating Parameterization

Using theQAHH heating, there are three distinct plasma clouds modelled that agree with the obser-

vations: H I, O VI, and H Imixed with O VI. As with theQn2 heating results, the physical condi-

tions we derive for these plasma clouds are similar to that of ourQn heating results due to our use

of the same observational constraints. The evolution of these physical conditions varies between

heating parameterizations, but the energy budgets remain similar regardless of the heating parame-

terizations. Also, the common traits seen in various ratio analyses for this heating parameterization

exhibit the same relationships that we detailed in §3.6.1.

The kinetic and potential energies are given in Figures 3.15a and 3.15c. Just as in theQn andQn2

heating results, the O VI dominant material has the slowest velocities at 3.1R⊙. For our double-

ratio analyses, we find very few models that agree with observations, and among these models,

agreement is found only with clumps B and C. The cumulative heating energies, given in Figures

3.15b and 3.15d, are within the range 1013.97—14.86 erg g−1 for the quadratic expansion rate and

1012.84—14.36 erg g−1 for the linear expansion rate.

The corresponding heating rate coefficients are in the range log(CH / erg cm−3 s−1) ∈ [-6.6, -5.0]

for the quadratic expansion rate and log(CH / erg cm−3 s−1) ∈ [-11.0, -5.8] for the linear expansion

rate. The heating rate’s lower limit of CH = 10−11.0 erg cm−3 s−1 gives negligible heating (compared

to the cooling) under a linear expansion rate. Thus, within our observational constraints, all heating

rates of CH ≤ 10−11.0 erg cm−3 s−1 suggest that a model with no heating is sufficient to explain the
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physical conditions when assuming a linear expansion rate. We presented a similar circumstance in

ourQn heating results (cf. §3.6.1). A model with negligible heating is more likely to be valid when

the cooling is more steady due to slower expansion rates. The total cooling has a significant contri-

bution from the square-density dependent radiative cooling that drops slowly under slow expansion

rates. This steady cooling with no heating creates only small changes in the evolution of the mate-

rial’s physical conditions. Such a model is valid only when the initial density and initial temperature

were already close to meeting our observational constraints at 2.6 and 3.1R⊙.

For comparison, we have used the same heating function (QAHH) and scale height (H) as Allen

et al. (1998) used in their thermal energy equations as they modelled the electron temperature (Te)

for the fast solar wind. They found that a heating rate coefficient 2.5× 10−7 (or 10−6.6) erg cm−3 s−1

sufficed to have their models agree with observations. This is within the upper and lower limits of

our heating rate coefficient (CH) for both the quadratic expansion rate and the linear expansion rate

models. This supports the notion that some of our models correspond to the coronal material (as

opposed to prominence material) within regions of the CME core along the LOS and POS.

3.8.3 Magnetic Heating Parameterization

Using theQKR heating, there are three distinct plasma clouds modelled that agree with the observa-

tions: H I, O VI, and H Imixed with O VI. None of our models for the H Iwith O VImixture agree

with observations when a quadratic expansion rate is assumed. The physical conditions we derive

for these plasma clouds are similar to the results obtained when using theQn,Qn2 , andQAHH heat-

ing functions. This is the case for both the three-dimensional magnetic field expansion (αB = 3) and

the two-dimensional magnetic field expansion (αB = 2). For each choice of αB, the common traits

seen in various ratio analyses for thisQKR heating exhibit the same relationships that we detailed in

§3.6.1.

The energy budget in the case of αB = 3 is summarized in Figure 3.16. In our kinetic energy

estimates, the O VI dominant material has the slowest velocity at 3.1R⊙. The cumulative heating

energies of the three plasma clouds we model are in the range 1013.73—14.90 erg g−1 for a quadratic

expansion rate and 1012.83—14.33 erg g−1 for a linear expansion rate. The cumulative heating en-
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ergy is influenced by our choice of an initial magnetic energy that can contribute to the heating.

We considered magnetic field strengths within the range log(B0/G) ∈ [−0.50, 4.0]. The magnetic

field strengths that correspond to the cumulative heating results are within the range log(B0/G)

∈ [−0.50, 0.32] for the quadratic expansion rate and within the range log(B0/G) ∈ [−0.50, 0.73]

for the linear expansion rate. The lower limits of 10−0.50 G are due to our cutoff for plausible mag-

netic field strengths. These initial conditions correspond to ratios of plasma pressure to magnetic

pressure in the range of (initial) plasma-beta β0 ∈ [0.26, 3 × 103] for the quadratic expansion rate

and β0 ∈ [2× 10−5, 40.8] for the linear expansion rate.

The energy budget in the case of αB = 2 is summarized in Figure 3.17. As with all other heating

parameterizations, our models suggest that the O VI dominant material has the lowest kinetic energy

at 3.1R⊙ among the plasma clouds we consider. The cumulative heating energies we find are in

the range 1013.93—14.88 erg g−1 for the quadratic expansion rate and 1013.25—14.17 erg g−1 for the

linear expansion rate. Their corresponding magnetic field strengths are within the range log(B0/G)

∈ [−0.50, 0.32] for the quadratic expansion rate and log(B0/G) ∈ [−0.50, 0.73] for the linear

expansion rate. The corresponding initial plasma-beta values are in the range β0 ∈ [0.75, 2 × 104]

for the quadratic expansion rate and β0 ∈ [4× 10−5, 190] for the linear expansion rate.

Between αB = 3 and αB = 2, the limits for B0 are the same although the limits for β0 differ. This

attests to how the observational constraints from our intensity ratios influence the acceptable initial

plasma pressure much more than the initial magnetic pressure. This is perhaps a consequence of

using intensity ratios that come from emissivities that are directly affected by the plasma density and

temperature.
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Figure 3.13: Simulation data is plotted for a parcel of plasma within the CME core as it travels for over 2 hours. The (a)
trajectory, (b) physical conditions, and (c) time‐variant heating rate coefficients for the plasma are given. See §3.6.2 and
Table 3.4 for details. 108
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Figure 3.14: Observationally constrained models using theQn2 heating parameterization.
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Figure 3.15: Observationally constrained models using theQAHH heating parameterization.
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Figure 3.16: Observationally constrained models using the theQKR heating function with αB = 3.
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Figure 3.17: Observationally constrained models using theQKR heating function with αB = 2.
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4
Solar CME Plasma Diagnostics Expressed

as Potential Stellar CME Signatures

On the solar surface, magnetized plasma frequently experience vehement instabilities within local

magnetic field structures that spawn the eruption of coronal mass ejections (CMEs). Since their

original discovery, a plethora of CMEs have been studied but the mechanisms that drive the ini-

tial eruption are still not fully understood (Hansen et al., 1971; Tousey et al., 1973; Gosling et al.,

1974). However, much progress has been made on this front as a variety of observational techniques

have been used to give unique perspectives on these transient events. Imagers monitoring the solar

disk in high-energy bandpasses have worked well with white light coronagraphs when attempting to
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evaluate the CME kinetic energy. Its accelerating velocities have been seen to be a few tens to a few

thousand km s−1. Its accumulating mass is typically in the range 1014−16 g. As the CME traverses

the corona, its physical conditions can be deduced from spectroscopic measurements. Its heating

and cooling processes dictate the temperature for the relatively cool material at 104 K and hot mate-

rial at 107 K.

Such physical properties inform the thermal energy, kinetic energy, and other components of the

CME energy budget but can vary for distinct structures within the CME. Three commonly recog-

nized CME parts that are adjacent but exhibit distinct properties are the leading edge, the flux rope,

and the prominence core (Illing &Hundhausen, 1985). The energy budget is distributed through-

out these features and originates primarily from the magnetic energy released upon eruption. This

magnetic energy is liberated through a series of magnetic reconnections that reconfigure the mag-

netic structures that typically reside above flare loops.

A complex arcade of many magnetic loops can form two parallel structures with their chromo-

spheric footpoints and yield the two-ribbon flare that resides below a current sheet that connects

the (pre-eruption) flux rope and prominence to the surface flare loops. Such flares can brighten in

Hα for several minutes, reach its peak, and take hours for its radiative energy to decay as its heating

remains somewhat steady (Carmichael, 1964; Sturrock, 1966; Hirayama, 1974; Kopp & Pneuman,

1976; Tsuneta et al., 1992). Conversely, a compact flare comprises only one or a few magnetic loops

that become unstable and are impulsively heated. Compared to the two-ribbon flare, the compact

flare’s profile has a faster rise and decay while also emitting less radiation (Alfvén & Carlqvist, 1967;

Pallavicini et al., 1977; Dennis & Schwartz, 1989; Masuda et al., 1994).

Solar flares do not always occur with solar CMEs, but there is evidence to suggest that both phe-

nomena become more coupled as the flare energy increases, which then corresponds to an increasing

CME kinetic energy (Yashiro & Gopalswamy, 2009; Aarnio et al., 2011). Solar flares radiate ener-

gies of 1028−32 ergs and CMEs exhibit kinetic energies of 1028−33 ergs (e.g., Emslie et al., 2012; As-

chwanden, 2017). Their coinciding occurrence at high energies, particularly when the two-ribbon

flare is involved, may be the consequence of their common place of origin when both phenomena

commence under the same magnetic fields of high pressure and complexity.
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Between both forms of solar magnetic activity, it is not clear if their empirically derived coupling

at high energies is valid for other stars. For stellar magnetic activity, statistical surveys on flare-CME

relations are not feasible due to the dearth of stellar CME candidates detected.

Evidence for the detection of a stellar CME candidate is bolstered when accompanied by a stel-

lar flare. Since their initial discoveries (Hertzsprung, 1924), stellar flares have been observed to

have characteristics similar to solar flares (Hawley et al., 1995; Guedel et al., 1996). Thus, there is

a chance that the processes initiating stellar CMEs are similar to solar CMEs. Furthermore, corre-

lations with flare-CME occurrence rates as seen from the Sun may also be present on other stars.

Although, these solar to stellar extrapolations cannot be verified until many stellar CME candidates

are found, confirmed, and applied to statistical surveys. Thus far, the candidates are plagued with

large uncertainties due to the lack of spatial, temporal, or spectral resolution and therefore require

significant assumptions to interpret the features as CMEs.

Favorable geometric assumptions have been invoked to infer the presence of stellar CME can-

didates from coronal ultraviolet dimmings. Ambruster et al. (1986) used spectra from the Inter-

national Ultraviolet Explorer (IUE) to investigate a flare from theM4.5V star, EV Lacertae, at a

distance of 5.1 pc away. For exposure times of 45 minutes, the spectra for ultraviolet emission lines,

such as the C IV 1550 Å line and the Mg II 2800 Å line, formed light curves that revealed a dim-

ming, which occurred about an hour after a flaring event and lasted for almost 1.5 hours. Am-

bruster et al. (1986) favored a CME conclusion to explain the dimming. The CME could have

erupted near the limb of the star during the flare onset but travelled non-radially outward at an

angle heading closer to the stellar disk’s center. During its travel, the CME’s prominence core would

have the cool C IV andMg II plasma absorb radiation coming from the stellar surface.

Doppler blueshifts and spectral line asymmetries have been used to propose stellar CME candi-

dates. Such techniques were used by Houdebine et al. (1990), Argiroffi et al. (2019), and Namekata

et al. (2021) to introduce their plausible candidates, but many other stellar CME candidates also give

unique incentives for why additional scrutiny should be applied to each CME candidate’s magneti-

cally active host star as the resolution and precision of modern instruments continues to improve.

Houdebine et al. (1990) used the European Southern Observatory (ESO) to investigate an im-
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pulsive flaring event on the M4.5V star, AD Leonis (AD Leo), 5.0 pc away. During the flare, en-

hancements in the blue wings of the Hγ and Hδ Balmer line profiles were seen. Over 1-minute expo-

sure times, the line asymmetry indicated a Doppler velocity of 5830 km s−1 and later 3750 km s−1.

In a separate analysis, Leitzinger et al. (2011) studied two flares from AD Leo with spectra from the

Far Ultraviolet Spectroscopic Explorer (FUSE) (Christian et al., 2006). For exposure times rang-

ing from a few minutes to about 30 minutes, the prominent features derived from C III emission

lines at 977 and 1176 Å as well as O VI emission lines at 1032 Å and 1038 Å. A blueshift in the O VI

1032 emission line implied a Doppler velocity of 84 km s−1 while the other lines conveyed substan-

tially slower Doppler velocities.

Argiroffi et al. (2019) used Chandra to study the flaring of the G1III star, OU Andromedae

(OUAnd), 139.5 pc away. The duration of the flare’s rise and decay lasted for 40 ks, and the spectra

conveyed significant redshifts and blueshifts. Blueshifts of several hundred km s−1 were seen during

the flare’s rising phase and were interpreted as the motion of heated chromospheric plasma within

a flare loop. Evidence for a CME was seen in a blueshift of 90 km s−1 that occurred after the flare,

over an integration time of 58 ks.

Namekata et al. (2021) introduced a stellar CME candidate in their study of a flaring event on

the G1.5V star, EK Draconis (EK Dra), 34.4 pc away. The flare was detected with the optical pho-

tometry of the Transiting Exoplanet Survey Satellite (TESS) while the spectroscopic instruments on

the Seimei and Nayuta telescopes monitored the flare’s Hα profile Ricker et al. (2014); Kurita et al.

(2020). The impulsive flare lasted for 16 minutes and coincided with the brightening of redshifted

Hα emission. Post-flare, the Hα line exhibited blueshifted absorption signatures that lasted for at

least 1.5 hours. During this time, the spectra was acquired with exposure times of either 30 sec-

onds or 3 minutes and an initial blueshift of 510 km s−1 was followed by a series of decelerating

blueshifts. This was interpreted as the presence of relatively cool H I plasma from a stellar filament

eruption traveling toward the observer for almost two hours.

These exemplary candidates (and many more) are interpreted as potential stellar CMEs primar-

ily because their detected signals are analogous in some way to the observational signatures of solar

CMEs (e.g., Osten &Wolk, 2017; Moschou et al., 2019; Vida et al., 2019). However, without spa-
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tially resolving the star, these candidates require that assumptions be made about the morphology

of the CME. Furthermore, the plasma diagnostics are often not determined by a variety of spectral

lines, which would help constrain the travelling plasma’s ever-changing physical conditions. Among

many parameters, the candidates have estimates of mass, absolute velocity, temperature, density, and

ionization states that are largely uncertain. Consequently, each candidate’s identity as a stellar CME

remains uncertain.

If more spectral lines are utilized simultaneously in the hunt for stellar CMEs, deducing the

plasma properties would require less assumptions. Considering this, we emphasize the benefits of

using observationally constrained plasma diagnostics from solar CMEs and we make predictions

for how bright the same CME signal would be for certain spectral lines if observed as stellar CMEs.

In this work, we scrutinize three previously studied solar CMEs and determine the feasibility of de-

tecting the same spectral signal for the generic case of a stellar CME producing emission lines in the

ultraviolet wavebands. For our predictions, we assume the hypothetical emitting plasma has a mass

larger than that of solar CMEs, corresponding to 1017 g. For an emission line observed during a solar

CME, we calculate the luminosity and amplify it by a factor corresponding to the ratio between the

solar CME’s mass and our assumed stellar CMEmass, which can equate to a factor of 103. Simi-

larly, this factor can also correspond to how the observed energy of stellar superflares (> 1033 ergs)

can be hundreds or thousands of times greater than the most energetic of solar flares. We assume

that the scaled up luminosity yields a flux that will be detected by an instrument that is subject to

an effective area similar to that of theHubble Space Telescope’s (HST ) Cosmic Origins Spectrograph

(COS).

For distinct solar CMEs, the calculations are described in Sections §4.1, §4.2, and §4.3. We give

our final remarks in §4.4 regarding important caveats that must be considered when searching for

stellar CMEs, including the utility (or futility) of assuming solar-like properties to make sense of

constrained (or unconstrained) properties of stellar magnetic activity signatures.
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4.1 Solar CME Event, 9 April 2008

We consider the CME studied by Landi et al. (2010), which erupted on 9 April 2008. They exam-

ined the data acquired by instruments on the SOHO (Domingo et al., 1995),Hinode (Kosugi et al.,

2007), and STEREO (Kaiser, 2005) spacecrafts. To gather spectra, the slit apertures ofHinode/EIS

(Culhane et al., 2007) and SOHO/UVCS (Kohl et al., 1995) were monitoring the corona at he-

liocentric distances of 1.1R⊙ and 1.9R⊙ respectively. During the initial eruption, photometry

of the solar disk was captured byHinode/XRT (Golub et al., 2007), SOHO/EIT (Delaboudinière

et al., 1995), and STEREO-A/EUVI; and, this was complemented by the coronagraph imagers

SOHO/LASCO (Brueckner et al., 1995) and STEREO-A/SECCHI/COR 1 and COR 2. As a

result, the cumulative spatial coverage for which this event was studied ranged from the solar disk

out to 22R⊙.

4.1.1 Solar CMECharacteristics

The CMEwas initially seen near the southwest limb of the solar disk. The CME’s leading edge

was only visible off the limb within the STEREO-A photometry. The flux rope was too faint and

thus observed by none of the instruments, while the CME core was sufficiently bright for all of the

instruments to capture it. Consequently, the physical properties deduced were based solely on the

observed core and leading edge.

The total mass was roughly 1014 g. The leading edge was consistently accelerating as its velocity

approached 700 km s−1 near 3R⊙, which is where the plasma became too dim to track any further.

The core material’s acceleration persisted until the plasma reached 5R⊙, which is where its velocity

reached 475 km s−1 and remained constant out to 22R⊙. The velocity estimates were derived from

the observed trajectory of the CME as it travelled across the imagers’ plane of sky (POS) and created

Doppler shifts in the spectrometers’ spectra via the CME’s motion along the line of sight (LOS).

The physical conditions experienced by the CMEwere determined primarily from theHin-

ode/EIS spectra at 1.1R⊙. Only the CME core was detected, and its density was found from density-

sensitive intensity ratios between the emission lines observed by EIS. Assuming ionization equilib-
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rium, the temperature was estimated for the ions detected and used to model the thermal distri-

bution of the CME core plasma. The emission line ratios indicated the presence of various plasma

environments within the core volume that experience distinct densities and temperatures. The den-

sities evaluated were in the range log ne [cm−3] = 7.75–11.3, and the thermal distribution conspicu-

ously revealed two distinct temperature ranges for the core material: log Te [K] 4.9–5.4 and 5.5–5.9.

Presumably the CME expanded and cooled as it travelled beyond 1.1R⊙, but there were no de-

tectable density- nor temperature-sensitive line ratios to verify the evolving plasma diagnostics.

4.1.2 Solar to Stellar Extrapolation

The large range of spectral lines and ions detected by EIS allowed for a large range in temperature

to be found in the CME core’s thermal distribution. This distribution was given in the form of

the differential emission measure (DEM), which describes how the amount of plasma emitting the

observed radiation changes with the temperature. We use the DEM of this CME event to estimate

the luminosity given off for a few ultraviolet spectral lines, and we consider if certain emission lines

would be detectable if the CME’s brightness derived from a distant star.

For each emission line that we consider, we estimate the plasma’s emission measure (EM) and

convert it to an absolute intensity by applying the emissivity model of Raymond &Doyle (1981).

With the temperature-dependent DEM curve given by Landi et al. (2010), we integrate the DEM

over a small interval of temperatures (0.1 dex) near the emitting ion’s temperature of maximum

formation (Tmax). This yields the EM for each spectral line of interest.

We chose spectral lines that were already used to constrain the model of Raymond &Doyle

(1981), which introduces a proportionality between the emission measure and absolute intensity:

IEM =
EM

1026 [cm−5]
IRD, (4.1)

where the predicted intensity IEM for a given emission line is proportional the line’s empirically

derived intensity IRD from Raymond &Doyle (1981), which corresponds to an emission measure

of 1026 cm−5.
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Once the model intensity IEM is calculated for an observationally constrained EM, we convert the

intensity into the following photon luminosity for any given transition line,

L⊙,CME [photons s−1] = 4πr2IEM, (4.2)

where we find the emitting plasma’s radius to be approximatelyR=0.105R⊙ over the POS. The

area roughly encompasses the size and shape of the CME core as seen from theHinode/XRT images

presented by Landi et al. (2010).

For this solar CME luminosity, we estimate the flux that might be observed if the same CMEwas

successfully launched from a distant star. The detected flux is expressed in the simplified form,

F⋆,CME [photons] ∼
L⊙,CME · f⋆

4πd2⋆
· Aeff · Δt, (4.3)

which considers a star of distance d⋆ away, a telescope with an effective area of Aeff, an integration

time of Δt, and a factor of f⋆ to account for a plausible discrepancy between typical solar CMEs and

stellar CMEs of magnetically active stars. The flux corresponds to the generic case of an ultraviolet

instrument with a wavelength-dependent Aeff that observes a stellar CME from d=10 pc away that

is a factor f⋆ times brighter than the reference solar CME. For the CME examined by Landi et al.

(2010), we scale the luminosity up by a factor of f⋆ = 103, which corresponds to the ratio of our

assumed stellar CMEmass and this solar CMEmass. If Δt=3600 seconds and the data gathered over

an hour of observations are co-added, the resultant fluences are as shown in Table 4.1.

Among the emission lines tested, the C IV line gives the greatest signal and results in a signal-

to-noise ratio of S/N≈ 85 if only poisson photon noise is assumed. The evaluation of this signal

employs generic assumptions that do not account for all of the specific sources of astrophysical and

instrumental noise that could hinder the detection of this predicted signal. A detailed study of a

predicted stellar CME’s signal for a specific detector’s systematic noise is beyond the scope of this

paper; but, such an in-depth study would benefit from specifically considering the M dwarf flare star

Proxima Centauri as a promising candidate for launching detectable stellar CMEs. Being the closest

star system to our solar system, its distance of d=1.30 pc away results in a factor of∼60 increase to
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our flux approximations. Consequently, the stellar CME signal from the C IV emission line would

give a S/N≈ 640. In this case, a shorter integration time may suffice.

4.2 Solar CME Event, 12 December 1997

Another CME event that we consider occurred during 12 December 1997 (Ciaravella et al., 2000,

2001). Images of the CME’s footpoints and eruption from the Yohkoh Soft X-ray Telescope (SXT)

and the Meudon Observatory Hα photometry complemented the data acquired by three SOHO

instruments: EIT, LASCO, and UVCS. Ciaravella et al. (2000) used the pre-CME solar disk im-

ages from SXT andMeudon to monitor the evolution of the active regions near the CME’s launch

site (Tsuneta et al., 1991; Duff, 1982). The CME’s morphology and physical conditions were deter-

mined from the EIT, LASCO, and UVCS post-eruption observations.

4.2.1 Solar CMECharacteristics

Upon eruption, only the prominence core component of the CME was clearly discerned in the

SOHO fields of view. In EIT’s 195 Å filter, it could be seen up to 1.2R⊙. Ciaravella et al. (2000)

suggested that it was mostly cool ions, such as O IV at 1.5×105 K or O V at 2.5×105 K, that were

captured in the images. This is in spite of there usually being hot Fe XII at 1.3×106 K that domi-

nates the 195 Å bandpass of EIT. The prominence material was seen off the northwest limb travel-

ing at 140 km s−1 near 1.7R⊙ and later seen traveling at more than 200 km s−1 in the LASCO/C3

field of view. The Doppler shifts from the UVCS spectra conspicuously indicate the plasma’s helical

motion, which is similar to the behavior theorized by CME flux rope models (e.g., Gibson & Low,

1998; Guo &Wu, 1998).

The physical conditions were deduced from the UVCS spectra acquired when the slit was posi-

tioned at 1.7R⊙. A temperature-sensitive intensity ratio from two Si lines (at 1303 and 1206 Å) was

used to confirm the plasma’s state of ionization equilibrium. Thus, the temperatures of maximum

ion formation were utilized for the plasma diagnostics and ranged from 4.2 < log Te [K]< 5.5.

With these temperatures, the ions’ emission measures were evaluated from the spectral lines de-
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tected and the fiducial atomic transition rates (Raymond & Smith, 1977; Scholz &Walters, 1991;

Griffin et al., 1993). For almost all of the ions observed, Ciaravella et al. (2000) found a flat emis-

sion measure distribution across their range of temperatures. The column emission measure can

be approximated as EM≈
∫
n2e dl, which integrates over the observed plasma’s column depth

along the LOS. Strands of filamentary prominence material were seen crossing the UVCS slit, and

the width of their presumably cylindrical structures were estimated as the column depths. Ciar-

avella et al. (2001) inferred the densities from the EMs and column depths which were in the range

6.0 < log ne [cm−3]< 7.5. The volume was estimated from the aforementioned LOS column

depth and the prominence material’s POS area as seen from LASCO. Consequently, the mass of the

structures ranged from roughly 1013 to 1014 g.

4.2.2 Solar to Stellar Extrapolation

We primarily consider the EIT observations of the CME prominence material when extrapolating

the flux out to stellar distances. We use the detected count rates from the CME and apply the EIT

instrumental response function as summarized by Delaboudinière et al. (1995) in Figure 9 of their

work. As a result, we estimate the CME’s volume emission measure (EMV ≈
∫
n2e dV) with the

following relationship,
EMV,CME

1044 cm−3 =
L⊙,CME

LEIT
, (4.4)

which utilizes EIT’s signalLEIT in CCD counts per second as a function of temperature when

the volume emission measure is 1044 cm−3. EIT observations can detect plasma of temperatures

within the range 0.06–3MK. At a temperature of 105 K, the instrumental response is reported to be

LEIT[counts s−1] = 2.0. At the same 105 K temperature, the plasma will likely be bright in the C IV

emission line that is discussed in §4.1.2. We estimate the averageL⊙,CME = 4.2×103 counts s−1

from the EIT images of the prominence material and, with Equation 4.4, find that EMV,CME =

2.1 × 1047 cm−3. This excludes the image (at the time of 23:34 UTC) that is the first to expose the

erupting prominence material but is likely spatially coherent with bright flare material.

Relatively cool prominence material typically has a temperature of about 105 K upon eruption
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and is seen at a similar temperature later in the the mid-to-high corona. This implies that there must

be a substantial amount of heating within the plasma that is capable of being balanced with the

CME’s radiative and expansion cooling (Akmal et al., 2001; Lee et al., 2009; Murphy et al., 2011;

Rivera et al., 2019b). Thus, the radiative loss rate of the emitting plasma can act as a lower limit of

the heating rate that levels out (or increases) the plasma temperature and therefore yields a corre-

sponding emission measure. At the temperature of maximum ion formation for C IV, we use its

radiative loss rate coefficient, ΛC IV(T = 105.0 K)= 5.4 × 10−8 photons cm3

s from the CHIANTI

database (Dere et al., 1997, 2019). We characterize the luminosity as

L⊙,CME [photons s−1] = AZfZ,zΛ(T)× EMV,CME (4.5)

which includes the (coronal) elemental abundance AZ and ionization fraction fZ,z for ion z of ele-

ment Z (Feldman et al., 1992). We find that L⊙,CME = 1.2×1036 photons s−1 for C IV.

With this luminosity, we apply Equation 4.3 with f⋆ = 103 and estimate the expected stellar flu-

ences. We find F10pc,CME and FProxima,CME equate to 5.2×103 and 3.1×105 counts which suggests

the S/N≈ 70 and 555, respectively, if the integration time is only 1 minute. Since these estimates

are heavily dependent on the EIT’s instrumental response function, the detected signal and the re-

quired exposure time may vary drastically for the capabilities of a different instrument.

As a comparison, the O VI 1032 Å line is also worth considering since it is typically one of the

brightest spectral lines observed when UVCS spectra are taken of the ambient corona and the tran-

sient coronal mass ejections. The instrumental response is at most 5.0 counts s−1 for plasma at

Te = 105.5 K. The radiative loss rate coefficient is ΛO VI(Te = 105.5 K)= 3.1 × 10−8 photons cm3

s ,

which results in the following predicted fluxes for detection over an integration time of 1 minute:

F10pc,CME and FProxima,CME are 48 and 2.9×103 counts which imply a S/N≈ 5 and 50, respectively.

In this case, a longer exposure time may be preferable when attempting to detect a stellar CME sig-

nal from the O VI 1032 Å line.
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4.3 Solar CME Event, 17May 1999

The first CME of interest (cf. §4.1) was analyzed primarily from its spectra at 1.1R⊙. The same is

true for the second CME of interest (cf. §4.2) at 1.7R⊙. We now pay heed to a CME event where its

detailed spectral information was gathered at 2.6 and 3.1R⊙. This CME event was observed on 17

May 1999 by SOHO’s EIT, LASCO, and UVCS (Wilson et al., 2022).

4.3.1 Solar CMECharacteristics

Upon eruption off the northwest limb, strands of the prominence material were captured by EIT.

In the white light images of LASCO/C2, the canonical three-part CME can be discerned. Evidently,

beyond 3R⊙, the leading edge accelerated to 500 km s−1 and was followed by a featureless void that

separated it from the large, amorphous prominence core. The column density of the CME features

discerned along the LASCO’s plane of sky suggests a mass of 1015 g.

For UVCS, its automated observing program serendipitously placed the slit aperture at heights

in the corona that were along the CME’s unpredictable path. Only the prominence core was seen

crossing the slit’s field of view at any given exposure. Coincidentally, some specific plasma structures

within the core were seen crossing the slit twice—once at 2.6R⊙ and once at 3.1R⊙. Thus, the

average POS velocity was determined between the two heights along with the LOS velocity from the

Doppler shifts of the spectra. Together, the absolute velocity was found to be 250 km s−1 for the

prominence core. The plasma diagnostics were only evaluated for the core material featured in the

UVCS spectra.

Due to the many spectral lines detected, a variety of observed intensity ratios were modelled

to estimate the density of the expanding plasma and the temperature of the plasma under non-

equilibrium ionization (NEI) conditions. The models employed ionization equilibrium as an as-

sumed initial condition but still depended on NEI calculations when modelling the evolution of the

plasma properties out to heights of 2.6R⊙ and 3.1R⊙.

As the plasma’s thermal energy evolved, the observationally constrained temperature profile var-

ied in accordance with a given heating parameterization. Among the five parameterizations that
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Wilson et al. (2022) used to define the plasma’s rate of heating, one proved to be the most con-

sistent throughout the CME’s evolution when the parameterization was applied to the UVCS

CME data as well as the data from a similar CME that was constructed by the 3Dmagnetohydro-

dynamic (MHD) simulation of the MHDAlgorithm outside a Sphere (MAS) code (Mikić et al.,

1999; Downs et al., 2013; Lionello et al., 2013; Török et al., 2018; Reeves et al., 2019). This heating

parameterization produced plasma heating rates that depend on the conservation of magnetic helic-

ity as the CME flux rope expands (in two dimensions akin to a cylinder) and dissipates free magnetic

energy (Taylor, 1974; Berger & Field, 1984; Kumar & Rust, 1996). We use the constrained plasma

parameters that derived from this magnetic heating parameterization in order to estimate the flux as

if the CME belonged to a distant star.

4.3.2 Solar to Stellar Extrapolation

The model temperature profiles of interest were given byWilson et al. (2022) in Figure 8 of their

work where they assume an inverse square law to express the expansion rate of the plasma. The

evolving density and temperature affects the collisional and radiative excitation rates that yield the

model luminosity for the observed plasma. The model plasma commences its journey at 1.1R⊙ and

takes 1.3 hours to reach the final UVCS slit height of 3.1R⊙. During this journey, we model the

luminosity as

L⊙,CME [photons s−1] = ελ
M⊙,CME

ρCME
, (4.6)

which incorporates the total emissivity ελ and models its collisonal and radiative excitation rate com-

ponents as described in the following:

ελ = εc,λ + εr,λ

εc,λ = nZ,z · neqex,λ(Z, z,T),

εr,λ = nZ,z · I⊙(λi + δλi)σλW(r).

(4.7)
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The total mass density, ρCME = mene +
Z∑ z∑

mZ,znZ,z, is derived from the electron mass density

mene, the atomic massmZ,z, and the ion density nZ,z = nHAZfZ,z. The total mass of the CME

M⊙,CME is estimated from LASCOwhite light images.

For Equation 4.7, the emissivity’s collisional component εc,λ depends on the excitation rate coef-

ficient qex,λ for a given spectral line. The radiative component εr,λ depends the solar disk emission

line profile I⊙, which scatters off of the escaping CME plasma at a Doppler redshift δλi from its

incident wavelength that corresponds to the speed of the CME. The scattered radiation also corre-

lates with the absorption cross section σλ and the solid angleW(r) of the scattering plasma that is

subtended by the solar disk. These plasma parameters were constrained by UVCS observations and

subsequently resulted in the evolutionary profiles presented byWilson et al. (2022) for the densities,

temperatures, and ionization states.

We evaluate the extrapolated stellar flux of the modelled solar radiation fromO VI at 1032 Å

and C III at 977 Å. The O VI and C III ions have maximum formation temperatures of 105.5 and

104.8 K, respectively. A reliable temperature-dependent emission measure distribution is not feasible

to construct with the given observations of the plasma at 2.6 and 3.1R⊙. Thus, we do not apply

an emission measure proportionality to estimate the flux from C IV. An EM distribution would

be subject to large uncertainties considering the detected plasma was at heights near 3.0R⊙, which

implies that it is likely subject to NEI conditions, relatively significant contributions from resonant

scattering radiation, and subject to frozen-in ionization states. For C IV, we take note of how its

maximum formation temperature of 105.0 K is between that of O VI and C III; consequently, the

results fromO VI and C III can act as a qualitative proxy for what the unobserved C IV emission

might yield.

For an integration time lasting the duration of the modelled 1.3-hour journey, we approximate

the stellar CME fluence via Equation 4.3 with f⋆ = 102. For the O VI 1032 Å line, the constrained

model profiles yield the fluences F10pc,CME = 50 photons and FProxima,CME = 3.0 × 103 photons

which suggest that S/N≈ 5 and 55, respectively. For the C III 977 Å line, we assume Aeff = 20 cm2

and find that F10pc,CME = 44 photons and FProxima,CME = 2.6× 103 photons which imply that the

S/N≈ 5 and 50, respectively.
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4.4 CME Search Caveats and Conclusion

The search for stellar CMEs is still heavily dependent on the simultaneous occurrence of stellar

flares. Furthermore, stellar CME candidates are often confidently proclaimed when their observa-

tional signatures are similar to what is predicted from solar CMEmodels or what is seen through

solar CME observations. The candidates’ dependence on stellar flares and solar analogs would not

be a contentious point of concern if the plasma diagnostics for each candidate were robustly deter-

mined from a variety of observational techniques. Such techniques can include the concurrent use

of several spectroscopic line ratios, where each ratio correlates with a parameter that describes the

plasma conditions (e.g., density) and morphology (e.g., expansion speed).

In this work, we have reviewed a few solar CME studies that benefitted from the diagnostic ca-

pabilities of ultraviolet emission lines and line intensity ratios. We propose that such plasma diag-

nostics can strengthen the credibility of stellar CME detections, as long as the emission lines have

a distinguishable signal. We focused mostly on three emission lines: C IV 1550 Å, O VI 1032 Å,

and C III 977 Å. As summarized in Figure ??, we estimated the brightness of the lines’ stellar-based

signals, assuming the hypothetical stellar CME radiates similarly to solar CMEs. Presumably, the

radiative profile (and underlying physics) of stellar CMEs would be similar to solar CMEs since the

plethora of detected stellar flares often exhibit plasma properties that scale directly with solar flare

properties, regardless of the wavelength regime or the unsolar-like radiative energy of stellar super-

flares (> 1033 ergs) (Guedel et al., 1996; Aschwanden et al., 2008; Pandey & Singh, 2012).
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Figure 4.1: Predicted emission line signals for potential stellar CMEs, as extrapolated from the diagnostics of solar CMEs
studied by (a) Landi et al. (2010) with an integration time of Δt = 1 hr, (b) Ciaravella et al. (2000) with Δt = 1 min, and
(c) Wilson et al. (2022) with Δt = 1.3 hr. The estimated flux for a CME is scaled generically to a distance of 10 pc and
specifically to the distance of Proxima Centauri at 1.30 pc.
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If the physical coupling and statistical association of solar flare-CME events holds true for the

stellar events, an efficient search for stellar CMEs might aim at targets that give off high-energy stel-

lar flare signals. If magnetically active M dwarfs are the primary targets, their frequent flaring, as

well as their abundance in the solar neighborhood, should improve the probability of finding super-

flares with their associated CMEs. This high energy stellar flare-CME relationship is qualitatively

corroborated by the aforementioned CME candidates fromHoudebine et al. (1990), Argiroffi et al.

(2019), and Namekata et al. (2021), which were each associated with superflares.

Despite being a convenient source of observable magnetic activity, caution must be taken when

depending on an active flaring star to successfully expel detectable CMEs. The strength and oc-

currence rate of such stellar magnetic activity phenomena are attributed partly to the dynamo-

generated magnetic fields (Parker, 1955; Duvall et al., 1984; Noyes et al., 1984; Wright et al., 2011).

Ambient fields of high magnetic pressure can confine the plasma that erupts below it. As a result,

the plasma that would have escaped to become a CME reverses its direction and travels back to the

coronal floor. Such failed CMEs might occur frequently on active flaring stars, as long as the kinetic

energy of the erupted material is suppressed by the overbearing magnetic field energy (Joshi et al.,

2013; Drake et al., 2016; Zuccarello et al., 2017; Alvarado-Gómez et al., 2018).

Since CMEs need not occur alongside (super)flares, a robust methodology for confirming CME

candidates would consistently be capable of constraining the candidate’s plasma motions, physical

conditions, and energy budget without the simultaneous presence of a flare. Although counter-

intuitive, the presence of a flare can introduce scenarios for a false-positive CME detection. Flare-

induced chromospheric brightenings (e.g., Kirk et al., 2017) and chromospheric evaporation (e.g.,

Milligan &Dennis, 2009) can generate upward plasma flows that yield a Doppler blueshift of sev-

eral hundred km s−1 or less. From this perspective, the spectroscopic detection and characterization

of flare-less stellar CME candidates may be more reliable than detections of stellar flare-CME candi-

dates.

Furthermore, a flare-less stellar CME candidate may exhibit Doppler redshifts that can be used to

confirm its CME identity. In this case, a detectable redshift would be less likely to derive from the

flare-induced plasma downflows of chromospheric condensation (Milligan et al., 2006). Instead,
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this redshift could be the result of the geometry between the CME’s propagation direction and limb

of the spatially unresolved stellar disk. As illustrated byMoschou et al. (2019), the redshift can de-

rive from a CME erupting near the limb but behind the face of the stellar disk. As the CME expands

and travels at an angle directed partially away from the observer, the plasma can eventually be seen

off the limb of the stellar disk. Since the eruption began behind the face of the star, the possible pres-

ence of a concurrent flare would be unknown or impossible to detect directly.

A survey searching for flare-less stellar CMEs will likely be more successful when observing qui-

escent, Sun-like stars as opposed to observing magnetically active, young, late-type, low-mass stars

that flare frequently. Despite their energetically weaker and less frequent magnetic activity, stars

like our Sun might make for efficient survey targets since their weaker ambient magnetic fields make

them less susceptible to failed CME events. Fortunately, although our Sun successfully launches

CMEs every day, the planetary magnetosphere and atmosphere of the Earth has not been damaged

beyond repair by these CMEs. By analogy, this bodes well for exoplanets within the habitable zones

of CME-launching Sun-like stars. Furthermore, exoplanets orbiting active M dwarfs may witness

more failed CMEs that are confined to the stellar corona than witness successful CMEs that strip

them of their (exo)planetary atmosphere. These hypotheses can be tested if the search for stellar

CMEs coincides with exoplanet surveys.

There is one space-based exoplanet mission that might coincidentally detect the type of stellar

CME signatures that we have extensively discussed. The UV-SCOPE (Ultraviolet Spectroscopic

Characterization of Planets and their Environments) mission concept is designed to have a space-

based spectrograph sit and stare at the host stars of transiting exoplanets in order to study the upper

atmospheres of exoplanets with transmission spectroscopy (Shkolnik et al., 2021; Line et al., 2021;

Loyd et al., 2021). Due to its expected long-term temporal coverage (per target) and its spectral

coverage of near-to-far UV wavelengths, promising stellar CME candidates may be detected and

characterized via diagnostic UV emission lines.

We acknowledge that this work has benefitted from the use of NASA’s Astrophysics Data Sys-

tem. SOHO is a mission from the joint collaboration of ESA and NASA.
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Facilities: SOHO (EIT, LASCO, UVCS), Yohkoh (SXT),Hinode (EIS, XRT), STEREO (EUVI,

SECCHI)

129



5
Conclusion

In this dissertation, we have discussed a variety of spectroscopic techniques that we have applied

to various research topics: spectrograph instrumentation, exoplanet characterization, solar CME

diagnostics, stellar CME detections.

We began by presenting the results of commissioning the MINERVA spectrograph. Since then,

the Southern Hemisphere analog has been commissioned: MINERVA-Australis, also known as

MINERVA-South (Addison et al., 2019). BothMINERVA-North andMINERVA-South collec-

tively utilizes their all-sky coverage to confirm and characterize exoplanet candidates that were origi-

nally introduced by the Transiting Exoplanet Survey Satellite (TESS). Both observatories exercise the

Doppler Tomography technique to measure stellar obliquity during exoplanet transits. The mea-
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sured Doppler shifts can indicate the angle between the host star’s (projected) rotation axis and the

angular momentum vector of the planet’s orbit. Consequently, the estimated alignment between

planet and star can be used to constrain planetary formation and migration models.

The exoplanet work was followed by the solar CME analysis. Upon the completion of the study,

a call to action was implicitly given in order to encourage the design, funding, building, and uti-

lization of coronagraph spectrometers, especially if it is capable of monitoring the corona at two

or more heights simultaneously. Multi-slit coronagraph spectrometers provide the opportunity

to precisely determine the propagation speeds and velocity amplitudes of oscillating Alfven waves,

sound waves, and magnetosonic waves as these perturbations travel along the spectrometer’s POS

and crosses two or more slits consecutively. Additionally, multi-slit coronagraph spectrometers will

allow multiple components of a CME to be observed simultaneously. As an example, the spectra of

the prominence core can be acquired from one slit while spectra for the lesser-known prominence-

corona transition region (PCTR) is acquired from another slit at a higher height in the corona.

Lastly, we discussed our predictions for detecting spectral signatures of stellar CMEs. We empha-

sized the use of CME-related ultraviolet emission lines that are likely to be successfully detected if

an instrument similar toHST /COS were used. We also gave ideas on how a search for stellar CMEs

would efficiently make use of (exoplanet) observing runs and spectroscopic techniques.

Hopefully, this dissertation will serve as encouragement for the astronomy community to pro-

mote and fund interdisciplinary research efforts and collaborations. There are obvious ways in

which, historically, scientists of one field of study have benefitted from the work of scientists in a

very different field; however, it seems like there are social, intellectual, and financial boundary condi-

tions between astronomy subfields that are excessively tedious to overcome. It seems like the obvious

connections between subfields are ideas that seldom come to fruition despite being ideas that are

frequently discussed amongst astronomy colleagues. Historically, many precedents for interdisci-

plinary research efforts and collaborations have already been set; however, the sheer difficulty and

discouragement experienced when following the interdisciplinary path (especially, before receiving

a tenured position) is hindering great ideas from coming to fruition and thus is also hindering as-

tronomers frommaking a greater impact on the scientific community and the lives of those around
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us who become inspired by our knowledge of the universe.
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