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Abstract

Quantum networks of superconducting qubits linked by optical channels could leverage
both the quantum information processing capabilities of superconducting circuits and the long
communication distances provided by optical photons. Such networks would require high effi-
ciency, low noise, and wide bandwidth transducers between microwave and optical frequencies.
Transducers based on the Pockels electro-optic (EO) effect are particularly promising in this
application for their direct conversion mechanism and potential for strong performance. EO
transducers could also be used for sensitive optical modulators and low-noise detection of mi-
crowave and millimeter-wave signals.

This dissertation presents recent work to create cavity EO transducers in thin-film lithium
niobate, an integrated photonics platform that provides low optical loss and strong EO cou-
pling. I first describe the theory of cavity electro-optics and how it can be used to generate
high-efficiency transduction between microwave and optical fields. An initial device is pre-
sented and characterized, demonstrating per-photon on-chip transduction efficiencies of up to
(2.7± 0.3)× 10−5.

A key benefit of the device described here, which is based on photonic molecule modes, is
the ability to use a static electro-optic bias to trim the transducer into resonance. However,
we find the migration of free carriers in thin-film lithium niobate reduces the EO response of
the device to static fields, making such trimming ineffective. This carrier migration is a key
challenge for enabling the promise of low-power electro-optics provided by thin-film lithium
niobate devices. I characterize the low-frequency electro-optic response, which suggests that
conduction occurs on the etched surface of lithium niobate. I show how this conduction can
be reduced – and low-frequency EO performance improved – by changing the electrode design
and annealing the devices.

Following this, I describe the design and initial characterization of an improved transducer
device. Finally, I describe a scheme by which even relatively low-efficiency transducers could
be used to generate remote entanglement using an optically heralding scheme. Demonstra-
tion of such a system appears possible with current devices, suggesting that small optically-
mediated quantum networks of superconducting qubits may be feasible soon.
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Chapter 1

Introduction

Light has long been seen as an excellent tool for transmitting information over long distances.

Aeschylus, writing in 458 BCE, uses the lighting of a signal flare to convey the fall of Troy

to his characters in the first few lines of the Orestia. Since then, optical communication tech-

nology has advanced substantially and today serves as the backbone of our information soci-

ety. In the Orestia, just one bit of information could be transmitted from the battlefield to

the palace, presumably at great cost in manpower and firewood. Today, lasers, modulators,

optical fibers, and photodetectors transmit roughly 500 terabytes of internet traffic every sec-

ond [1].

Light has several attractive properties that have led to its wide adoption as a carrier of

information. The high speed at which light moves enables low latency even for large net-

works. Light can be guided for long distances in low-cost and small-diameter optical fibers

[2, 3]. The long attenuation lengths available in optical fibers (roughly 20 km at wavelengths

near 1550 nm) mean information can be transmitted over long distances with minimal power

and few repeater stages [4]. In free space, optical power falls off only polynomially with dis-

tance1, enabling even longer distance line-of-sight connections [5]. The high carrier frequency

of light (e.g. 200THz at a wavelength of 1550 nm) allows for exceptionally wide communica-

tion bandwidth. Wavelength division multiplexing techniques [6] can provide a communication
1At least, on a clear day or in vacuum.
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bandwidth of several terahertz through a single optical fiber. The high optical frequency also

makes thermal noise negligible at room temperature, allowing the creation of low noise, nearly

quantum-limited optical amplifiers such as erbium-doped fibers [7].

As the field of quantum information science has developed, it has become clear that many

of these considerations would also apply to future quantum networks. Quantum networks

comprise a system of nodes and interconnects capable of distributing entanglement across the

network [8, 9]. There are currently two primary motivations for the development of quantum

networks:

First, such networks could be used to perform quantum cryptographic communication

– which can provide security guarantees from interception – over long distances and large

scales [10–12]. Quantum cryptography relies on the no-cloning theorem, which states that

arbitrary quantum states cannot be faithfully copied [13]. This restriction ensures that, for

a well-designed protocol, an interceptor can be identified if quantum states are used to com-

municate. Quantum cryptography was first proposed almost 40 years ago [14] and has seen

rapid development since then. Today, quantum cryptography systems are commercially avail-

able [15]. To ensure security, weak single-photon-scale signals must be used without amplifier-

based repeaters [16]. This requirement means that the communication rates achievable using

the relatively simple repeaterless systems currently available suffer greatly from loss in the

channel, limiting communication range. This range can be extended using networks of clas-

sical nodes [16], but this weakens the security guarantees as the nodes must be trusted. Al-

ternatively, quantum networks possessing long-lived memories could be used for long-distance

quantum communication without requiring trusted nodes. In such a quantum repeater sys-

tem, entanglement is distributed from node to node until two distant nodes use the entangle-

ment resource to perform quantum communication [10, 11]. Although errors would compound

over such a network, entanglement distillation techniques can be used to compensate for such

errors [17].

Second, quantum networks are being explored as a potentially practical vision for scaling

quantum computers [9, 18–20]. In this vision, well-characterized and relatively small quantum

2



nodes would be combined into a high-connectivity network to perform distributed quantum

computing. This architecture could provide many of the same extensibility and reliability ben-

efits as modern classical distributed computing techniques.

Optical frequencies are useful for quantum networks for several reasons above and beyond

those described earlier for classical networks. The negligible thermal noise at room temper-

ature means single-quanta level signals can be faithfully transmitted across an optical chan-

nel [21]. The existence of excellent high-efficiency, fast rise-time single-photon detectors with

low dark counts – such as superconducting nanowire single-photon detectors [22] – enables

effective heralding protocols for creating quantum networks [11].

For these reasons, a great deal of work has been done to develop methods and devices to

interface between photons and long-lived quantum memories such as atomic and nuclear spins.

This research direction has led to many valuable advances in recent years, including the demon-

stration of nonclassical correlations [23], entanglement [21] and gates [24] between photons

and atomic degrees of freedom, the use of optical modes to generate remote entanglement

between memories [25], a loop-hole free test of Bell’s inequality [26], and memory-enhanced

quantum communication [12]. Several promising quantum technology platforms have been

investigated for this purpose, including quantum dots [27], neutral atoms [28], atomic ensem-

bles [29], ions [19], and solid-state defects [30].

However, many otherwise promising quantum technologies do not provide direct coupling

to optical fields. In particular, superconducting quantum devices have shown rapid advance-

ment, including improvements in coherence properties [31], the demonstration of quantum

supremacy [32], and quantum error correction that can improve qubit coherence times [33].

These advancements, as well as the facts that superconducting qubits operate at easy-to-

use microwave frequencies and are formed from potentially scalable electrical circuits, have

created a great deal of interest in building systems with larger numbers of superconducting

qubits [34–36]. However, it is difficult to shrink individual circuit elements like microwave res-

onators smaller than millimeter-scale. This density restriction limits the scale of supercon-

ducting quantum processors that can be made on a single chip.

3



To create larger-scale superconducting quantum devices, some form of network is likely re-

quired. The most natural way to create such a network would be to take advantage of the

coupling between superconducting qubits and microwave photons and use microwave-frequency

channels. Significant progress has been made toward this goal in recent years [37–39]. How-

ever, the microwave channels must be cooled below 100mK to prevent thermal noise from

interfering with the communication. This makes the channels bulky, expensive, and infeasible

for long-distance applications.

1.1 Quantum transducers between microwave and

optical fields

Quantum interconnects based on optical links have been explored as an alternative for creat-

ing superconducting qubit quantum networks, motivated by the previously discussed benefits

of optical fields, including long attenuation lengths, negligible thermal noise, and high band-

width [40]. Connecting optical networks with superconducting quantum technologies requires

a quantum transducer capable of converting single photons between microwave and optical

frequencies [41, 42]. Such a transducer offers a promising route toward both large-scale dis-

tributed superconducting quantum networks [43] and the scaling of superconductor quantum

processors beyond single cryogenic environments [19,20].

Besides the quantum networking applications described above, single-photon microwave-to-

optical transduction can be used to create high-efficiency optical modulators [44], low-noise

detectors for microwave or millimeter-wave fields [45], and multiplexed readout of cryogenic

electronics [46].

An ideal quantum transducer performs a unitary transformation on microwave and optical

modes. Practically, this level of performance implies efficiency approaching 100%, low noise,

and enough bandwidth for the desired signals [47]. In early work, transducers based on me-

chanical and optical resonators were proposed for interfacing with superconducting qubits [48].

Since then, a wide variety of creative transduction schemes have been explored in the search
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for high efficiency and low noise. Comprehensive reviews of these explorations can be found

elsewhere [41, 42, 49]. Some of the most promising approaches have used electro- or piezo-

optomechanical devices [50–61], nonlinear crystals that display a Pockels electro-optic (EO)

effect [62–67], trapped atoms [68, 69], crystals doped with rare-earth ions [70, 71], and opto-

magnonic devices [72]. Although near-unitary performance has proved challenging to real-

ize, the optomechanical approach has been used to demonstrate bidirectional operation [50],

high efficiency [51, 58], and noise levels below a single photon [59, 73]. Optomechanical de-

vices provide strong interactions with both microwave and optical fields, but their reliance

on an intermediate mechanical mode in the transduction process creates several challenges

for near-unitary operation. The low frequency (MHz) mechanical modes used in membrane

electro-optomechanical transducers [50, 51] result in strong thermal noise even at temperatures

below 100mK, and make the transducers susceptible to low-frequency technical noise sources.

Although piezo-optomechanical devices that use GHz frequency mechanical modes [52–61] are

not susceptible to these issues, such devices display optical-pump-induced heating of the me-

chanical resonator that adds to the transduction noise. This heating is difficult to avoid in

piezo-optomechanical devices due to their colocalization of optical and mechanical modes, as

well as their suspended nature that leads to high thermal resistance [74]. Pump-induced heat-

ing can be addressed using pulsed-pump schemes [75], but this approach requires trade-offs

between efficiency, noise, and repetition rate [59,73].

1.2 Cavity electro-optics

The desire for lower noise, higher efficiency, and faster repetition rates has motivated research

into cavity-based EO transducers [62–66, 76–79], in which microwave fields directly modulate

light using an EO nonlinearity of the host material. Cavity EO devices were originally devel-

oped for compact optoelectronic oscillators to generate low-noise microwave signals [62, 80].

Their use in quantum technologies is motivated by several factors [76, 77]. First, the direct

conversion mechanism avoids any intermediate stages, reducing device complexity and elim-
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Figure 1.1: Comparison between single and double optical mode transduction schemes. (a) Single op-
tical mode transduction. A microwave LC oscillator modulates an optical pump at ω−, generating
an upconverted optical signal at ω+. (b) Double optical mode transduction. By using hybrid optical
modes formed by evanescent coupling between two ring resonators, the optical pump field can be reso-
nantly enhanced while still providing for suppressed down conversion.

inating some sources of loss and noise. Second, these devices can have spatially separated

microwave and optical resonators with low thermal thermal resistance to the cryostat base

temperature, potentially offering much lower optically-induced thermal noise than suspended

devices based on colocalized optical and mechanical modes.

Figure 1.1 shows two simple cavity EO devices. In Figure 1.1a, a microwave LC resonator

gates an optical resonator made from a Pockels EO material. This gating creates a parametric

interaction between the two resonators: a voltage on the microwave resonator induces a shift

in the resonance frequency of the optical mode. If a microwave frequency input signal is sent

into the device resonant with the microwave mode, an optical pump signal can be modulated.

The upconversion of optical light can be resonantly enhanced by placing the optical pump on

the so-called ”red sideband” of the optical mode (i.e. one microwave frequency below the opti-

cal resonance frequency, ω− in the figure). This upconversion is accomplished by the addition

of two photons at the microwave and optical pump frequencies. It represents a conversion of

the microwave input field to optical frequencies. The red sideband pump configuration also

has the benefits of suppressing optical downconversion, eliminating spontaneous parametric

downconversion that can act as a noise process in some schemes, and enabling conversion of

the microwave field into a single optical tone.

This conversion process can be made highly efficient if the interaction between the mi-

crowave and optical modes is large, the loss rates of the modes are weak, and the optical
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pump is strong so that one microwave photon has many possible optical photons to interact

with. The key figure of merit is the cooperativity

C =
4g20npump

κoκm
, (1.1)

where g0 is the single-photon interaction rate that quantifies the jitter of the optical resonance

frequency induced by vacuum fluctuations in the microwave resonator, npump is the number of

pump optical photons in the optical resonator, and κo,m are the optical and microwave mode

loss rates (see Chapter 2 for more details). Typical values of of the key device rates for cur-

rent cavity EO devices such as those described here are {g0, κo, κe} = {1 kHz, 100MHz, 10MHz}.

These rates imply that a double-resonance approach like that shown in Fig. 1.1a would re-

quire large optical pump power of order 1W to reach near-unity efficiency (C = 1), which

makes compatibility with the cryogenic environment needed for superconducting qubits diffi-

cult.

Luckily, the double optical cavity design shown in Figure 1.1b can significantly enhance the

circulating optical pump power by allowing the pump field to be resonantly enhanced along

with the upconverted field. Double optical cavity systems have been explored in other para-

metrically coupled resonator systems such as optomechanics and optical parametric oscillators

[81, 82]. In cavity EO devices, several methods have been investigated for double optical cavity

transduction. In some early investigations, neighboring longitudinal modes separated by one

free spectral range (FSR) were used, but this approach provides little tunability of the split-

ting between optical modes, and the existence of another longitudinal mode near the down-

conversion frequency provides limited downconversion suppression [62]. In our devices, we use

instead hybrid optical modes formed by two evanescently coupled ring resonators [82, 83]. Im-

portantly, the optical mode splitting can be tuned easily by applying a DC voltage across a

bias capacitor on one of the ring resonators. This means that small fabrication-induced vari-

ations in the mode frequencies can be overcome using active tuning without any static power

dissipation.

Previous EO transducers have used bulk lithium niobate [62–64], aluminum nitride [66] and
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hybrid silicon-organic [79] platforms. Recent work on EO transducers has shown promise for

low-noise operation due to the efficient cooling of microwave modes in these systems [84–86].

Devices based on bulk lithium niobate whispering gallery mode resonators have shown partic-

ularly promising performance, including roughly 10% total transduction efficiency with sub-

quanta noise levels [87] and entanglement between microwave and optical fields [88]. This

performance is enabled by the exceptionally high optical quality factor (Q∼108) available in

whispering gallery mode resonators [89] and the large thermal conductance provided by a

millimeter-scale 3D microwave resonator [85]. However, these devices suffer from relatively

weak EO interaction strength due to the difficulty of placing electrodes near optical modes in

whispering gallery resonators.

The desire to enhance the interaction strength and scalability of EO transducers has moti-

vated the development of cavity EO devices in thin-film EO photonics platforms [66,86,90–93].

To date, EO transducers in thin-film devices have demonstrated bidirectional operation and

on-chip efficiency as high as 2% for a relatively large ∼ 10mW optical pump [66], yet power-

normalized efficiencies remain low and would require large (∼1W) optical pump powers to

reach near-unity efficiency.

1.3 Thin-film lithium niobate

To improve efficiency, reduce noise, and lower optical pump power requirements of cavity EO

transducers, here we use a thin-film lithium niobate device platform.

Lithium niobate (LN) is an excellent Pockels EO material (r33 = 32pm/V) that has been

studied for nonlinear and electro-optics applications since the 1960s. Traditional integrated

LN devices such as waveguides and modulators are usually formed in bulk LN wafers by pro-

ton exchange or titanium diffusion, which creates a weak index contrast (∆n∼0.02) and hence

large optical modes, as shown in Figure 1.2a. The low index contrast, large mode size, and

wide bending radius requirements make dense integration difficult in traditional LN devices.

Furthermore, the size of the optical mode limits the spacing between gate electrodes which
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Figure 1.2: Comparison between (a) a traditional waveguide in bulk LN and (b) a ridge waveguide in
thin film lithium niobate. Lower color plots show the electric field distribution. Note the factor of 10
difference in plot length scales. Figure adapted from Ref. [94]

reduces the EO coupling. Nonetheless, because of their stability and wide bandwidth, tradi-

tional LN devices are widely used for EO modulators in telecommunications applications [95].

Recently, thin-film lithium-niobate-on-insulator (TFLN) wafers have become commercially

available2. These wafers are typically made using the crystal ion slicing process, originally de-

veloped for the fabrication of silicon-on-insulator (SOI) wafers [96] and later adapted to LN

starting in the late 1990s [97]. The large index contrast provided by this platform (∆n∼0.7

for silicon dioxide cladding) enables smaller waveguides for higher integration density and

stronger EO coupling [94]. To create waveguides in TFLN, some form of lateral index contrast

is required. This has been accomplished using proton exchange [98], dielectric loading [99],

and directly etching the LN film using laser ablation and chemical-mechanical polishing [100],

CF4-based reactive ion etching [101], and physical argon plasma etching [102, 103]. In this

work, we use argon plasma etching to produce ridge waveguides like that shown in Figure

1.2b. Reactive ion etching of LN with fluorine-based chemistry leaves behind nonvolatile LiF

compounds that lead to high etch roughness [104]. Instead, purely physical argon plasma etch-

ing has been shown to produce the smooth sidewalls required for low loss optical waveguides,

with optical quality factors as high as Q∼107 recently demonstrated [105].

This combination of thin-film wafers and new fabrication techniques has enabled a wide va-
2Devices described in this dissertation are made on wafers purchased from NanoLN.
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riety of novel and high-performance device demonstrations in recent years. These include low-

Vπ high-speed EO modulators [103], wide bandwidth EO frequency comb generation [106],

low-power second harmonic generation [107], and efficient acousto-optic devices [108].

In short, TFLN provides a large EO coefficient of 32 pm/V, tight confinement of the op-

tical mode to enable a strong EO coupling and good integration density for high-complexity

design [103], and the ability to realize low-loss optical resonators with demonstrated quality

factors (Q) of 107. These properties make lithium niobate a compelling platform for improving

transduction efficiency with EO transducers.

1.4 Dissertation outline

This current Chapter 1 ”Introduction” describes the motivation for and history of cavity EO

devices, particularly in thin-film lithium niobate.

In Chapter 2 ”Theory of cavity electro-optics”, a quantitative description of cavity EO de-

vices is developed, particularly for triple-resonance devices. These results will be used through-

out the rest of the dissertation. This chapter is tutorial in nature for new students and others

new to the field of cavity electro-optics.

Chapter 3 ”Microwave-to-optical transduction using cavity electro-optics in thin-film lithium

niobate” describes the design, characterization, and transduction performance of a first-generation

transducer. This transducer displays relatively modest transduction efficiency, but we identify

several important device design considerations, including the role of piezoelectric coupling in

microwave resonator loss and the impact of fee carrier effects in lithium niobate. We also iden-

tify several paths to improve device performance.

Chapter 4 ”Charge carrier effects in thin-film lithium niobate” describes a series of exper-

iments investigating the role that free charge carriers play in the low-frequency behavior of

TFLN optical devices. Free carriers can create several effects in TFLN, including dielectric re-

laxation which reduces low-frequency EO response, photoconductivity, and photorefractivity

which creates changes in the optical index and generates optical index gratings that interfere
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with normal device operation. We analyze the origin of free carriers in our devices and demon-

strate several fabrication techniques to reduce free-carrier migration.

Chapter 5 ”Preliminary characterization of an optimized transducer” builds on Chapter 3

and describes the design of an improved cavity EO transducer. This chapter also describes

measurements of transduction noise in both first- and second-generation devices.

Chapter 6 ”Outlook: optically heralded generation of remote microwave entanglement” of-

fers an outlook on the use of cavity EO transducers in TFLN for quantum networking appli-

cations. It describes a heralded scheme by which even relatively low efficiency but high band-

width transducers could be used to generate remote entanglement between quantum nodes.

Finally, several appendices provide supplemental technical details and discussion for the

main part of the dissertation.
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Chapter 2

Theory of cavity electro-optics

Cavity electro-optic devices are one example of a wider class of parametrically coupled res-

onator systems. Such similar systems span a large range of sizes, frequencies, and physical

phenomena, and include mechanical systems [109], cavity opto- or electro-mechanical de-

vices [110], optical and microwave parametric oscillators [81], and magnonic devices [111],

among others. These disparate systems can be understood using remarkably similar models

because they are all composed of a few harmonic modes that interact through simple para-

metric couplings1.

The quantum theory of such systems has been well studied both in general [112, 113], and

for electro-optic systems in particular [62,76,77,114]. In this chapter, we apply these models to

our system of coupled optical and microwave resonators to develop the theoretical foundations

for the experiments described in this work. We begin by introducing the basic Hamiltonian

description of the electro-optic interaction in Section 2.1. Section 2.2 includes the effects of

loss and coupling to input and output fields. Note that many of these topics are covered in

detail in the literature [76, 77, 110]. This chapter is designed to provide a tutorial introduction

to the topic, aimed at those who are new to the field. As such we use footnotes to provide

further information and consider some important problems using multiple levels of abstraction
1Parametric coupling, in this context, refers to a situation in which the state of one harmonic mode

controls a parameter of another mode. For example, in our devices, the voltage (state) in the mi-
crowave resonator can change the frequency (parameter) of an optical mode.
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to provide a better understanding.

2.1 Hamiltonian description of cavity electro-optics

The variety of parametrically coupled systems mentioned above can be accurately modeled2

using a simple Hamiltonian containing a small number of boson modes and parameters. In

this section, we will apply such a Hamiltonian model to our cavity electro-optic devices.

2.1.1 Phenomenological approach

To help develop physical intuition, in this section we will first consider the concrete case of

our device. This device is illustrated in Fig. 1.1b and is composed of two evanescently coupled

optical ring resonators and a microwave LC resonator whose capacitor also serves as a gate

on the optical rings. Later in Section 2.1.2, we will consider the more general case of cavity

electro-optics with arbitrary electromagnetic modes from first principles.

Assuming that the free spectral range (FSR) of the ring resonators is large compared to the

microwave frequency, we can restrict our analysis to two optical modes in ring 1 and ring 2

that are closely spaced in frequency. The linear, non-interacting Hamiltonian including the

microwave mode can be written as

H0 = ω1â
†
1â1 + ω2â

†
2â2 + ωmb̂

†b̂+ µ
(
â†1â2 + â1â

†
2

)
, (2.1)

where we set ℏ = 1 for simplicity. Here, âi is an annihilation operator for the optical modes

in resonator i={1, 2} that has frequency ωi, b̂ is the annihilation operator for the microwave

mode with frequency ωm, and µ is the evanescent coupling rate between the two optical modes3.

The nonlinear interaction is due to the Pockels electro-optic effect. In our devices, the

electric fields of the optical and microwave modes are mostly aligned along the Z-axis of the

lithium niobate crystal. This configuration means that a non-zero gate voltage will linearly
2At least, within a lossless, closed system approximation.
3Note that for degenerate resonator modes with ω1=ω2, the splitting between the hybridized optical

modes will be 2µ under this Hamiltonian.
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change the effective index of the optical modes and hence also shift the resonance frequency

[115]. We can write the resonance frequency as ωi(V )=ωi(0) + GiV , where Gi is the electro-

optic susceptibility and V is the applied gate voltage. This effect gives the interaction Hamil-

tonian:

HI =
(
G1â

†
1â1 +G2â

†
2â2

)
V̂ . (2.2)

Rewriting this interaction Hamiltonian in terms of the zero-point fluctuation voltage VZPF and

the microwave resonator’s field operators so that V = VZPF(b+ b†), we find

HI =
(
g1â

†
1â1 + g2â

†
2â2

)
(b̂+ b̂†), (2.3)

where gi = GiVZPF is the vacuum electro-optic coupling rate between the microwave mode and

each optical mode. The total Hamiltonian H = H0 + HI defines the complete closed-system

dynamics.

2.1.1.1 The electro-optic coupling rate

Before investigating these dynamics, we can gain a sense the timescales by estimating the

electro-optic coupling rate from device parameters. Consider a single ring resonator with cir-

cumference l, effective mode index neff and resonance frequencies

fk =
kc

lneff
, (2.4)

where where k is a mode index, and c is the free-space speed of light. When we apply a volt-

age to a gate on this ring, a particular optical resonance frequency fo=fk will shift linearly at

a rate given by
dfo
dV

=
G

2π
≈ −α fo

ng

∂neff
∂V

, (2.5)
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where α is the effective fraction of the ring covered by the electrodes, and ng is the group ve-

locity of the optical mode4.

We can make a several assumptions to help us estimate the electro-optic response ∂neff
∂V .

First, we can approximate the electric field created by the gate voltage V as uniform within

the waveguide and aligned with the Z axis of the LN crystal. Second, we can neglect all the

electro-optic tensor components except the dominant r33 term. Finally, we can define an effec-

tive capacitor gap deff which sets the magnitude of the gate electric field E = V/deff . Using

these assumptions, we find

∂neff
∂V

=
∂neff
∂ne

∂ne
∂E

dE

dV
= −Γng

r33n
2
e

2

1

deff
, (2.6)

where ne is the extraordinary index of LN, Γ =
∂neff

∂ne

ne
ng

is an optical confinement factor, and
∂ne
∂E = −1

2r33n
3
e. The electro-optic susceptibility is thus

G

2π
=
n2er33foαΓ

2deff
. (2.7)

In a lumped-element model, the zero-point voltage fluctuation in the LC resonator depends

only on the microwave resonance frequency and the total capacitance5:

VZPF =

√
ℏωm

2C
. (2.8)

Combining these results we find that for a particular ring i,

gi =
n2er33ωoαiΓ

2deff

√
ℏωm

2C
. (2.9)

In our devices, typical values of the key parameters for determining g0 are Γ≈1, α = 0.5,

deff=10µm, ωm/2π=5GHz, and C=100 fF, leading to g0/2π≈1 kHz. Comparing this value to
4The group velocity appears here because neff depends on both the applied voltage and the optical

frequency. The fact that the optical frequency of the mode changes when you apply a voltage means
you cannot simply assume dfo

dV = dfo
dneff

dneff

dV .
5Note that the zero point electrical energy is 1

2ℏωm. The total capacitance of an LC resonator can
be considered as the lumped-element analog of mode volume.
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typical optical and microwave mode loss rates of 100MHz and 10MHz, respectively, we see

that the interaction rate is significantly smaller, which would make it difficult to directly ob-

serve the coupling. As described in Chapter 1, we can overcome this large difference using

optical pumping and a double ring structure. The linearization and enhancement of the inter-

action strength by optical pumping are described in Section 2.1.3.

More accurate calculations of gi – useful for device design and analysis – can be obtained

without resorting to the assumptions made in the derivation of G above by using the full

theory of waveguide-based Pockels modulators. This theory is covered in detail in previous

work [116,117], but we briefly review the key results here.

The effective index shift of the mode when applying a voltage to the gate electrodes can be

calculated using perturbation theory as

∆neff =
1

c

∫
LN
dA E⃗∗

o ∆¯̄ϵ E⃗o, (2.10)

where Eo is the cross-sectional electric field of the optical mode, normalized so that

∫
dA (Eo ×H∗

o + E∗
o ×H∗

o ) · ẑ = 1, (2.11)

and ∆¯̄ϵ is the permittivity perturbation created by the applied voltage. This perturbation can

be calculated from the electric field profile E generated by the applied voltage V :

∆¯̄ϵij =
∑
k

ϵiiϵjjrijkEk/ϵ0, (2.12)

where ϵ0 is the permittivity of free space. We can calculate the electro-optic susceptibility

G using Equations 2.10 and 2.5 and finite element modeling to calculate the optical and mi-

crowave fields E and Eo. we can compare the resulting value of G to Equation 2.7 and define

an equivalent deff parameter, which is used throughout the rest of this work.
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2.1.1.2 Hybrid optical modes

The interaction Hamiltonian in Eq. 2.3 is given in terms of the ring optical modes â1,2. How-

ever, due to the evanescent coupling, the true optical eigenmodes of our system are hybrid

modes that are delocalized between the two ring resonators. We will now transform the Hamil-

tonian into the basis of these hybrid optical modes.

For convenience, we write the Hamiltonian as

H0 = ωmb̂
†b̂+ (ωo + δ)â†1â1 + (ωo − δ)â†2â2 + µ

(
â†1â2 + â1â

†
2

)
,

HI =
(
g1â

†
1â1 + g2â

†
2â2

)
(b̂+ b̂†), (2.13)

where ω1,2 = ωo ± δ, i.e. 2δ is the detuning between the ring modes and ωo is the center

frequency between the ring modes. The optical part of this Hamiltonian can be diagonalized

into two hybrid modes â+ and â−. Since these new eigenmodes are orthogonal, we can write a

generic Bogoliubov transformation

â+ = uâ1 − vâ2,

â− = vâ1 + uâ2. (2.14)

Note that â+ and â− must obey a bosonic commutation relation [âi, âj ] = δij , which requires

that u2 + v2=1. To enforce this condition, we set u=cos θ
2 , v=sin θ

2 , where θ is a hybridization

parameter to be determined by the detuning and coupling strength. The linear optical part of

the Hamiltonian will be diagonalized for tan θ=µ
δ . This transformation yields the Hamiltonian

H0 = ω+â
†
+â+ + ω−â

†
−â− + ωbb̂

†b̂

HI =
(
b̂† + b̂

) [(
v2g1 + u2g2

)
â†−â− +

(
u2g1 + v2g2

)
â†+â+ + uv (g1 − g2)

(
â†−â+ + â−â

†
+

)]
.

(2.15)

where ω±=ωo ±
√
δ2 + µ2 are the frequencies of the hybrid modes. The first two terms in

the brackets proportional to â†−â− and â†+â+ represent frequency modulation of the opti-
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Figure 2.1: The normalized dependence of the hybridization parameters on the optical mode detuning
δ, showing θ (top), u and v (middle) and ω± (bottom).

cal modes, and can be neglected in the resolved-sideband regime where the optical mode

linewidth is much smaller than the microwave frequency. The second term in the brackets

represents the desired triple-resonance sum and difference frequency generation processes, with

single-photon interaction rate

g0 = uv (g1 − g2) =
n2er33ωoαΓ sin θ

4deff

√
ℏωm

2C
, (2.16)

where we assumed g1 and g2 have opposite sign, and α = α1 + α2 is a total device electrode

coverage factor with maximum value of 2. The hybridization parameters and optical frequen-

cies of the hybrid modes are shown in Figure 2.1, illustrating the anticrossing between the two

ring modes.

We can gain a better understanding of this Hamiltonian by considering the degenerate ring

mode case where δ=0. In this case u=v= 1√
2
, the hybrid optical modes â+ and â− are sym-

metric and antisymmetric equal superpositions of the ring modes (see Eq. 2.14), and the in-

teraction Hamiltonian is

HI =
(
b̂† + b̂

)[
1

2
(g1 + g2)

(
â†+â+ + â†−â−

)
+

1

2
(g1 − g2)

(
â†+â− + â+â

†
−

)]
. (2.17)
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Figure 2.2: The penalty for using non-degenerate modes as a function of the fractional change in the
mode splitting compared to the degenerate case.

We see immediately that the interaction rate will be maximized for antisymmetric driving,

i.e. g2=–g1. This makes intuitive sense: in a microwave-to-optical transduction process, for

example, we might want to drive a transition from the symmetric to antisymmetric optical

modes, which requires an antisymmetric drive to overcome the difference in parity.

Comparing degenerate (δ=0) and nondegenerate (δ≠0) cases we see that the exchange in-

teraction strength is penalized for nondegeneracy by a factor of 2uv=sin θ. Figure 2.2 shows

the quantitative effect of this nondegeneracy on the experimentally relevant6 parameter g20.

2.1.2 First principles approach

Above, we derived the interaction Hamiltonian starting from the phenomenological fact that

the ring resonators in our device have a resonance frequency that depends linearly on their

gate voltage due to electro-optic changes in refractive index. This approach is physically con-

crete and works well for our particular devices that use Z-oriented electric fields in lithium

niobate. However, that phenomenological approach is not always easy to apply to all cavity

electro-optic devices. For example, devices that rely on microwave-induced transduction be-

tween different polarization modes, such as those in Ref. [66], cannot be understood by modu-

lation of a scalar optical index.

6Relevant to the cooperativity C =
4g2

0npump

κoκm
, which sets transduction efficiency, for example.

19



It is useful, then, to consider a more general first-principles approach in which we directly

investigate the coupling between different electromagnetic modes caused by the nonlinear sus-

ceptibility of the material [118]. This will also allow us to see the connection between the for-

malisms used in electro-optical devices and that used in nonlinear optics. To do so, we will

first determine the nonlinear energy density inside a χ(2) material under the application of

electromagnetic fields. Then, we will carefully define and quantize the fields in our device.

Finally, we will integrate the energy density produced by these fields to derive the nonlinear

interaction Hamiltonian.

In a χ(2) material, an applied electric field E⃗ induces a nonlinear dielectric polarization P⃗ .

For simplicity, we will consider a scalar model where the electric field points along the Z-axis

of LN and only the χ(2)
333 nonlinear coefficient is significant. In this case, the dielectric polar-

ization can be written P = ϵ0χ
(2)E2. In a scalar dipolar approximation, we can write the

nonlinear energy density as 7

dU = dE · P. (2.18)

The electromagnetic modes can be quantized in the usual way [119]:

Ek(r, t) =

√
ℏωk

2ϵNL,kVk

(
ψk (r) âke

−iωkt − ψ∗
k (r) â

†
ke

iωkt
)
, (2.19)

where again we assume the electric field points along the Z-axis of LN, Vk =
∫
dV ϵk(r⃗)

ϵNL,k
|ψk(r)|2

is the mode volume, ψk is a unitless mode profile8, and ϵNL,k is the dielectric permittivity

inside the nonlinear material.

We will now apply this approach to our devices with three modes (two optical- and one

microwave-frequency) that can be described by the electric field distributions {E+, E−, Em}

respectively. It is convenient to use a more specific parameterization of the microwave res-

onator mode to connect this mode directly to device parameters that are easy to calculate. To
7It is tempting to think that the energy density should be simply U = E⃗ · P⃗ . That would be true for

permanent dipoles, but here the polarization is induced. Because this induced polarization is nonlinear
as well, not even the usual linear dielectric result of U = 1

2 E⃗ · P⃗ can be applied. Instead, we resort to
the infinitesimal form and do the integration to find that U = 1

3 E⃗ · P⃗ .
8Note that ψ can be scaled arbitrarily because it is normalized by V .
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do so, we fix |ψm| = 1 in the optical mode and assume the microwave resonator can be de-

scribed by a lumped-element model. By equating the electrical energy density in the lumped-

element model and dimensional model (Eq. 2.19), we find Vm =
Cd2eff
ϵNL,m

. To quantitatively

describe the mode profiles ψk, we define a synthetic dimension x that corresponds to the

circumferential distance along the ring resonators of a point located near the optical waveg-

uide, where x>0 for locations inside ring 1 and x<0 for locations inside ring 2. We also de-

fine a two-dimensional displacement vector s⃗ that corresponds to the location of the point

in cross section. Finally, we define a boxcar function Π(x) such that Π(x ∈ [0, l])=1 and

Π(x /∈ [0, l])=0. Using these tools, we can write the mode profiles as

ψm = Π(x)−Π(−x) (2.20)

ψ+ = Φ(s⃗)eikx (vΠ(−x)− uΠ(x) ) (2.21)

ψ− = Φ(s⃗)eikx (uΠ(−x) + vΠ(x) ) , (2.22)

where Φ(s⃗) is the cross sectional optical mode profile.

In our device, all modes have electric fields inside the lithium niobate which point primarily

along the Z crystal axis within the region of the waveguide, so the scalar approximations made

above are reasonably accurate. Integrating the nonlinear energy density in Equation 2.18 with

a total electric field E =
∑

k Ek, we find

U = ϵ0χ
(2)

(
1

3
E3

m +
1

3
E3

− +
1

3
E3

+

+ EmE
2
− + EmE

2
+ + E−E

2
m + E−E

2
+ + E+E

2
m + E+E

2
−

+ 2EmE−E+

)
.

(2.23)

The last term in this Hamiltonian creates the desired mixing between microwave and optical

modes. Neglecting the other terms for being non-resonant, inserting the modes described by
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Equation 2.19, and keeping resonant terms, the energy density is

U =
ℏϵ0χ(2)ωopt

ϵLN,optVoptdeff

√
ℏωm

2C

(
ψmψ−ψ

∗
+b̂â−â

†
+ + h.c.

)
, (2.24)

where ωopt ≈ ω±, Vopt ≈ V±, and ϵLN,opt ≈ ϵLN,± are parameters for the optical modes.

The interaction Hamiltonian can be found by integrating this energy density. Assuming that

the field created by the microwave resonator is constant across the cross section of the optical

mode, we find:

HI = −ℏϵ0χ(2)ωoptΓuvα

ϵoptdeff

√
ℏωm

2C

(
b̂â−â

†
+ + h.c.

)
, (2.25)

where Γ =
Vopt,LN

Vopt
is the optical confinement factor and Vopt,LN =

∫
LN dV ϵ±(r⃗)

ϵNL,±
|ψ±(r)|2 is the

mode volume integral taken only over the nonlinear material. Noting that χ(2) = r33n4

2 , this

result is identical to that found by the phenomenological approach taken above.

2.1.3 Linearization of the interaction Hamiltonian

For all currently studied electro-optic devices, the single-photon interaction rate g0, which has

a typical magnitude of 1Hz to 1 kHz, is much slower than the microwave and optical decay

rates. This makes the interaction between the microwave and optical fields difficult to detect

when working with quantum-level signals. Luckily, however, the microwave-optical interaction

rate can be enhanced by applying a strong pump laser. This technique is commonly used in

traditional electro-optic modulators. If a modulator was driven with just a few optical and

microwave photons, the probability that any of the photons would interact to produce mod-

ulation would be vanishingly small. However, by using a strong optical drive, even very weak

microwave signals can produce measurable optical modulation.

We now seek to understand how the Hamiltonian described above will behave under optical

pumping near the triple resonance condition. Starting with the Hamiltonian Eq. 2.15, we first

move the optical modes to a frame rotating at the laser frequency using the transformation

U = e
iωL

(
â†−â−+â†+â+

)
t where ωL is the laser frequency. This transformation yields the new
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Hamiltonian9

H = −∆−â
†
−â− −∆+â

†
+â+ + ωmb̂

†b̂+
(
b̂† + b̂

) [
g−â

†
−â− + g+â

†
+â+ + g0

(
â†−â+ + â−â

†
+

)]
,

(2.26)

where ∆± = ωL − ω± is the detuning of each mode from the laser frequency10, and g+,−,0 are

the interaction strengths for the given terms of the Hamiltonian. The first and second terms

within the brackets are the standard interaction terms typically seen in systems of two para-

metrically coupled resonators with frequency modulation, such as optomechanics. These terms

can in principle give rise to interactions between each optical mode individually and the mi-

crowave mode, seen in Chapter 3 and described in Appendix B.2. However, for now we will

neglect these terms, as the third term is the desired interaction, and it will be dominant under

triple resonance conditions.

2.1.3.1 Red sideband pumping

Now let’s consider what happens when we pump the â− mode, i.e. red side pumping. In this

case when ωL ≈ ω−, the â− mode will be driven by a strong coherent state and we can neglect

small single-photon level dynamics of this mode, replacing the mode operators with a classical

field amplitude11 â− → α− =
√
n−, which we take to have phase ∠α− = 0. Note that α−

depends on the optical pump power and enhancement due to the optical resonance, and can

be calculated using the open resonance analysis of section 2.2.1. In this approximation the

Hamiltonian becomes

H = −∆+â
†
+â+ + ωmb̂

†b̂+
(
b̂† + b̂

) [
g−|α−|2 + g+â

†
+â+ + g

(
â+ + â†+

)]
, (2.27)

where g=α−g0 is the pump-enhanced interaction strength.

As discussed above, we can neglect the first two terms in the bracket, so there are a total

9Via the transformation H = UHoldU
† − iℏU ∂U†

∂t .
10Defined this way so that negative detuning indicates a laser frequency lower than the resonance

frequency.
11I.e. complex number.
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of four interaction terms HI = g
(
b̂†â+ + b̂â†+ + b̂†â†+ + b̂â+

)
. The first two terms represent

a beam-splitter type interaction. The second two terms represent parametric amplification

and can result in two-mode squeezing. If we are pumping on the red optical mode â− while

near the triple resonance condition ∆+ ≈ −ωm, the parametric amplification terms can be

neglected under a rotating wave approximation12 and the Hamiltonian can be approximated

as

Hred = −∆+â
†
+â+ + ωmb̂

†b̂+ g
(
b̂†â+ + b̂â†+

)
. (2.28)

This Hamiltonian is the mechanism by which a cavity electro-optic device can be used as a

microwave-optical transducer [48, 77]. The beamsplitter interaction means that photons can be

transferred between the microwave and optical resonators. For example, in the strong coupling

regime where the pumped enhanced interaction strength g is larger than the decay rates of the

microwave and optical modes, an excitation in one mode (â+ or b̂) would be transferred into

the other mode in a Rabi-flopping process. However, demonstrated cavity electro-optic devices

have not yet reached this regime. Nonetheless, by coupling these resonators to waveguides,

we can still create a high-efficiency converter between flying microwave and optical qubits, as

described in Section 2.2 below.

2.1.3.2 Blue sideband pumping

If we were instead to pump the a+ mode (ωL ≈ ω+), then we could repeat the above steps to

find

Hblue = −∆−â
†
−â− + ωmb̂

†b̂+ g
(
b̂†â†− + b̂â−

)
, (2.29)

where ∆− = ωL − ω− is the detuning of the ω− mode from the pump. This Hamiltonian

represents parametric amplification, or a two-mode squeezing interaction [77]. In the weak op-
12To show this: If you remove the independent-cavity terms of the Hamiltonian proportional

to number operators by moving to the rotating frame represented by the transformation U =

e−i∆+a†
+a+teiωbb

†bt, then the interaction terms will have a time dependence. You will find that the
beamsplitter terms rotate slowly at a frequency ωm + ∆+ and the parametric terms rotate rapidly at
ωm −∆+. Recall that for red mode pumping ∆+ < 0.
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tical pumping regime it can be used to generate correlated microwave-optical photons pair.

In Chapter 6 we describe how this effect can be used to generate heralded remote entangle-

ment between two transducers. With stronger optical pumping this parametric amplification

interaction can be used to generate continuous variable entanglement between microwave and

optical fields [120].

2.2 Open-system description of cavity electro-optics

To use a cavity electro-optic device as a quantum transducer, we must have a way to both

insert and retrieve quantum states. This requires coupling to the outside world that is not

covered in the Hamiltonian description of Section 2.1. Indeed, besides the intentional extrin-

sic coupling to well-defined input and output channels, real devices always have unintended

(and often undesired) coupling to the environment in the form of intrinsic loss. As mentioned

above, these loss rates are typically larger than the electro-optic interaction rates of the sys-

tem, so they play a large role in the dynamics of the system and lead to qualitative changes

in behavior that would not be expected in the Hamiltonian model. In this section, we begin

by reviewing the open system analysis of a single resonant mode based on an input-output

formalism [121]. We then apply this theory to the operation of cavity electro-optic transducer

and develop the electro-optic scattering matrix. Finally, we extend our results to include noise

generated in the microwave resonator (for example, caused by optical absorption). The results

in this section will be used to analyze measured device performance throughout this disserta-

tion.

2.2.1 Resonators with loss and waveguide coupling

First, we will review the modeling of a lossy resonator with input-output formalism. Selecting

a single mode and neglecting all others, we can use Heisenberg-Langevin input-output formal-
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ism to write the equation of motion for the field amplitude of that mode 13 [121]:

˙̂a = i∆â− κ

2
â+

√
κeâin +

√
κif̂in, (2.30)

where ∆ = ωl − ω0 is the laser detuning relative to the mode, âin is the input field, f̂in is the

environmental noise operator, and κ, κe, and κi are the total, extrinsic, and intrinsic decay

rates, respectively14. The input fields are normalized so that P = ℏωl

〈
â†inâin

〉
. Note that

these input field operators have units, and
〈
â†inâin

〉
is the rate of photons arriving at the cav-

ity. The field that is transmitted through the coupling waveguide is given by the input-output

relationship

âout = âin −
√
κeâ. (2.31)

It is useful to consider a simpler semi-classical picture, in which we ignore the quantum

nature of the field operators, and instead treat them as complex amplitudes of the electric

field of the modes. This approximate model is accurate when the fields contain many photons.

This approximation is equivalent to looking at the expectation value of the field operators.

We can find the steady-state ( ˙̂a → 0) field inside the cavity under CW laser excitation using

Equation 2.30:

⟨â⟩ =
√
κe ⟨âin⟩

κ/2− i∆
. (2.32)

The steady state number of photons circulating in the resonator is given by

ncav = |⟨â⟩|2 = κe
∆2 + (κ/2)2

P

ℏωl
. (2.33)

This useful result allows us to calculate the pump-enhanced interaction strength described

earlier, g =
√
noptg0.

13This equation of motion is given in a rotating frame produced by the unitary transformation U =

eiωLâ†ât, which is equivalent to applying the transformation âold = e−iωltâ to all field operators.
14Throughout this work we use the energy decay rate, so that for example, Q = ω/κ.
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The transmission amplitude is now easily found using Equations 2.31 and 2.32 to be

t =
⟨âout⟩
⟨âin⟩

=
(κi − κe) /2− i∆

(κi + κe) /2− i∆
. (2.34)

The power transmission is

T = |t|2 = (κi − κe)
2 /4 + ∆2

(κi + κe)
2 /4 + ∆2

(2.35)

Note that for the resonator with a single input and output channel described here, the

power transmission T displays an ambiguity between κi and κe. These quantities are inter-

changeable in Eq. 2.35. This leads to the well-known challenge of extracting the loss rates

from measured power transmission spectra [122]. A wide range of techniques can be used to

overcome this ambiguity, including measuring the phase of transmission and measuring multi-

ple devices with different coupling geometry to change κe independent of κi.

2.2.2 Lossy hybrid optical modes

The analysis above applies to single optical modes. The hybrid optical modes used in our de-

vices display coupling to extrinsic and intrinsic channels that depends on the degree of hy-

bridization. For example, in the far-detuned regime δ≫µ where hybridization is negligible, we

expect one mode will reside primarily in the coupled ”bright” ring resonator and be visible,

whereas the other mode will be confined to the uncoupled ”dark” ring, making it difficult to

detect in transmission measurements. In this section, we study the coupling of such hybrid

optical modes to their environment.

We seek to study the optical modes â±, which each have their own frequency ω±, extrinsic

loss rate κ±,e, and intrinsic loss rate κ±,i. Our task is to determine what these parameters

are in terms of the properties of the (non-hybridized) ring resonator modes. From here on,

we take mode â1 to be the bright ring mode that couples to the waveguide, and â2 to be a

dark ring mode that has only intrinsic loss. Intuitively, we would expect the loss rates of each

hybrid mode to be an average of the loss rates of the ring resonator modes, weighted by the

fraction of the hybrid mode energy contained in the each ring resonator. Since the fraction of
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energy in each ring is given by u2 and v2 (see Eq. 2.14) we expect

κ+,j = u2κ1,j + v2κ2,j

κ−,j = v2κ1,j + u2κ2,j , (2.36)

where j = e, i is an index denoting intrinsic or extrinsic rates, and κ1,e = κe for the bright

mode while κ2,e = 0 for the dark mode.

Combined with the hybrid mode frequencies in Eq. 2.15, we now have all the parameters

for hybrid modes needed to write down their equations of motion:

˙̂a± = i∆±â± − κ±â± +
√
κ±,eâin +

√
κ±,if̂±. (2.37)

The above intuitively-derived equations of motion are accurate in our case, but it is in-

teresting to consider the rigorous approach to solve this problem. Such an approach would

involve directly diagonalizing the the full equations of motion for â1,2. We can estimate the

scale of the differences between this rigorous approach and the approach taken in Eq. 2.37

without performing the full calculation by applying the closed-system transformation Eq. 2.14

to the equations of motion for â1,2. Doing so, we find

˙⃗a =

i∆− − κ− O(κ)

O(κ) i∆+ − κ+

 a⃗+ force terms. (2.38)

The off-diagonal terms in the matrix represent dissipative coupling between the closed-system

hybrid modes. These exist because the hybrid modes we have chosen are based on our diago-

nalization of the closed system (Equation 2.14). In reality, the true eigenmodes of the system

are the result of diagonalizing the open system equations of motion. However, our system is in

the resolved-sideband limit (meaning |∆+ −∆−|>>κ), so the off-diagonal terms in the above

matrix will have a negligible second-order effect on the dynamics of the system. This being

the case, for simplicity we neglect the dissipative coupling and use the closed-system diagonal-

ization for the open system as well.
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Figure 2.3: Power transmission for two hybrid modes with frequency splitting of 2 and internal and
external coupling rates of 0.2 in normalized frequency units.

The input-output relationship of Eq. 2.31 generalizes for multiple modes as

aout = ain −
∑
j

√
κe,jaj . (2.39)

We apply this result and the equations of motion in Eq. 2.37 to derive the transmission

t = t+t− − κe+κe−
(κ+ − i∆+) (κ− − i∆−)

, (2.40)

where t± is the single-mode transmission (Eq. 2.34 applied to the a± mode). The last term

represents interference between fields transmitted through the two modes, which have differ-

ent phases due their different detunings ∆±. In the resolved-sideband limit, this extra term

typically only has a small effect on the transmission (see Figure 2.3).

2.2.3 The electro-optic scattering matrix

We now consider the dynamics of the electro-optically coupled system. For concreteness, we

begin by analyzing an experiment in which a strong pump laser is tuned near resonance with

the â− (red) optical mode, while we also excite the system with a weak microwave input and a

weak optical probe sideband at frequency ωprobe that can be swept over the â+ (blue) optical

mode. As seen in Eq. 2.28, the pump laser creates a strong interaction between the â+ and
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b̂ modes. This interaction causes several effects, including changes in the transmission of the

probe fields and transduction between the probe fields.

Under the action of the beamsplitter Hamiltonian (Equation 2.28), the Heisenberg-Langevin

equations of motion for the fields in the â+ and b̂ modes are:

dâ+
dt

= −
(
−i∆+ +

κ+
2

)
a+ − igb̂+

√
κ+,eâine

−iωpt, (2.41)

db̂

dt
= −

(
iωm +

κm
2

)
b̂− igâ+ +

√
κm,eb̂ine

−iωb̂int, (2.42)

where ωp = ωprobe − ωL is the detuning of the optical probe from the pump, ωbin is the fre-

quency of the microwave excitation, and we have neglected thermal and vacuum fluctuations

that will not contribute the average amplitude. These coupled linear equations can be solved

for the field amplitude inside the resonators in the frequency domain15. Combining these re-

sults with the input-output relations,

âout = âin −
√
κ+,eâ+, b̂out = b̂in −

√
κb,eb̂, (2.43)

we find the scattering matrix for this process

âout
b̂out

 =


1− κ+,e

−i(∆++ωp)+
κ+
2

+ g2

i(ωm−ωp)+κm/2

ig
√
κ+,eκb,e

[i(ωm−ωbin)+
κm
2 ][−i(∆++ωbin)+

κ+
2 ]+g2

ig
√
κ+,eκb,e

[i(ωm−ωp)+
κm
2 ][−i(∆++ωp)+

κ+
2 ]+g2

1− κb,e

i(ωm−ωbin)+
κm
2

+ g2

−i(∆++ωbin)+κ+/2


âin
b̂in


(2.44)

=

Soo Soe

Seo Seo


âin
b̂in

 . (2.45)

This scattering matrix is a complete description of the transduction and reflection of CW
15To show this, consider one excitation at a time, either optical or microwave. The linearity of the

problem ensures the principle of superposition applies. Then transform both field operators into a
frame rotating at the excitation frequency and take the time derivatives to be zero in the steady state.
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microwave and optical-probe fields. Note that this simple description does not include the

effect of noise in the transduction process, which is discussed below.

2.2.3.1 Electro-optic transduction

The off-diagonal elements of the electro-optic scattering matrix represent bidirectional fre-

quency conversion. This conversion is symmetric, and the on-chip transduction efficiency can

be written as

ηtransduction(ω) = |Seo|2 = |Soe|2 =
κm,eκ+,e

κmκ+

4C∣∣∣C +
[
−2i(∆++ω)

κ+
+ 1

] [
2i(ωm−ω)

κm
+ 1

]∣∣∣2 , (2.46)

where ω is the excitation frequency and C =
4g20npump

κ+κm
is the cooperativity. Near the triple-

resonance condition, this efficiency takes the form

νtransduction(ω) =
κb,eκ+,e

κmκ+︸ ︷︷ ︸
extraction efficiency

× 4C

(1 + C)2︸ ︷︷ ︸
internal efficiency

. (2.47)

Conventionally, this transduction efficiency is broken into two terms highlighted above: the

extraction efficiency, which describes the fraction of the energy in the resonators that couples

to the extrinsic waveguides, and the internal efficiency, which represents the transduction effi-

ciency between the two resonator modes. In the CW transduction experiment described here,

the transduction efficiency is maximized for C = 1. As shown in Figure 2.4 the bandwidth

of conversion scales as (1 + C)κm in the weak coupling regime where g<κm, κo. This band-

width corresponds to the electro-optically enhanced linewidth of the microwave resonator. In

the weak coupling regime, the transduction of microwave fields to optical frequencies adds an

extra loss mechanism that increases the loss rate of the microwave resonator.
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Figure 2.4: Impact of cooperativity and detuning on conversion efficiency. Left: the impact of coopera-
tivity on the conversion efficiency spectrum. Note that the conversion efficiency is normalized to better
display the spectrum. Right: the impact of optical mode detuning ∆ = ∆+ + ωm on the conversion ef-
ficiency for C = 1. Both plots use the parameters Qi,o=2 ∗ 106, Qi,m=700, ωm/2π=4GHz, ∆+=4GHz,
and critical coupling of optical and microwave modes, except where otherwise noted.

2.2.3.2 Electromagnetically induced transparency

The coupling between microwave and optical fields under a strong red-detuned pump causes

electromagnetically induced transparency in the transmission of the weak optical probe âout

through the system. Figure 2.5 shows a plot of the optical probe transmission |Soo|2 for dif-

ferent values of electro-optic cooperativity, optical coupling ratios, and triple-resonance detun-

ings. The EIT resonance feature can take a variety of shapes depending on the regime of the

experiment. As one example, in a triple resonance condition with a critically coupled optical

mode and low cooperativity C < 1 we observe a small transparency window with linewidth

κtransparency = (1 + C)κm and amplitude

Ttransparency =
1 + C − 2

κ+,e

κ+

1 + C
. (2.48)

In the low-cooperativity regime, this transparency window can be seen as originating from

an additional narrow-band optical loss mechanism caused by the transduction of optical fields

into the microwave mode. As the cooperativity increases, the transparency window grows un-

til two distinct resonance features can be seen. This corresponds to the onset of strong cou-

pling where g > κm, κo and distinct hybrid electro-optic modes can be observed.
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Figure 2.5: Calculated EIT spectra for different system parameters. All plots show κm = 2π ∗ 8MHz,
and κ+,i = 200MHz. A) Sweep of cooperativity for optical critical coupling and exact triple resonance
condition. B) Sweep of optical coupling factor ν =

κ+,e

κ+,i
for C = 1 and exact triple resonance condition.

C) Sweep of triple resonance detuning ∆ for C = 1 and optical critical coupling. See ideal_EIT.py.

2.2.3.3 Device Performance

One key metric for achieving useful device performance is the cooperativity C. Here, we will

summarize the results required to predict the cooperativity of a particular device.

The pump-enhanced interaction strength is given by

g = g0
√
npump (2.49)

where npump =
κ−,e

∆2
−+(κ−/2)2

P
ℏωL

is the circulating field in the pumped mode, and P is the

pump power in the coupling waveguide.

In the case of resonant pumping, the cooperativity reduces to

C =
4g20
κ+κm

4κ−,eP

κ2−ℏω−
. (2.50)

The pump power required to realize a cooperativity of C = 1 is

P (C = 1) =
κ+κ−κm
16g20

1 + ν−
ν−

ℏω−, (2.51)

where ν− = κ−,e/κ−,i is the optical coupling ratio. This pump power is a key figure of merit

for electro-optic transducers because high pump power adds heat load to the cryostat sys-
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tem16 and can cause optical-absorption related noise in the microwave resonator. We see from

Equation 2.51 that to achieve high transduction efficiency while minimizing pump power, it is

critical to create a device with strong electro-optic coupling and low losses in the microwave

and optical resonators.

2.2.4 Thermal microwave noise

The strong pump light field can be absorbed in the waveguide or chip packaging, increasing

the local device temperature above the base temperature measured using a temperature probe

in the cryostat. Additionally, scattered pump light can be absorbed in the superconducting

resonator, creating a quasiparticle bath that leads to excess loss and high thermal noise inside

the microwave mode. In this section, we calculate the thermal occupation and radiation from

a transducer connected to thermal baths with elevated temperatures. These results will be

used to analyze thermal noise measurements in Chapter 5.

For simplicity, we consider the low-cooperativity limit where we can focus on the dynamics

of the microwave mode given by the Fourier-domain Heisenberg-Langevin equation (compare

Eq. 2.42)

b̂[ω] =
−√

κm,eb̂wg[ω]−
√
κm,ib̂f [ω]

i∆− κm/2
, (2.52)

where b̂wg is the field input from the waveguide17 and b̂f is the fluctuation operator corre-

sponding to bath modes that are intrinsically coupled to the resonator. The power spectral

density of the microwave mode is given by

〈
b̂†[ω]b̂[ω]

〉
=
κm,eNwg + κm,iNf

∆2 + κ2
m
4

, (2.53)

where Ni =
〈
b̂†i [ω]b̂i[ω]

〉
, i = {wg, f} is the power spectral density of the input operators18.

16The typical cooling power of a dilution refrigerator is 100µW at the low temperatures T ∼ 100mK
required to perform transduction at the microwave ground state.

17Note that b̂wg is the same as b̂in defined earlier. We use slightly different notation here to empha-
size the physical origin of this noise source.

18Note that the power spectral densities N{wg,f} are dimensionless quantities, but should be thought
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The average thermal occupation of the microwave mode Nm can be calculated by applying an

inverse Fourier transform, yielding

Nm =
κm,e

κm
Nwg +

κm,i

κm
Nf (2.54)

Unsurprisingly, the microwave mode occupancy Nm is simply an average of the occupancy

of the thermal baths it is connected to, weighted by the relevant loss rates. This microwave

mode occupancy is an important parameter because we typically require Nm ≪ 1 to observe

few-photon quantum effects with high fidelity (such as those described in Chapter 6).

The noise spectrum at the microwave output waveguide port can be calculated by combin-

ing Eq. 2.52 with the input-output relationship in Eq. 2.43 to find

Nout(∆) =
〈
b̂†out[ω]b̂out[ω]

〉
= Nwg +

κm,iκm,e

∆2 + κ2m/4
(Nf −Nwg) . (2.55)

This Lorentzian relationship can be used to infer the microwave mode occupancy from the

measured output noise spectrum. Note that the microwave resonators in our actual devices

are coupled to traveling modes propagating in two directions. Nonetheless, the theory de-

scribed above can still be used to analyze our devices with a simple change of variables, as

described in Appendix B.1.

of as the power coming from the thermal bath with units of photons/sec/Hz
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Chapter 3

Microwave-to-optical transduction

using cavity electro-optics in

thin-film lithium niobate

3.1 Introduction

In this chapter, we describe an electro-optic transducer made from a thin-film lithium nio-

bate photonic molecule [83, 123] integrated with a superconducting microwave resonator and

demonstrate an on-chip transduction efficiency of greater than 10−6/µW of optical pump

power for continuous-wave signals.

Despite the promising properties of the thin-film lithium niobate platform, this power-

normalized efficiency is comparable to that achieved in previous electro-optic transducers

[64, 66, 84]. This is partly due to parasitic piezoelectric coupling that causes excess microwave

resonator loss. Our transducer is designed to reduce this coupling, but doing so requires a

sub-optimal electrode layout and still yields a relatively low microwave Q ∼ 103. However,

we show that with straightforward improvements — including better acoustic engineering —

the efficiency can be increased to near unity for ∼100 µW of optical pump power. Outside
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its potential for high transduction efficiency and low noise, our platform has several other

advantages for making a practical microwave-optical transducer. First, the small footprint

(∼ 1mm2) compared to bulk electro-optic transducers enables multiplexed designs for high

rate quantum communication [19, 20]. Second, the triple-resonance photonic molecule design

of our device makes it easy to design for a particular transduction frequency. Finally, low-loss

tunable filters can be integrated on-chip with our device to reduce filtering losses in transduc-

tion protocols [124].

3.2 Device design and characterization

The operating principle of our transducer is illustrated in Fig. 3.1(a). Two lithium niobate

optical ring resonators are evanescently coupled to create a pair of hybrid photonic-molecule

modes, with a strong optical pump signal tuned to the red optical mode at ω−. A supercon-

ducting microwave resonator with resonance frequency ωm modulates the optical pump signal,

upconverting photons from the microwave resonator to the blue optical mode at ω+.

This transduction process is phase-coherent and can be described by a beamsplitter interac-

tion Hamiltonian

HI = ℏg0
√
n−

(
b†a+ + ba†+

)
, (3.1)

where g0 is the single-photon electro-optic interaction strength, n− is the number of (pump)

photons in the red optical mode, while b and a+ are the annihilation operators for the mi-

crowave and blue optical modes, respectively. The interaction strength g0 is determined by

the microwave resonator’s total capacitance, the overlap between microwave and optical modes,

as well as the electro-optic coefficient of the host material. We use a thin-film superconduct-

ing LC resonator and an integrated lithium niobate racetrack resonator [103] to optimize this

interaction strength, which we estimate to be g0 = 2π × 850Hz. The on-chip transduction

efficiency η for continuous-wave signals depends on both this interaction strength and the loss
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Figure 3.1: A superconducting cavity electro-optic transducer on thin-film lithium niobate. (a) Top:
Device schematic. Black and grey lines represent optical waveguides and superconducting wires, re-
spectively. The coupled optical ring resonators are modulated by a microwave (MW) resonator (made
from inductor L and capacitor C) that is capacitively coupled to the bus (Cc). The optical resonance
frequencies can be tuned by a bias capacitor. Bottom: Frequency-domain diagram of the transduc-
tion scheme. A pump laser is tuned into resonance with the red optical mode at ω−. Photons in the
microwave resonator at ωm can be upconverted to the blue optical mode at ω+ by sum-frequency gen-
eration. (b) Optical micrograph of the transducer, showing optical waveguides (black) and the niobium
nitride superconducting film (light yellow). The capacitor of the quasi-lumped LC resonator modu-
lates the optical racetrack resonators. A DC voltage on the microwave feedline controls the detuning
between optical modes. (c) Optical transmission spectrum near 1586 nm of a pair of photonic-molecule
optical modes with a −20V bias. (d) Optical transmission spectra at other bias voltages display an an-
ticrossing between modes in the bright and dark racetrack resonators. Dashed line shows data in (c).
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rates of the modes (see Chapter 2),

η =
κm,exκ+,ex

κmκ+
× 4C

(1 + C)2
, (3.2)

where (κm,ex, κm) and (κ+,ex, κ+) are the external and total loss rates for the microwave and

blue optical modes, respectively, and C =
4g20n−
κmκ+

is the cooperativity. The first term in Equa-

tion (3.2) represents the efficiency of a photon entering and exiting the transducer. To maxi-

mize this photon coupling efficiency, the resonators in our device are overcoupled.

A microscope image of our device is shown in Fig. 3.1(b). Light with TE-polarization is

coupled from an optical fiber array onto the chip using grating couplers with ≈10 dB inser-

tion loss. The photonic molecule optical modes are created using evanescently coupled race-

track resonators made from 1.2 µm-wide rib waveguides in thin-film lithium niobate atop a 4.7

µm-thick amorphous silicon dioxide layer on a silicon substrate. The optical waveguides are

cladded with a 1.5 µm-thick layer of amorphous silicon dioxide. The fabrication process for

these optical resonators is described in Appendix D.3.1. To create the superconducting res-

onator, a ≈40 nm-thick niobium nitride film is deposited on top of the cladding by DC mag-

netron sputtering [125] and patterned using photolithography followed by CF4 reactive ion

etching. Details of the design and properties of the LC resonator are provided in Appendix

C.2. The detuning between the optical modes can be controlled using a bias capacitor on the

dark (i.e. not directly coupled to the bus waveguide) racetrack resonator.

The optical transmission spectrum displayed in Fig. 3.1c shows a typical pair of quasi-TE

photonic-molecule optical modes. As shown in Fig. 3.1d, we observe a clear anticrossing be-

tween bright and dark resonator modes when tuning the bias voltage and measure a minimum

optical mode splitting of 3.1GHz. By measuring the resonance linewidths as a function of bias

voltage (see Eq. 2.36), we infer that the unhybridized bright and dark optical modes have in-

ternal loss rates of κbright,in = 2π × 350MHz and κdark,in = 2π × 150MHz, respectively,

and that the bright mode has an external loss rate κbright,ex = 670MHz. In this work, we use

several pairs of optical modes for microwave to optical transduction measurements. To under-

stand the variability of optical loss across resonances in our device, we performed similar mea-
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surements on quasi-TE resonances between 1584 − 1593 nm and found the mean and standard

deviation of the loss rates to be κbright,in = 2π×(170±70)MHz, κdark,in = 2π×(200±60)MHz,

and κbright,ex = (830±300)MHz. These results correspond to an average internal quality factor

of Qi ≈ 106.

Lithium niobate has a strong piezoelectric susceptibility, which gives the microwave res-

onator a loss channel to traveling acoustic modes [126]. To investigate this loss mechanism,

we perform a two-dimensional simulation of a cross section of the waveguide and resonator

capacitor (see Appendix C.2). The simulated intrinsic microwave quality factor due to piezo-

electric loss displays a strong frequency dependence, as shown in Fig. 3.2(a). This frequency

dependence is caused by low quality-factor bulk acoustic modes — illustrated in Fig. 3.2(b)

— that form in the thin-film layers of our device, which resonantly enhance the coupling be-

tween the microwave resonator and acoustic fields. Lower loss can be achieved by designing

the microwave resonance frequency to avoid the bulk acoustic resonances. The relative ori-

entation of the capacitor and the lithium niobate crystal axes also influences the microwave

loss. Figure 3.2(c) shows that the intrinsic microwave quality factor is maximized when the

electric field produced by the capacitor is oriented close to the Z-axis of the lithium niobate

crystal, which is also the condition that maximizes electro-optic response. Using these con-

siderations, we designed a microwave resonator that has a measured intrinsic quality factor

of Qi = 1100 at a temperature of 1K, as shown in Fig. 3.2(d). In addition to piezoelectric

effects, we also estimate that dielectric loss in the amorphous silicon dioxide cladding con-

tributes an added loss of Qclad ∼ 2000 to the resonator (see Appendix C.2). This dielectric

loss can be reduced by changing the electrode design to minimize the participation fraction of

the amorphous cladding, or using lower loss cladding materials [127].

3.3 Microwave to optical transduction

To measure the transduction efficiency of our device, we locked the frequency of the pump to

be near-resonant with the red optical mode (side-of-fringe locking) and sent a resonant mi-
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Figure 3.2: Piezoelectric loss in thin-film lithium niobate. (a) Frequency dependence of the simulated
microwave resonance loss caused by piezoelectric coupling to acoustic modes. Frequencies near bulk
acoustic wave modes (e.g. black dashed line at 4.6GHz) display strong loss, but relatively low-loss per-
formance can be achieved for frequencies far detuned from bulk acoustic modes (e.g. red dashed line
at 3.7GHz). (b) Simulated acoustic energy density profiles of the device cross section for 3.7GHz (red
border) and 4.6GHz (black border). White scale bars are 2µm long. (c) Simulated microwave qual-
ity factor for different orientations of the capacitor with respect to the crystal axes of lithium niobate,
at 3.7GHz (red) and 4.6GHz (black). (d) The measured microwave transmission spectrum of the mi-
crowave resonator at a temperature T = 1K.

crowave signal into the device. The pump and upconverted optical signal were collected and

sent to an amplified photodetector, which produced a beat note at the input microwave fre-

quency. We inferred the on-chip transduction efficiency from this beat note power by calibrat-

ing the input optical power, system losses, and detector efficiency (see Section D.1). During

this transduction efficiency measurement, we swept the bias voltage in a triangle waveform

with a period of ≈1min to vary the splitting between the optical modes. The pump light re-
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mained locked to the red optical mode throughout the measurement. Figure 3.3(a) illustrates

the optical modes and signals throughout the bias voltage sweep.

a

b

c

d

Figure 3.3: Detuning dependence of microwave-to-optical photon transduction. (a) Frequency-domain
illustrations of the optical modes for the bias voltages indicated by the downward-facing arrows. (b)
Predicted dependence of the on-chip transduction efficiency on the bias voltage. This prediction is
based on a model that includes transduction into both the red and blue optical modes, and indepen-
dently measured and calculated device parameters. (c) Measured dependence of the on-chip transduc-
tion efficiency on the bias voltage. Red and black traces correspond to sweeps of increasing and de-
creasing voltage, respectively. (d) The red optical mode frequency detuning induced by the bias voltage
during the transduction experiment. Inset: The dependence of the highest on-chip transduction effi-
ciency on the frequency of the microwave drive displays a wide bandwidth of 13MHz. All data shown
for −30 dBm on-chip optical pump power.

The results of this measurement are depicted in Fig. 3.3. The two maxima in transduction

efficiency near ±10V (Figs. 3.3(b) and (c)) correspond to the cases where the triple-resonance

condition is met and the upconverted light is resonant with the blue optical mode. The shape
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of the optical anticrossing ensures this triple-resonance condition is met twice in the voltage

sweep. For large negative bias voltages, the blue mode is far-detuned, and most of the upcon-

verted light is generated in the red optical mode by a double-resonance process involving just

the red optical mode and the microwave mode (see Appendix B.2). This process does not de-

pend on the resonance frequency of the blue optical mode, so the transduction efficiency is

nearly independent of the bias voltage in this regime. Destructive interference of upconverted

light produced in the red and blue optical modes (created by double- and triple-resonance pro-

cesses, respectively) causes the transduction efficiency minimum near −20V. For large positive

bias voltage, the red optical mode is undercoupled and has a narrow linewidth, so the double-

resonance transduction process is weak. The measured data presented in Fig. 3.3(c) shows

good correspondence to our analytical model shown in Fig. 3.3(b) (Eq. in Appendix B.2),

which is based on independently measured and estimated device parameters.

As shown in Fig. 3.3(d), the frequency of the optical modes displays hysteresis when chang-

ing the bias voltage, which also causes the efficiency hysteresis in Fig. 3.3(c) We observed

that this hysteresis could be reduced by lowering the optical pump power and sweeping the

voltage bias faster. Based on the slow timescale (seconds for −30 dBm on-chip optical pump

power), we attribute the hysteresis to photoconductive and photorefractive effects in lithium

niobate [128]. These effects are caused by optical excitation of charge carriers from defects in

the lithium niobate waveguide. These carriers migrate and create built-in electric fields that

shift the optical resonance frequencies through the electro-optic effect. Such photorefractive

and photoconductive effects are known to be stronger and to operate at faster timescales in

thin-film lithium niobate than in bulk devices [129, 130]. In practice, these effects can be over-

come by using pulsed-pump schemes to reduce carrier generation (see high power measure-

ments below), modulating the bias voltage to prevent complete shielding of the bias field, and

locking the laser to the optical resonances. We study the impact of photoconductive and pho-

torefractive effects on the low-frequency electro-optic response of thin-film lithium niobate

devices in Chapter 4.

We measured the bandwidth of the transducer by varying the frequency of the input mi-
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crowave drive and measuring the highest transduction efficiency reached during a bias voltage

sweep. The inset of Fig. 3.3(d) shows that our transducer has a 3 dB bandwidth of 13MHz,

slightly larger than the measured 10MHz linewidth of the microwave resonator. This discrep-

ancy is caused by the nonlinear response of the NbN microwave resonator for high microwave

power, which leads to an apparent resonance broadening [131] (see Section C.2.1). To reduce

measurement noise, here we use a relatively large microwave power (−38 dBm on-chip), which

causes a small degree of nonlinear broadening. This nonlinearity also leads to reduced trans-

duction efficiency for large input microwave powers (Fig. 3.4(a) inset).

Figure 3.4(a) shows the highest on-chip transduction efficiency measured during a bias volt-

age sweep for different optical pump powers. During this measurement, we found that the

zero-bias detuning between the optical modes could change by several GHz when the opti-

cal pump power was varied, likely due to the photoconductive and photorefractive effects de-

scribed earlier. To measure the transduction efficiency at the triple-resonance point for each

power level, we performed measurements on several pairs of photonic-molecule modes. For the

highest optical pump powers used in this study (denoted by crosses in Fig. 3.4(a)), we modu-

lated the optical pump to extinction at a rate of 20 kHz and with a 10% duty cycle. The lower

average power in these modulated-pump measurements resulted in smaller power-dependent

detunings and more stable resonances.

In the low-power regime (< −30 dBm) we observe that the transduction efficiency scales

linearly with pump power at a rate of (1.9 ± 0.4) × 10−6/µW. From this and the measured

loss rates of the resonators, we estimate the single-photon coupling rate of our transducer to

be g0 = 2π × 650± 80Hz.

Table 3.1: Transducer device parameters for calculating the electro-optic interaction strength

Parameter Value Estimation method
Γ 0.93 Optical mode simulation
α 0.72 Calculated from device geometry
deff 15 µm EO cross section simulation
C 120 fF Full-wave simulation as in [132]
θ 0.7π Inferred from hybrid mode splitting
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b

Figure 3.4: Power dependence of microwave-to-optical photon transduction. (a) The maximum on-
chip transduction efficiency measured during a sweep of the bias voltage for different optical pump
powers. The different markers (circles, triangles, etc.) correspond to sets of measurements performed
on different optical modes - see main text for details. Inset: The dependence of the transduction ef-
ficiency on microwave input power for −30 dBm on-chip optical pump power. (b) Degradation of the
microwave resonator due to absorption of pump light. The plots show the optical power dependence of
the microwave transmission spectrum (bottom, red line denotes resonance frequency) and the inferred
intrinsic microwave quality factor (top).

This measured coupling rate is comparable to the value of g0 = 2π × 850Hz estimated

using Eq. 2.16 and the device parameters in Table 3.1, yet slightly lower than expected. This

difference is likely due to variations in the as-fabricated geometry of the device.

The on-chip transduction efficiency begins to saturate at (2.7 ± 0.3) × 10−5, the highest-

measured efficiency for this transducer. This saturation is caused by optical absorption in the

microwave resonator, which generates quasiparticles that shift the resonance frequency and

increase the loss rate of the resonator [133]. Figure 3.4(b) shows the optical-power dependence
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of the microwave resonator’s properties. We find that the quasiparticle-induced changes in the

microwave resonator are independent of whether the pump laser is tuned on- or off-resonance

with an optical mode, which suggests that the absorbed light does not come from the optical

resonator itself. Instead, stray light scattered at the fiber array and grating couplers is the

dominant contribution to the quasiparticle loss.

Note that although we did not demonstrate optical-to-microwave transduction (only microwave-

to-optical) due to a low signal-to-noise ratio, the electro-optic transduction process is fully

bidirectional (as shown in Chapter 2).

3.4 Discussion

The transduction efficiency demonstrated here falls well below the requirements for a useful

quantum transducer. However, the straightforward changes to the transducer shown in Ta-

ble 3.2 can greatly improve this figure of merit. First, optical quality factors above 107 have

been demonstrated in thin-film lithium niobate [105], suggesting that the optical loss rates

seen here can be reduced by roughly 10-fold, leading to a 100-fold improvement in transduc-

tion efficiency. Second, the microwave resonator loss rate can be reduced through improved

engineering of the bulk acoustic waves to which the microwave resonator couples and the elim-

ination of amorphous cladding materials. For example, simulations suggest that suspending

the lithium niobate layer can reduce the microwave loss by more than 10-fold. Third, the

optically-induced quasiparticle losses can be greatly reduced by changing the design of the

sample mount and optical fiber coupling to shield the microwave resonator from stray scat-

tered light. Fourth, the electrode coverage fraction of the microwave resonator can be im-

proved by at least 2-fold, for example by using a higher aspect ratio racetrack resonator, ex-

tending coverage to curved sections of the waveguides, and integrating the bias capacitor with

the resonator. Fifth, using single-sided microwave coupling (as opposed to the two-sided cou-

pling used here, where the cavity field is coupled to both right and left propagating modes)

would eliminate an effective loss channel. Sixth, the capacitance of the microwave resonator
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can be reduced, increasing the single-photon electro-optic coupling rate. Straightforward ways

to do this might include using higher-impedance spiral inductors or nesting the two optical

resonators to reduce overall device size and parasitic capacitance. Photonic crystal modula-

tors [134] could enable significantly smaller device footprint and microwave capacitance (in

conjunction with high-impedance inductors), but may involve trade-offs in terms of optical

loss and photoconductive effects. Finally, the optical pump can be tuned on-resonance with

the optical mode, increasing the pump-enhanced coupling rate.

By implementing these changes (see Table 3.2 for details), we predict that near-unity trans-

duction efficiency can be achieved for optical pump powers of ∼100 µW.

Table 3.2: Predicted improvements in device parameters

Parameter Improvement
factor

Efficiency
enhancement Notes

κoptical 10 102 Optical quality factor Q = 107

κm 10 10
By suspending lithium niobate
layer

Block scattered
light - 10

For 100 µW of on-chip pump
power

Electrode cover-
age 2 4

Single-sided
MW coupling 2 2 Improves effective MW loss

Microwave
capacitance 2 1.5

Using a high-impedance induc-
tor

Resonant optical
pump - 1.5

Total ∼ 105

In this chapter, we have demonstrated transduction between microwave and optical frequen-

cies using a thin-film lithium niobate device. The photonic molecule design of our transducer

enables straightforward tuning of the optical modes using a bias voltage, ensures strong sup-

pression of the downconverted light that acts as a noise source, and takes full advantage of

the large electro-optic coefficient in lithium niobate. We have described how the piezoelectric

coupling of the microwave resonator to traveling acoustic waves can be engineered to minimize

loss in the microwave resonator. The advantages of an electro-optic transducer — namely the
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system simplicity, the promise for low-noise operation, and the possibility for on-chip filter

integration — and the opportunities for improved transduction efficiency motivate further de-

velopment of thin-film lithium niobate cavity electro-optics.
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Chapter 4

Charge carrier effects in thin-film

lithium niobate

The free-carrier effects on the low-frequency and DC electro-optic response in thin-film lithium

niobate identified in Chapter 3 pose an important challenge to the use of cavity electro-optic

transducers. Stable operation at or near the triple-resonance condition is critical to future

large-scale applications of such transducer. However, this requires that the electro-optic re-

sponse of the bias capacitor persists for long periods. Free carrier migration makes this chal-

lenging because any applied electric field will be shielded over long timescales. In this chap-

ter, we measure the dielectric relaxation timescale on which the applied field is screened to

be O(1ms) in fully cladded devices. This decay of electro-optic tuning is a problem for any

device in TFLN where DC phase offset control is required, such as amplitude and IQ mod-

ulators [103, 135]. While other methods such as thermo-optic tuning can be used in room-

temperature devices [136], this comes at the cost of higher power and lower tuning bandwidth.

For this reason, improving the low-frequency electro-optic response is a key challenge toward

realizing the potential of TFLN integrated devices in general.

Poor low-frequency EO response and drift due to charge carrier migration have been widely

studied in bulk LN devices [137–142], as well as other electro-optic photonic material plat-

forms [143, 144]. In TFLN devices, the frequency at which EO response is suppressed is much
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higher than in bulk devices [136, 145], which is consistent with the observation of faster pho-

torefractive response in TFLN [129]. However, to date, there has been little study of the un-

derlying mechanism or how the EO bias response can be improved at low frequencies.

In this chapter, we aim to address these questions and explore the causes and ameliora-

tion of the observed drop in the electro-optic response of TFLN devices at low frequencies.

By measuring devices with different electrode geometries, using finite element models to esti-

mate the frequency response, and comparing our estimated device conductivities with previous

studies in bulk LN, we find evidence that the carrier migration occurs primarily at the top

surface of the LN film in cladded device, in a thin layer with surface conductivity of approxi-

mately κs∼10−11 S. We perform temperature-dependent measurements to help validate charge

carriers as the origin of the reduced EO response and measure the activation energy of the

conductivity, which may help determine the microscopic origin of the free carriers. Finally, we

study several ways in which the low-frequency EO response can be improved, including differ-

ent electrode designs, annealing procedures, and operation at low temperatures. We find that

these interventions can enhance effective operation frequency by several orders of magnitude.

Although further work can be done to verify the surface-based origin of charge conduction

and develop better techniques to enhance low-frequency EO response, here we identify sev-

eral interventions that make the use of low-power electro-optic tuning in TFLN devices at low

frequency feasible.

4.1 Measurement setup

To probe the electro-optic frequency response of our devices, we use a Mach-Zehnder optical

amplitude modulator (MZM) illustrated in Figure 4.1b as an example testbed device. Fig-

ure 4.1a shows the fabrication process for our devices. Using argon-based reactive ion etch-

ing, we define 1.5µm wide waveguides into a commercial thin-film lithium niobate wafer from

NanoLN with 600 nm LN film thickness, a 4.7µm silicon dioxide buried cladding layer formed

by thermal growth, and a 525µm thick high resistivity (> 10 kΩcm) silicon substrate. After
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Figure 4.1: Characterization setup for low-frequency electro-optic response in thin-film lithium nio-
bate. (a) Device fabrication steps: (i) the initial TFLN substrate, (ii) a ridge waveguide is patterned
and etched into the optical layer, (iii) an oxide cladding is deposited to cover the waveguide, (iv) metal
electrodes are deposited. (b) Left: A schematic top view of a Mach-Zehnder amplitude modulator in
TFLN. Right: Cross-section of the electrode. A voltage drive signal V (t) is applied to the electrodes to
induce an optical phase change in each arm, which can be measured as a change in optical intensity at
the output of the Mach-Zehnder modulator. (c) A schematic of the experimental setup, where polar-
ized light is injected into the device-under-test (DUT), a network analyzer applies a probe signal to the
device, and the device’s electro-optic response is read out as intensity fluctuations on a photodetector
(PD). (d) The transfer function of the modulator. In these experiments, a single-tone weak electrical
drive is applied around the quadrature point of the modulator (where the electro-optic amplitude re-
sponse is approximately linear) and the optical modulation is measured.

etching, we use plasma-enhanced chemical vapor deposition to clad the device with 1.2µm

of silicon dioxide and deposit 15 nm of titanium and 800 nm of gold for electrodes that are

100µm wide with 5.5µm gaps between them.

Figure 4.1c shows the experimental setup. Polarized CW laser light (wavelength 1550 to

1630 nm) is injected onto the chip, passes through the device, and is collected at a photode-

tector. Light is coupled to and from the device via a fiber array and on-chip grating couplers

with roughly 10 dB insertion loss per coupler. A network analyzer is used to electrically drive

the modulator (drive amplitude |V | < 0.1Vπ) and record the modulation response (illustrated

in Fig. 4.1d) on the photodetector VPD to calculate the electro-optic response, which we de-

fine as G = VPD/V . The sinusoidal EO transfer function of our MZM is shown in Fig. 4.1d.

To consistently measure the relative EO-response across devices, we operate each device at

the quadrature point, where the linear EO-response (slope of transfer function) is maximized.

We use an MZM with unbalanced arm lengths so that the quadrature point can be reached

51



by changing the laser wavelength instead of using a DC bias. We consistently find across all

devices that the electro-optic response is nearly constant at high frequencies (measured at

100 kHz to 1MHz), and use this high-frequency value of G to normalize the data for compari-

son across devices, except where otherwise noted.

4.2 Dielectric relaxation

Figure 4.2: Measurement and modeling of low-frequency electro-optic response in thin-film lithium nio-
bate. (a) Measured EO response (circles) of a device in the low-frequency regime. We observe strong
suppression of EO response at frequencies below 100Hz and poor response flatness at frequencies near
the enhancement feature at frequency fe. Solid lines show the results of two-dimensional finite ele-
ment models of our devices using either bulk conductivity (σLN ̸= 0) or surface conductivity (κs ̸= 0)
models. (b) Schematic of our finite element model showing material parameters. (c) Schematic of a
lumped-element model to explain the impact of bulk conduction on the EO response. We model the ca-
pacitive and resistive properties of the silicon oxide cladding and LN waveguide using lumped-element
parameters Cox,LN and Rox,LN, respectively. The voltage drop across the LN waveguide ∆VLN is pro-
portional to the electric field applied to the waveguide.

Figure 4.2a shows the frequency dependence of the electro-optic response for a fully cladded

device. At frequencies below roughly 100Hz the EO response is strongly suppressed. In the

time domain, this means the electro-optic effect induced by an applied electrode voltage de-

cays over a few milliseconds. Furthermore, even for frequencies above 100Hz, we observe poor
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response flatness around an enhancement feature near frequency fe, where the EO response

amplitude is enhanced compared to the high-frequency value by roughly 2.5 dB. This poor fre-

quency flatness can be difficult to compensate for in some applications. This chapter seeks to

explain these two effects – the low-frequency suppression and poor flatness of EO response –

and develop methods by which they can be eliminated or improved.

Building on previous work in bulk LN modulators, we attribute these effects to the move-

ment of charge carriers within our device [137, 138]. Carriers can screen applied electric fields

at timescales below the dielectric relaxation time τ = ϵrϵ0/σ (where σ is the conductivity, and

ϵrϵ0 is the permittivity) of the material. This screening effect leads to reduced EO response in

our devices.

Here we will quantitatively compare two possible models for carrier migration in our de-

vices: conduction within the bulk of the LN layer, and conduction at the top etched surface

of the LN layer at the cladding interface. If we can determine where and how carrier mi-

gration occurs, this information can guide the development of devices with improved low-

frequency EO response. It has been shown in previous work that the location of free charge

carriers within bulk LN devices can be determined by comparing measured and predicted EO

response [142].

To compare these models to our measured data, we use a two-dimensional numerical sim-

ulation and fit the simulated EO response to our measured data in Fig. 4.2a. Figure 4.2b il-

lustrates the material parameters used in our simulation, where σi and ϵi are the conductivity

and relative permittivity of different material layers in our device and i = {c, LN, s} is an

index referring to the cladding oxide, LN, or surface layer, respectively. The surface layer con-

ductivity is defined as κs = tσs, where t is the thickness of the conducting surface layer, which

is assumed to be small compared to other dimensions in our device.

Previous work on the low-frequency response of electro-optic devices has typically used

lumped-element models like that shown in Fig. 4.2, which corresponds to the bulk conduc-

tivity model. In this lumped model, each material in the electrode region is treated as a par-

allel RC network. The time constant τi = RiCi can be compared to the dielectric relaxation
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timescale in a dimensional model. The voltage drop across the waveguide ∆VLN is propor-

tional to the electric field in the waveguide. At high frequencies, the admittance of the capac-

itors dominates that of the resistors, and relatively large values of ∆VLN can result because

the geometry of the electrodes ensures Cox∼CLN . However, in the low-frequency regime, re-

sistive admittance dominates so that the waveguide voltage drop is ∆VLN= RLN
RLN+2Rox

V . If

the cladding resistivity is also much higher than that of the LN (Rox ≫ RLN ), then VLN≪V

and the electro-optic response will be suppressed. In a dimensional picture, this corresponds

to charge carriers inside the LN migrating to the cladding interface and shielding the applied

electric field inside the waveguide.

We can quantitatively connect this lumped-element model with the material parameters

used in our dimensional model by treating the RC network as a complex capacitance net-

work where the complex permittivity ϵ∗ of each capacitor is given by ϵ∗i = ϵi +
iσi
ϵ0ω

. This

permittivity is connected to the lumped-element parameters by the total complex capacitance

C∗ = ϵ0Aiϵ
∗
i /di, where Ai and di are the area and plate separation of a lumped-element par-

allel plate capacitor. Using these definitions, the EO response in the lumped-element model is

given by

G = α
∆VLN
V

= α
ϵ∗ox

βϵ∗LN + ϵ∗ox
, (4.1)

where α is an experimental proportionality constant, and β = ALNdox/AoxdLN is a geometric

parameter. The key assumption in the lumped-element model is that the geometric parameter

β is independent of the material permittivities. We test this assumption by using the finite

element model to calculate the value of β for our device geometry using Eq. 4.1. We find that

β can vary by more than 10-fold over the frequency range of interest with reasonable mate-

rial parameters. This variability in β is caused by the reorientation of electric fields near the

electrodes as the material permittivity changes, something that cannot happen in the lumped-

element model. This reorientation causes significant quantitative differences between the pre-

dicted G in the lumped-element and dimensional models and motivates using a dimensional

model when fitting measurement results to estimate material parameters, contrary to previous
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work.

The solid lines in Fig. 4.2a show fits of our measured data to the simulations. The bulk

conduction model assumes κs=0 and uses {σLN , σc} as free parameters, while the surface con-

duction model takes σLN= 0 and {κs, σc} as free parameters.

The fit to the bulk conduction model yields estimates σLN∼6∗10−6 S/m and σc∼2∗10−10 S/m

and qualitatively reproduces the strong reduction in EO response. However, the bulk conduc-

tion model does not explain the EO response enhancement feature that we observe near fre-

quency fe. Here we use a simple model for the complex permittivity of the LN layer based on

frequency-independent values for the dielectric constant and conductivity. It is unlikely that a

more complicated model of permittivity in the LN layer alone (for example, including Debye

relaxation effects observed in bulk LN [146]) could explain the observed enhancement. This is

because dielectric relaxation processes of all kinds tend to increase the permittivity of materi-

als at lower frequencies [147], which would cause a reduction in EO response.

The fit to the surface conduction model yields estimates κs∼10−11 S and σc∼4 ∗ 10−10 S/m

and reproduces both the enhancement feature at fe and reduction in EO response for low fre-

quencies. The enhancement in EO response, in this case, is caused by a similar conductive-

slab effect to that which can be achieved using doped silicon slot waveguides [79], although in

our devices the conductive layer fully covers the waveguide and so acts as a Faraday shield at

low frequencies, leading to strongly suppressed EO response. A complete discussion of the ev-

idence for the surface and bulk conduction models is given in Section 4.6, but a comparison of

the simulation results suggests the surface conduction model better reproduces the measured

data.

4.3 Temperature dependence

To help validate charge conduction as the origin of the suppressed low-frequency response, we

performed several measurements at cryogenic temperatures. These measurements also help us

to better understand the low-frequency EO response in our transducers, which are typically
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Figure 4.3: Device characterization at cryogenic temperatures. (a) Comparison of the low-frequency
EO response of our devices at room temperature and 0.05K. Inset: device cross section. (b) Impact
of temperature on the EO response. Inset: dependence of the enhancement feature frequency fe on
temperature T . A fit to an Arrhenius model (black line) yields and activation energy Ea=0.48 eV. (c)
Impact of optical power on the EO response at a base temperature of 0.05K. The legend shows the
on-chip input optical power. (d) Illustration of photorefractivity induced optical gratings at a base
temperature of 0.05K. Blue curve shows the transmission spectrum shortly after cooldown to base
temperature. Orange curve shows the transmission spectrum after 17 hours of measurement with the
laser at a fixed wavelength (dashed vertical orange line) and −11 dBm on-chip input power.

operated at temperatures below 1K. Besides electro-optic transducers, other devices such as

modulators and optomechanical devices are also being investigated in thin-film lithium nio-

bate for use at cryogenic temperatures, so the improvement of the EO response under such

conditions is valuable for a variety of device applications [58,148].

In the dielectric relaxation model, we expect the EO response to improve at low tempera-

tures, because most charge carriers should freeze out and become bound to defect sites, creat-

ing a corresponding increase in resistivity and preventing dielectric relaxation from occurring

on the measured timescales. Figure 4.3a shows that we do observe the expected improvement

after cooling down our devices to 0.05K in a dilution refrigerator with active fiber alignment.

Figure 4.3b shows the results of a temperature sweep, illustrating that both the low-frequency
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response and frequency flatness are improved, although even at the lowest temperatures we

observe a transition in EO response amplitude near 3Hz.

The inset of Fig. 4.3b shows the temperature dependence of the enhancement feature fre-

quency fe. A fit to an Arrhenius model yields an activation energy of Ea=0.48 eV for the en-

hancement frequency. This activation energy is comparable to the value of 0.4 to 0.5 eV that

is typically measured for the activation of conductivity in amorphous LN, which is typically

attributed to the transport of lithium ions [149].

The improvement in low-frequency EO response at low temperatures is beneficial for the

operation of cavity EO transducers. However, we show in Fig. 4.3c that at low temperature

the EO response depends on the optical power in the device, and low-frequency EO response

is suppressed at moderate optical power levels. We measured the optical-power dependence

of the EO response at room temperature and did not see any significant changes up to 0 dBm

on-chip power. This optical-power dependence is likely due to the strong photoconductivity

of thin-film lithium niobate, whereby the optical field excites mobile free carriers [129, 130].

While this effect could also be due to optical heating, we find this unlikely because the cryo-

stat remains at a low temperature during these experiments (T < 1K), and comparison with

Fig. 4.3b suggests that local temperatures of T∼100K would be required to reach the 0.1Hz

cutoff frequency observed for −1 dBm on-chip pump power.

Indeed, in other measurements shown in Fig. 4.3d, we see evidence for photorefractive ef-

fects, which implies strong photoconductivity in our devices. Figure 4.3d shows optical trans-

mission spectra of our unbalanced MZM devices at roughly 0.1K. Immediately after cooldown,

the transmission spectrum (blue) appears as expected, except for a small dip near 1619 nm

where the laser was used to monitor optical coupling during cooldown. After parking the laser

near 1616 nm (dashed orange line) for 17 hours with an on-chip optical power of −11 dBm, the

optical transmission spectrum changes dramatically, showing a window of reduced transmis-

sion roughly 10 nm wide imposed onto the usual MZM spectrum. After removing the parked

laser, we observe that the transmission spectrum remains stable for at least several hours.

These changes in the transmission spectrum can be reversed by warming the device up to
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T>200K or by repeatedly scanning the laser at high power over a wide wavelength range. We

attribute these findings to the creation of photorefractive Bragg gratings within the waveg-

uide, which has previously been observed in ring resonators [150]. A full explanation of this

effect can be found in Ref. [150], but in short weak optical standing wave patterns (generated,

for example by reflection at the grating couplers) can create a photorefractive index grating

which in turn enhances the standing wave pattern amplitude. This feedback effect can lead to

relatively strong Bragg back reflection. This effect creates some challenges for using TFLN de-

vices at cryogenic temperatures, but the ability to create in-situ photorefractive index changes

in non-resonant devices as demonstrated here could also be a useful tool for trimming devices

as well. Furthermore, previously demonstrated techniques for reducing the photorefractive

effect in TFLN could be used to avoid this challenge [151]. Note that while performing all

measurements at low temperatures, we were careful to avoid this photorefractive index grat-

ing effect by not leaving the laser at one wavelength for long enough to generate changes in

the optical transmission spectrum. Optical transmission spectra were checked before and after

each measurement to ensure that this effect did not impact the measurement.

4.4 Electrode interface variation

While we have demonstrated some degree of improved low-frequency EO response for mod-

ulators operated at cryogenic temperatures, we are also interested in improved frequency re-

sponse at room temperature. Based on the dielectric relaxation model above, we posit that

low-frequency EO performance could be restored at room temperature by removing the ox-

ide layer and making good electrical contact directly to lithium niobate, which would pre-

vent dielectric screening from occurring by eliminating Maxwell-Wagner polarization at the

LN-oxide interface. To test this theory, we use reactive ion etching to create windows in the

cladding silicon dioxide of our modulators to expose lithium niobate before depositing metal

electrodes, as shown in Fig. 4.4a. To understand the influence of LN surface preparation

on the low-frequency EO response, we characterize devices subject to two different types of
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Figure 4.4: Low frequency response for etched-cladding devices. (a) An illustration of the different
cladding-etch procedures for the measured devices. We test three different etch conditions: Argon ter-
minated, C3F8 terminated, and no etch. (b) The frequency dependence of the EO response. While all
devices exhibit similar response at high frequency (1MHz), the response amplitude in the intermediate
frequency (1Hz to 100kHz) and low frequency (sub-1Hz) ranges differs significantly between the three
devices. Note that here we normalize the EO response to the Vπ of each device measured at 200 kHz to
accurately compare devices with different electrode geometry.

etching plasma (Ar and C3F8 based plasmas) and also compare them to the fully cladded ap-

proach discussed previously.

Figure 4.4b shows the measured EO frequency response of the three electrode-interface con-

ditions, each on a different chip. At MHz drive frequency, each device has roughly equivalent

response, even across process variations. The intermediate frequency regime (1Hz to 100kHz)

shows varied behavior between etch conditions. For example, the argon etched device shows

a broad enhancement of the EO response, with a peak response at 500Hz a full 6dB greater

than the MHz response. The C3F8 pre-condition shows turning points at similar frequencies.

At sub-Hz frequencies, the C3F8-etched device has relatively good performance, but still loses

a few decibels of response relative to MHz drive. The argon-etched device in this frequency

range shows nearly identical response at MHz and sub-Hz frequencies. Both etched devices

show marked improvement over the low-frequency performance of the fully cladded device,

validating the idea that direct electrical contact between the electrodes and LN layer can im-

prove EO response.
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Figure 4.5: Low-frequency response of annealed devices. (a) We study the effects of annealing on
electro-optic frequency response. The response of an uncladded, annealed control device is shown in
black, where the extent of the mid-frequency anomalously enhanced response is clear. The response
of a nitrogen-annealed device, in red, shows that the frequency response is flattened significantly to
less than 0.2dB variation across the measured frequency range. An oxygen-annealed device, in green,
also shows an improved response. (b) The response of an oxygen-annealed device is measured over
weeks, revealing that at the lowest frequencies (sub-Hz), there is a noticeable change in the response
over time.

4.5 Annealing

Another approach to improve the low-frequency performance would be to somehow reduce the

conductivity of materials in the electrode region. We introduce a high-temperature anneal-

ing step into the baseline fabrication process in an attempt to reduce the density of bulk and

surface defects and reduce conductivity. Annealing in oxidizing and reducing environments is

commonly used in bulk LN to control types and density of intrinsic defects [141, 152–155]. To

ensure exposure of the lithium niobate to gas during the anneal, we omit the cladding oxide

altogether. We fabricate a set of identical chips, up to the etching of the optical waveguides

(figure 4.1c(ii)), then introduce chips to an annealing process under either oxygen or nitrogen

gas flow for 1hr at 500◦C in a tube furnace, and deposit electrodes on each. This annealing

procedure is similar to that utilized in Ref. [151], where annealing in nitrogen gas was demon-

strated to reduce the magnitude of the photorefractive effect in TFLN optical ring resonators.

Figure 4.5a compares the frequency response of the annealed and unannealed devices in the

intermediate frequency regime (0.1Hz to 10kHz). The unannealed device displays poor fre-

quency flatness with an enhancement feature at a similar frequency to that observed in the
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fully cladded devices. Both the annealed devices, in contrast, have excellent frequency flatness

within the measured frequency range (< 0.2dB variation above 1Hz). At the lowest measured

frequencies, we observe a small enhancement in the EO response of the oxygen annealed de-

vice. We find that oxygen annealed devices display an aging response. Figure 4.5b shows the

EO response of the same oxygen annealed device remeasured after being stored in ambient

conditions for 20 days. We observe substantial EO response amplitude enhancement at the

low end of the measured frequency range.

4.6 Discussion and Conclusion

4.6.1 Origins of the change in EO response at low frequencies

Further work is required to confidently identify the microscopic origins of the EO response

anomalies we observe. However, based on the results described above, we attribute the re-

duction in EO response at low frequencies observed in cladded devices to a thin conductive

surface layer on top of the etched LN slab, as described in Section 4.2 above. In this section,

we outline the evidence for surface conduction as the origin of the EO response anomalies.

Besides the LN bulk and surface conduction models described earlier, the dielectric prop-

erties of the cladding or substrate could also explain the measured response. However, the

observation of EO response anomalies even in the etched-cladding and uncladded devices in

Figs. 4.4 and 4.5 suggests the top cladding does not play a critical role. The buried cladding

is a high-quality thermal silicon dioxide layer which we expect to behave as a near-ideal dielec-

tric within the measured frequency range. The substrate is separated from the waveguide by

the 4.7µm buried cladding, and simulations suggest dielectric relaxation in the substrate has

a negligible impact on the measured EO response. Based on these considerations, we attribute

the measured EO anomalies to properties of the LN bulk or surface.

The dependence of the measured EO response on the etch chemistry used in Section 4.4

suggests the importance of the LN surface layer to the EO response. However, this alone is

not conclusive because even in the bulk conduction model, the electrical interface between the
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electrodes and LN bulk could influence the measured EO response.

As described in Section 4.2, both the surface and bulk conduction models qualitatively re-

produce the reduction in EO response at low frequencies, but only the surface model can ex-

plain the observed enhancement of EO response near fe. To assess the validity of these two

models, we can also compare the conductivities estimated from the numerical models with

previously reported measurements on comparable materials.

The estimated conductivity of the PECVD oxide cladding (σc∼2 ∗ 10−10 S/m and σc∼4 ∗

10−10 S/m for the bulk and surface models, respectively) is comparable to that previously

measured in low-temperature PECVD oxide cladding [156].

The estimated LN conductivity of σLN∼6∗10−6 S/m in the bulk model is comparable to the

resistivity that has been observed in bulk LN wafers that have been annealed in vacuum or

hydrogen gas to chemically reduce the LN [153, 154]. Conduction in reduced lithium niobate is

attributed to a system of bound and free polarons in LN [155]. These polarons have wide op-

tical absorption bands that create the black color of reduced lithium niobate [152] and can be

removed by annealing LN in oxygen, which can reverse the optical absorption created by re-

duction. The fact that annealing TFLN devices in oxygen and vacuum have been observed to

lower and raise the optical attenuation, respectively [157], suggests that polarons may play a

role in thin-film lithium niobate devices. However, previous results suggest that the conductiv-

ity estimated in the bulk conductivity model is only possible for LN with a high density of po-

larons that would display substantial optical absorption at the wavelengths used in this study.

For example, bulk LN wafers annealed in a 10% hydrogen gas environment at 692 ◦C had a

DC conductivity of σ=2.1 ∗ 10−7 S/m, roughly comparable to that measured here [153]. How-

ever, a similar wafer annealed under 5% hydrogen gas at 590 ◦C displayed optical absorption

of 105 dB/cm near wavelengths of 1.5µm, substantially higher than the roughly 0.1 dB/cm

waveguide attenuation observed in our devices [158]. Hence, the low optical loss in our devices

is inconsistent with bulk conduction due to polarons in LN. Other conduction mechanisms in

undoped crystalline LN have much lower conductivity than that predicted for our bulk con-

ductivity model [159].
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The estimated surface conductivity of κs∼10−11 S in the surface conduction model corre-

sponds to a bulk conductivity of 5 ∗ 10−3 S/m for a layer with thickness t=2nm. This con-

ductivity is comparable to that observed in amorphous lithium niobate [149]. Indeed, as men-

tioned earlier, the activation energy Ea=0.48 eV for the enhancement frequency also matches

with previous measurements on amorphous LN [149].

Figure 4.6: Atomically resolved transmission electron microscope (TEM) image of the LN etch inter-
face. A cross section of an etched LN waveguide parallel to the Z-crystal axis was taken using focused
ion beam milling. The figure shows a bright-field TEM image of the waveguide surface at the location
indicated in the inset scanning transmission electron microscope image. The waveguide edge can be
seen as a vertical demarcation between the crystalline LN region and the disordered redeposition re-
gion. Separating these two regions a dark band with a thickness of roughly 2 nm is observed that does
not have a clear crystalline structure.

Figure 4.6 shows a transmission electron microscope (TEM) image of a cross section of an

LN waveguide created using a similar fabrication process to the devices shown here. The TEM

image is taken on a sample that was etched but not cleaned, so the amorphous redeposition

region is still present on the device. We observe a dark amorphous region roughly 2 nm thick

separating the redeposited material from the crystalline LN. This imaging provides some di-

rect evidence for the possible existence of thin amorphous layers in our devices. However,

imaging on a device more similar to those studied here (after cleaning and cladding) is re-

quired to determine whether the amorphous layer can be seen in our final devices.
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A conductive LN surface layer – possibly composed of amorphous LN created during the

LN etch process – explains many of the observations described above, including the existence

and activation energy of the enhancement feature near fe, the suppression of EO response at

low frequencies, and the strong dependence of EO response on oxide plasma etch chemistry.

While bulk LN conductivity can explain some of the EO response anomalies, the required con-

ductivity has not been observed in bulk LN measurements without optical losses much higher

than those observed in our devices. For these reasons, we attribute the observed low-frequency

EO response effects to a conductive LN surface layer.

4.6.1.1 Future work

Nonetheless, further work is required to confirm this model. Here we estimate the material re-

sistivities in our device by fitting EO response data to numerical simulations of the full device.

The imperfect correspondence between the measured and modeled EO response and the ex-

istence of several materials and interfaces that could harbor multiple types of charge carriers

makes further work important to verify the model. Direct transport or dielectric relaxation

measurements on individual materials could be used to independently verify material parame-

ters. Direct imaging of the surface layer of a complete MZM device could verify its existence,

thickness, and composition.

In addition to further study of the origin of the low-frequency EO response in TFLN de-

vices, more device interventions can be investigated to improve the low-frequency EO stabil-

ity. While we find that the interventions described here can reliably produce devices with sta-

ble DC tuning over hour-long timescales, we observe significant drift and decay of the DC bias

points in devices on longer timescales (i.e. multiple hours). Although measurements on such

long timescales are beyond the scope of the present investigation, further improvements in EO

response stability will be required to create devices capable of long-term operation. Methods

to further enhance stability could include exploration of other annealing procedures, the study

of the electrical interface between the metal electrodes and LN slab, and the use of conducting

top cladding materials [160].
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Chapter 5

Preliminary characterization of an

optimized transducer

In Chapter 3 we presented an initial transducer in thin-film lithium niobate. Although the

performance was modest, we described several straightforward improvements that could be

made to the device to improve efficiency and power requirements. In this present chapter,

we report on progress toward those improvements and characterize an improved transducer

which we predict to have almost 100-fold higher transduction efficiency for a given optical

pump power.

Additionally, in this chapter, we describe the use of near quantum-limited microwave ampli-

fiers to characterize the microwave noise in our transducer created by optical absorption. We

show that relatively large on-chip optical power of order 10 µW can be used while keeping the

thermal occupation of the microwave mode low (< 1 photon).

These results suggest that with further improvements, a device like the one shown here may

be useful for the remote entanglement generation scheme presented in Chapter 6.
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Figure 5.1: Design of coupled adiabatic racetrack resonators. (a) Optical microscope image of the opti-
mized device, showing Nb thin-film (tan color) and optical waveguides (black). The bright (i.e. coupled
to a bus waveguide) optical resonator is evanescently coupled to bus a bus waveguide on the left. (b)
Schematic of the coupling region of the adiabatic racetrack resonators. The racetrack resonators taper
adiabatically from a narrow width w1 in the curved coupling regions to a wide width w2 in the straight
regions. The bus waveguide is symmetric to the resonator in the coupling region and the two are sepa-
rated by a gap g. In our devices, w1=1µm, w2=3µm, and g=0.85 − 1.3µm. (c) Optical transmission
spectrum, showing several coupled optical modes. (d) Dependence of the median intrinsic quality fac-
tor of optical modes measured in a 10 nm band near λ=1580 nm on the width w2 of the resonator. (e)
The effect of the coupling gap g on the intrinsic and extrinsic quality factors of a single-ring device.
(f) Intrinsic optical quality factors measured at several stages in the fabrication process, including im-
mediately after etching the LN waveguide, after annealing, and after cladding the device with PECVD
silicon oxide and a second annealing step.
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5.1 Transducer optimization

Figure 5.1a shows an image of the optimized device. The two optical racetrack resonators

are inset to minimize the device area and reduce parasitic capacitance for the microwave res-

onator. As described in Chapter 3, decreasing the optical loss rate is one of the most effec-

tive ways to improve device performance, and previous work has shown that increasing the

width of the optical waveguides is a straightforward approach to accomplish this [105]. How-

ever, this approach comes with several challenges. Because of the weak evanescent coupling

in wide waveguides, this approach would require long coupling lengths between the resonators

and between the bright resonator and the bus waveguide. Such long coupling lengths would

make it more challenging to realize a high electrode coverage fraction α. Furthermore, waveg-

uides wider than those used in Chapter 3 host multiple transverse optical modes, which can

hybridize with the desired fundamental modes and act as parasitic loss mechanisms. Finally,

efficiently coupling to multimode waveguides without excess loss is non-trivial due to cou-

pling between transverse modes induced by the bus waveguide, an effect termed coupling ide-

ality [161].

We avoid these challenges in our racetrack resonators by adiabatically tapering the waveg-

uide width below the single-mode criterion in the coupling region, as shown in Fig. 5.1b, sim-

ilar to recent work in other photonics platforms [162]. This ensures strong and ideal evanes-

cent coupling and that only the fundamental modes are guided along the entire length of

the resonator. Figure 5.1c shows that only TE fundamental optical modes are visible in the

optical spectrum because the TM mode coupling is suppressed by the symmetric design of

the coupling region and higher-order modes are unguided in the resonator. By tapering to

a wide, multimode waveguide in the straight sections, high optical quality factors can still

be achieved. Figure 5.1d shows that keeping a constant width w1=w2=1µm leads to a sup-

pressed optical quality factors Qi∼2 ∗ 106, but tapering the waveguide wider so that w2 ≳

2.5µm results in improved quality factors Qi∼4 ∗ 106. By sweeping the coupling gap in Fig.

5.1e we observe that the intrinsic optical quality factor is not suppressed by strong extrinsic

coupling, indicating our devices have high coupling ideality [161].
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To further improve the optical quality factor we anneal our devices in an oxygen-flow fur-

nace for 2 hours (2 hour ramp time) at 550◦C after etching and cladding the device, which has

been shown to reduce optical absorption loss in TFLN [157]. We confirm these results in Fig.

5.1f by measuring the median intrinsic optical quality factor at several steps in our fabrication

process. Immediately after etching and cleaning the LN waveguide, we measure Qi∼0.5 ∗ 106.

After a first annealing step the measured intrinsic quality factor improves to Qi∼6 ∗ 106.

Cladding the device and annealing it again yields comparable intrinsic quality factors. In

addition, we observe that this annealing step improves the low-frequency EO response, con-

sistent with the results described in Chapter 4. Although it is unclear why annealing improves

optical quality factors [157], we hypothesize that it may be due to the elimination (via crystal

oxidation) of intrinsic polaron defects [155] that have wide absorption bands or the reversal of

etch-induced crystal damage.

Figure 5.2a shows the fabrication procedure and electrode geometry for the optimized de-

vice (See D.3.2 for fabrication process details). This fabrication procedure is similar to the one

used in the device described in Chapter 3, with the addition of a cladding etch process that is

continued through the LN slab. This electrode geometry ensures that the niobium layer has

direct contact with the LN slab, which improves the low-frequency EO response as described

in Chapter 4. Additionally, this electrode geometry provides a roughly 2-fold enhancement

in the electric field inside the waveguide over the generation I gate design used in Chapter

3, quantified by the deff parameter shown in Fig. 5.2. This enhancement is due to the wider

waveguide and the direct contact between the electrode and the LN slab. Despite the en-

hancement of the electric field in this design, simulations of the microwave piezoelectric loss

show that relatively low loss is possible, with QPZE as high as 2000 near 6GHz

Figure 5.3 shows measurements of the optical and microwave transmission of the device. By

sweeping the bias voltage in Fig. 5.3a, we observe the optical anticrossing and measure a min-

imum optical splitting of 2µ = 4.95GHz. We also extract in intrinsic and extrinsic coupling

rates of the bright and dark modes far from the anticrossing, and find that {κi,bright, κi,dark,

κe,bright, κe,dark}/2π = {65, 39, 79, 2.8}MHz for this set of modes. Especially in the case of
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Figure 5.2: Design of a side-contact electrode geometry for the optimized transducer. (a) Device fab-
rication. 1-6 shows steps individual steps in the fabrication process. 6 also shows the geometry of the
electrode region. 1: A commercial wafer with a 600 nm thin-film LN layer on a 4.7µm thermal sili-
con oxide layer on top of a 525µm silicon substrate. 2: LN waveguide is defined using a hydrogen
silsesquioxane electron-beam mask and argon-based plasma etching. 3: Plasma-enhanced chemical
vapor deposition is used to clad the LN waveguide with 1.4µm of silicon oxide. Before and after this
step we anneal the device as described earlier. 4: We etch through the cladding and slab layers using
C4F8-based reactive ion etching and argon-based plasma etching. 5: A niobium thin film is conformally
deposited using sputtering. 6: The niobium film is etched to define the microwave resonator using CF4-
based reactive ion etching. (b) Simulated effective capacitor gap deff for the generation I device de-
scribed in Chapter 3 and the side-contact geometry shown here. (c) Simulated microwave quality factor
due to piezoelectric loss using this get design.
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Figure 5.3: Characterization of optical and microwave resonators. (a) Optical transmission spec-
tra near λ=1565 nm for different DC bias voltage settings, showing a minimum optical splitting of
2µ = 4.95GHz. (b) Optical transmission near a bright (top) and far-detuned dark (bottom) optical
mode near 1565 nm. (c) Microwave transmission spectrum taken at T = 50mK showing the microwave
resonance at 5.41GHz. To remove background transmission fluctuations caused by impedance mis-
match along the transmission line, here we plot the difference between the transmission with a strong
laser excitation (about 30µW off-chip, where the microwave resonance is nearly completely extin-
guished due to quasiparticle generation) and the transmission without laser excitation.

the far-detuned and weakly coupled dark mode, we observe a clear splitting of the Lorentzian

resonance lineshape, which is evidence of hybridization between the clockwise (CW) and coun-

terclockwise (CCW) traveling wave modes of the ring resonator. Previous work has shown

that this coupling can be treated analytically by a complex CW/CCW coupling rate κc with

real and imaginary components that account for the direct and dissipatively-mediated cou-

pling between the modes [163]. For the dark mode shown in Fig. 5.3b, this coupling rate is

κc/2π=(33 + 1.9i)MHz. The hybrid optical modes of our devices typically fall into the weak

coupling limit where κc ≪ κ. In this regime, only one near-Lorentzian resonance is observed,

corresponding to an optical mode primarily propagating as a traveling wave mode in one di-

rection, and the coupling can be treated as an additional loss mechanism, whereby

κi ≈ κ′i +
κ2c
κ
, (5.1)

where κ′i represents the intrinsic losses, not including coupling to the other propagation direc-

tion. For simplicity, here we report only κ′i but include the effects of the directional coupling

in models of the transduction efficiency.

Figure 5.3c shows the microwave transmission near the microwave resonance frequency

70



of 5.41GHz. By fitting this microwave transmission spectrum, we infer loss rates of {κm,i,

κm,e}/2π = {21, 13}MHz.

5.2 Bias response under optical pumping

Figure 5.4: Comparison of the photonic link gain during bias voltage sweep of two different devices.
The link gain is the measured gain between a microwave input signal into the dilution refrigerator and
the microwave output signal measured after the modulated light output by the transducer is measured
in a photoreceiver. This link gain is measured during a triangular bias voltage sweep, similar to the
measurement described in Fig. 3.3b. Red and black curves show the measured link gain when sweeping
voltage up and down in time, respectively. The top plot shows the results for the same device shown
in Fig. 5.3 with an on-chip optical pump power of −18.8 dBm. The bottom plot shows the results for
a nominally identical device with on-chip optical pump power of −15.2 dBm. Both measurements are
performed with pump wavelength near 1570 nm.

Preliminary measurements of transduction efficiency during a bias voltage sweep are shown

in Fig. 5.4. For the device labeled ”CEO14” (the same device characterized in Fig. 5.3 above),

the impact of the charge carrier effects described in Chapter 4 is significant. Even for the rel-

atively large voltage sweep range of ±50V, we can barely tune through the optical resonance,

and we observe significant hysteresis indicating that control over the optical mode splitting

is limited. The origin of this limited control is not yet well understood, but the poor low-

frequency EO response would make it challenging to use this device for the pair generation
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experiments proposed in Chapter 6.

Another device labeled ”CEO11” (Fig. 5.3, bottom) with a nearly identical fabrication pro-

cedure except for a modified cladding deposition procedure shows substantially improved re-

sponse to the bias voltage - note the difference in bias voltage ran in the two plots. Unfortu-

nately, this device has degraded optical quality factors (Qi∼2 ∗ 106) compared to our best

devices, which we attribute to a low-quality cladding oxide recipe (See Appendix D.3.2 for de-

tails). The different cladding procedures could play a role in the differences observed in EO

response between CEO11 and CEO14, but further work is required to study the reliability of

the EO response across different devices. We note also that we observe an aging effect on the

optical quality factors of device CEO14. During fabrication, we measured median intrinsic

quality factors of Qi=6.5 ∗ 106 and 6 ∗ 106 for bright and dark modes respectively. After sev-

eral months of storage in ambient conditions, we measured reduced median quality factors of

Qi=2.9 ∗ 106 and 4.5 ∗ 106 for bright and dark modes. This may be related to the EO response

aging effect observed in Fig. 4.5. Further work is required to determine the repeatability, dy-

namics, and causes of these aging effects.

In future work, we plan to perform calibrated transduction measurements like those shown

in Fig. 5.4 to infer the g0 parameter of the improved devices described here. That measure-

ment will enable us to accurately gauge the feasibility of the measurements proposed in Chap-

ter 6.

5.3 Characterization of thermal microwave noise

Added noise during transduction is a key metric for a quantum transducer. While the EO

transduction scheme in principle can be performed with only quantum-limited noise, in prac-

tice other sources of noise can occur. The high carrier frequency and ability to filter the pump

laser light means that the optical fields add negligible direct noise. However, absorption of

the pump field in the optical waveguides, device packaging, and microwave resonator can cre-

ate thermal baths with temperatures that exceed the base temperature of the dilution refrig-
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Figure 5.5: Measurement of thermal microwave noise. (a) Measurement setup to detect thermal noise
from the microwave resonator. The device under test (DUT) is thermally anchored to the mixing
chamber (MXC) plate of the dilution refrigerator cryostat, along with a traveling-wave parametric
amplifier (TWPA). A variable temperature stage (VTS) is weakly thermally anchored to the MXC.
The VTS temperature can be controlled using an onboard heater and temperature sensor to create a
calibrated source of thermal radiation. A laser is used to send light into the DUT. The signal from the
measurement chain is further amplified by gain stages at T = 4K and room temperature and measured
on an electrical spectrum analyzer (ESA). A microwave signal generator is used to create a pump field
for the TWPA through a reflection coupler (20dB). Small white squares show 50Ω terminations and
arrows denote microwave isolators. (b-d) show characterization of the Gen I device described in Chap-
ter 3. (b) By sweeping the VTS temperature we generate a known noise power into our device, which
we use to calibrate the amplifier chain. (c) Microwave noise spectra near the microwave resonance fre-
quency for different on-chip optical powers. (d) Estimated thermal occupation of the output microwave
field (Nm), the intrinsic loss bath of the microwave resonator Nf , and the extrinsic loss bath of the mi-
crowave resonator (Nwg) inferred from the measured noise spectra. (e-g) show similar measurements
on the device presented in this chapter, with the exception that the calibration in (e) is performed by
sweeping the MXC temperature.
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erator, which can lead to excess thermal occupation of microwave mode. Previous work on

similar devices with thin-film superconducting resonators [86, 164] has shown that the dom-

inant source of noise is optical absorption in the superconductor, which generates a high-

temperature quasiparticle bath that acts as a source of loss and noise in the microwave res-

onator. For quantum-regime transduction, the occupation of the microwave mode Nm should

be small, i.e. Nm ≪ 1. Broadband noise due to optical heating of the device, packaging, and

coaxial lines is also observed in previous work [86], and can be modeled as a microwave waveg-

uide thermal bath with occupancy Nwg.

In this section, we use a low-noise microwave amplifier chain to directly measure the ther-

mal noise produced by our device under optical illumination with high SNR. Figure 5.5a shows

the measurement setup we used to perform these measurements. We use a chain of low-noise

amplifiers starting with a traveling wave parametric amplifier (TWPA) [165] to amplify the

weak few-photon noise signals produced by our device and measure the noise spectrum on an

electrical spectrum analyzer (ESA). To calibrate the ESA signal in units of noise quanta, we

can control the temperature of a 30 dB attenuator on a variable temperature stage (VTS) that

acts as a near-blackbody source of thermal noise. Weak thermal contact between the VTS and

the mixing chamber plate (MXC) ensures that the VTS temperature can be controlled with-

out heating the other devices, including the TWPA, connected to the MXC. The measured

noise power PESA as a function of the VTS temperature TVTS is

PESA(ω)

B
= Gℏω

(
1

2
coth

(
ℏω

2kbTVTS

)
+Nadd +

1

2

)
, (5.2)

where B is the measurement bandwidth, G is the amplifier chain gain referred to the out-

put of the VTS attenuator, and Nadd is the excess noise added by the amplifier chain. Fig-

ure 5.5b shows the dependence of the measured noise power on the VTS temperature. Fit-

ting these data to Eq. 5.2 allows us to extract the gain G = 92.5 ± 0.08 dB and added noise

Nadd = 16.4 ± 0.3 quanta. Using this calibration, we can then convert the measured ESA sig-

nal to the thermal noise before the amplifier chain in units of photons/Hz/s using N(ω) =

PESA(ω)/(BGℏω) − Nadd − 1/2. Due to small fluctuations of the gain G over hour-long
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timescales, in practice, we infer NAdd from a reference ESA measurement at base temperature

immediately before sweeping the laser power. Note that this calibration procedure does not

include the effects of loss between the output of the VTS attenuator and the microwave res-

onator. In future measurements, the cable loss between these devices can be independently es-

timated to improve the calibration accuracy, but we estimated the insertion loss to be < 1 dB,

so this will not have a significant effect on the results.

The calibrated microwave noise spectrum is shown in Fig. 5.5c for a first-generation de-

vice similar to that described in Chapter 3 for different on-chip optical pump power levels1.

A noise peak with Lorentzian lineshape is observed with linewidth and frequency consistent

with the transmission measurements of the microwave resonance. As the optical pump power

is increased, the amplitude of the noise peak and background noise level both increase. By

fitting these noise spectra to the model described in Section 2.2.4, we can infer the internal

thermal bath occupancy of the intrinsic loss in the microwave resonator Nf , the microwave

resonator itself Nm, and the microwave transmission line Nwg. These parameters are shown

as a function of pump laser power in Fig. 5.5. The occupation of the microwave mode Nm is

lower than the occupation of the intrinsic loss path Nf to which it is connected because the

microwave resonator also has a loss channel to the comparatively cold Nwg bath.

Figures 5.5e-g show similar results for the improved device described in this chapter. In ad-

dition to the device enhancements described above, we also use a redesigned device packaging

that provides extra optical shielding between the microwave resonator and optical coupling

region (see Section D.2 for details). This improved optical packaging was motivated by the

observation described in Chapter 3 that the optically-induced excess loss did not measurably

change whether the laser was resonant with an optical mode of the device or not, suggesting

that the dominant source of optically-induced microwave loss is the absorption of scattered

light, not light in the optical resonators. Other work on aluminum nitride cavity EO trans-

ducers has produced similar results [86]. Furthermore, the niobium superconducting resonator

used here should be less susceptible to quasiparticle loss because it has a kinetic inductance
1Note here we use a different device than the one described in Chapter 3 due to the limited mi-

crowave bandwidth of the isolators used in our measurement chain.
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that is roughly 10-fold smaller than that of the niobium nitride resonator used in Chapter 3.

The noise measurements shown in Figs. 5.5f and g show that the measured microwave noise

is roughly 10-fold lower in the improved device described here than in the first-generation de-

vice. However, due to a technical failure of the VTS, the data in Figs. 5.5f and g were cali-

brated using direct control of the MXC temperature. Thus these results need to be checked

to compare the noise in these devices on equal footing. Nonetheless, the initial results shown

here suggest the improved packaging and use of niobium superconducting film may improve

the noise in our devices.

5.4 Discussion

Table 5.1 shows the measured and estimated properties of the optimized device described

here, compared to the properties of the previous device shown in Chapter 3. With the im-

proved optical and microwave resonator designs, we have demonstrated roughly 6-fold and

3-fold improvements in the loss rate of the optical mode and the EO interaction rate, respec-

tively. However, it is important to note that the microwave linewidth is roughly 3-fold larger

in the optimized device. We attribute this to a combination of relatively high piezoelectric

loss at the frequency of the device described here, as well as higher dielectric loss in the silicon

dioxide cladding that was optimized for reduced optical loss. This increased microwave loss

means that the improvement in expected transduction efficiency is only a relatively modest

factor of 20 for constant optical pump power, although the results in Fig. 5.5 suggest high op-

tical pump powers can be used in these devices. For the pair generation and remote entangle-

ment experiments proposed in Chapter 6, the rate of entanglement generation is independent

of microwave linewidth in the high optical loss limit where κopt ≫ κm. This means that the

optimized device is particularly beneficial for those applications.
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Table 5.1: Comparison of optimized transducer with previous design. Table shows the measured and
estimated device parameters for the device described in Chapter 3 and the optimized device described
here. Note that here we calculate the efficiency and cooperativity assuming resonant pumping, and
that the two hybrid optical modes have identical loss parameters, leading to higher values than those
measured in Chapter 3.

Gen I device (Chapter 3) Optimized device (Chapter 5)
ωm/2π 3.88GHz 5.41GHz
2µ/2π 3.1GHz 4.94GHz
κopt/2π 580MHz 90MHz
κm/2π 11MHz 34MHz
g0/2π 850Hz 2.4 kHz

C (1µW pump) 2.7 ∗ 10−6 1.8 ∗ 10−4

ηon−chip (1µW pump) 5.0 ∗ 10−6 1.2 ∗ 10−4
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Chapter 6

Outlook: optically heralded

generation of remote microwave

entanglement

Across a wide variety of platforms, including the cavity electro-optic devices described in this

dissertation, the microwave-optical transducers that have been demonstrated so far have not

reached the capabilities required for direct transduction of quantum states [42, 73, 166]. Given

the difficulty of avoiding the many loss mechanisms involved with the optical transmission

of microwave states (including transduction efficiency, pump filtering, chip-to-fiber coupling,

and attenuation in optical fiber networks), a direct scheme involving the transmission of quan-

tum states between nodes appears challenging. It seems likely that instead, a realistic quan-

tum network using microwave-optical transduction would use an optically-heralded approach,

for example to create remote entanglement between nodes [93, 167]. This entanglement could

then be used as a resource to perform teleportation of quantum states or gates. Alternatively,

transduction schemes based on teleportation with continuous-variable entanglement have also

been considered [120,168], but these are more susceptible to hard-to-avoid optical loss.

In this chapter, we describe and estimate the performance of a simple scheme, based on

the well-known proposal of Duan, Lukin, Cirac, and Zoller [11], for generating entanglement
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between two remote microwave modes using an optical heralding signal. The use of optical

heralding makes the fidelity of the resulting entangled state insensitive to optical loss and

transducer efficiency, although these factors strongly control the rate at which entanglement

can be generated [167]. We estimate the entanglement generation rates and fidelity that could

be achieved for near-term cavity electro-optic transducers in thin-film lithium niobate. How-

ever, it is important to note that this scheme applies to a wide variety of quantum transduc-

tion schemes and devices [11].

This scheme is similar to recent work proposed in other quantum systems with optically ac-

tive memories such as trapped ions and solid-state defects for the creation of distributed quan-

tum networks through heralded optical photon detection [19, 30]. In particular, recent work

using nitrogen-vacancy centers in diamond has demonstrated the use of optically heralded

quantum networks to measure loop-hole free Bell inequalities [26], deterministic delivery of re-

mote entanglement [169], and the creation of multi-node quantum networks [170]. While sim-

ilar networks of superconducting qubits have been made using microwave channels [38, 171],

the proposal described here could potentially enable large scale networks of superconducting

qubits mediated by optical channels.

6.1 Heralded generation of remote microwave en-

tanglement using cavity electro-optics

Figure 6.1 shows our proposed single-link system for optical generation of remote entangle-

ment between superconducting qubits. Two transducers in separate nodes are pumped on the

blue sideband in the weak-transduction regime to generate correlated microwave-optical pho-

ton pairs. The pump pulse generates entangled microwave-optical states in each node. In the

weak pumping regime, these states can be approximated as

|ψ⟩A,B ∼ |0m0o⟩A,B +
√
p |1m1o⟩A,B , (6.1)
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Figure 6.1: Remote entanglement of superconducting qubits using an optical channel. (a) Spontaneous
parametric downconversion in an electro-optic transducer. Top: schematic of a photonic molecule cav-
ity electro-optic microwave-optical transducer. Two evanescently coupled ring resonators form photonic
molecule hybrid modes that can be frequency tuned by a bias capacitor. A lumped element LC res-
onator modulates the photonic molecule modes through the electro-optic effect. Bottom: Frequency-
domain illustration of spontaneous parametric downconversion. An optical pump pulse tuned to the
high-frequency optical resonator can generate correlated pairs of photons in the low-frequency optical
resonator and microwave resonator by spontaneous downconversion. (b) Schematic diagram of the pro-
posed system for optical generation of remote entanglement between superconducting qubits. A pump
laser tuned to the blue optical mode can induce SPDC to create correlated microwave and optical pho-
ton pairs in two transducers in two remote nodes. On-chip pump filtering can be used to extinguish
the optical pump with minimal loss of the down-converted optical signal photons. Combining the out-
put optical channels of both nodes on a beamsplitter erases which-path information so that detection
of a signal photon generates an entangled microwave bell state across the two nodes. The entangled
microwave state can be transferred to superconducting qubits in each node for further distillation or
processing.

where p is the pair generation probability, subscripts {m, o} denote the microwave and opti-

cal resonators respectively, and subscripts {A,B} denote the node. Assuming the loss rate of

the transducer’s microwave resonator is much smaller than that of the optical resonators, the
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internal pair generation probability is given by p =
4g20
κ2
o
N , where g0 is the electro-optic in-

teraction rate, κo is the optical mode loss rate, and N is the number of photons in the pump

pulse. Passing the optical outputs of the two nodes through a beam splitter erases which-path

information and ensures, in the weak-pumping regime where p ≪ 1, that detection of a signal

optical photon at detector D1,2 heralds the creation of the entangled bell state

∣∣Ψ±〉 = 1√
2

(
|0m⟩A |1m⟩B ± ei∆ϕ |1m⟩A |0m⟩B

)
. (6.2)

The microwave state in the transducer resonator can then be collected in a superconducting

qubit network located within each node through a transmission line, for example using stim-

ulated two-photon Raman absorption [172]. After collection, the entanglement resource could

be used by a quantum processor.

This scheme relies on the indistinguishability of signal optical photons arriving from the

two transducers and the complete extinction of pump photons by a filter. The integrated

electro-optic transducers described in this dissertation are particularly promising for this ap-

plication because they support tunable optical modes and can be easily integrated with high-

efficiency pump filters [124].

6.1.1 Entanglement generation rate

The entanglement generation rate Rent is a key metric for the design, as entanglement distilla-

tion requires that this rate exceed the decoherence timescale of the node’s quantum processor.

For our architecture, the entanglement generation rate is Rent = ηoptpR, where ηopt is the to-

tal detection efficiency of optical signal photons including all coupling and filtering losses, and

R the entanglement attempt repetition rate.

The repetition rate is limited by the time required to reset the microwave resonator be-

tween entanglement attempts so that R < κm
10 ∼ 1MHz, where κm is the microwave loss rate.

The relatively fast decay time of the microwave resonator and correspondingly high maximum

repetition rate is one of the benefits of an electro-optic approach – unlike other transduction
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Table 6.1: Estimated remote entanglement performance for demonstrated (Gen I) and future (Gen II)
electro-optic transducers. The Gen I device assumes demonstrated transducer parameters, and an es-
timated −28 dB detection efficiency from −10 dB fiber-chip coupling loss, −15 dB insertion loss from
commercial fabry-perot filters, and −3 dB additional loss, including detector efficiency, fiber loss, etc.
The Gen II devices assumes reasonable improvements in transducer parameters, some of which were
described in Chapter 5, a reduction in chip-fiber coupling loss to −3 dB, and on-chip filtering with neg-
ligible insertion loss.

Optical Qi g0 (kHz) R (MHz) ηopt (dB) Avg. pump (uW) Rent (kHz)
Gen I 106 0.5 1 -28 2.5 10−5

Gen II 107 1.5 1 -6 2.5 7.5

approaches such as optomechanics, a direct electro-optic transducer does not require narrow-

bandwidth intermediate states.

Pump power is also a key metric for our design for two reasons. First, intense optical pump

powers can directly generate thermal microwave noise in the transducer through quasiparticle

generation by optical absorption, leading to reduced entanglement fidelity, as described be-

low. Second, high pump power requirements can overwhelm the cooling power of the cryostat,

interfering with the operation of the quantum processor. As such it is critical to use a pho-

tonic platform with high nonlinearity and low optical loss, such as lithium niobate, to ensure

a large pair generation probability p with relatively low pump power. This would enable the

low-temperature operation of these devices even if multiple transducers are used in parallel.

Table 6.1 shows the predicted entanglement rate for our devices. Achieving high entangle-

ment rates > 1 kHz requires modest improvements over previously demonstrated electro-optic

transducers in lithium niobate [90, 92, 93]. The electro-optic interaction rate can be improved

with relatively minor changes to the electrode geometry. The optical quality factor can be im-

proved by more than 10-fold by using wider waveguides with weaker sidewall scattering, as

demonstrated in Ref. [105].

The entanglement rate can also be enhanced using on-chip pump filters, which can have in-

sertion loss much lower than off-chip filters [124,173]. Filters sufficient for our application have

not yet been demonstrated in thin-film lithium niobate, but the low loss of ring resonators in

this platform makes high-extinction and low-loss filtering relatively straightforward. Figure

6.2 shows one possible filter design with Nfilter = 5 tunable ring add/drop filters. The re-
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quired −95 dB extinction can be achieved over a stop bandwidth of SBW = 200MHz, with

just −0.5 dB of insertion loss at a signal frequency 7GHz from the pump frequency. The in-

dependent electro-optic tunability of the individual resonators ensures that small fabrication-

induced variations in the resonant frequencies can be tuned away without additional heat load

to the cryostat. While challenges with optical cross talk may limit the achievable extinction,

cross talk of less than 80 dB has been demonstrated [173], and a small amount of off-chip fil-

tering (with relatively low insertion loss) can be used to compensate for this crosstalk.

Figure 6.2: Performance of an on-chip integrated filter array based on tunable add/drop ring res-
onators. (a) The simulated transmission assumes intrinsic loss rates of each resonators of κi/2π =
70 kHz, and extrinsic coupling to both waveguides of κe/2π = 1GHz with a standard deviation
∆κe/2π = 0.1GHz to include typical fabrication uncertainties. Resonance frequencies are also assumed
to have standard deviation ∆f0 = 50MHz to include the effects of imperfect voltage tuning. Inset:
schematic of the filter array, showing the tuning capacitors (red) and optical waveguides (black). (b)
Measured normalized transmission of a fabricated filter array with Nfilter near 1580 nm before tuning
filters to degeneracy. Each filter stage produces more than 20 dB of pump extinction. The FSR of the
filters is roughly 36GHz.

6.1.2 Entanglement fidelity

The fidelity of generated entanglement is another key metric, as a higher raw link fidelity re-

duces overhead in the superconducting quantum processor required for distillation. Our pro-

posed entanglement link is susceptible to several sources of noise, including multi-pair gen-

eration which occurs with probability p conditional on the creation of at least one pair, the

average thermal microwave occupancy Pm, microwave loss Ploss between the transducer and
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superconducting quantum processor, false heralding with probability Pfalse due to dark counts

or leaked pump light in the optical detectors, and phase errors with probability Pphase due to

drift in the interferometer between the nodes. In the high-fidelity regime where all error prob-

abilities are small, these error mechanisms can be considered independently and the resulting

raw link fidelity is

F =
∣∣〈Ψ±

ideal

∣∣Ψ±
real

〉∣∣2 = 1− p− 2Pm − 3

2
Ploss − Pfalse − Pphase. (6.3)

These error mechanisms can be minimized using several approaches.

The multi-pair generation can be reduced by lowering pump power to ensure p ≪ 1 [11].

Heralding rates can still be relatively high even in this case due to the large repetition rate

available in our system.

The thermal microwave occupancy is difficult to predict from first principles but could be

degraded due to absorption of pump light in the superconducting resonator or the device

waveguides and packaging. The measurements described in Chapter 5, as well as other re-

cent work on electro-optic transducers [85–87, 174], have shown that low-noise performance

(Pm < 1) can still be achieved with relatively high average pump power > 1W, making direct

absorption noise less of a concern. Electro-optic transducers may be able to support higher

operation powers than some alternative platforms like optomechanics because they do not

have low-frequency intermediate states, their fully cladded nature ensures strong thermal con-

ductivity and they do not require colocalization of optical and mechanical modes. For a given

pump power, the microwave noise can be reduced by exploring alternative superconductor ma-

terials with weak optical absorption and short quasiparticle lifetime [164], immersing devices

in liquid helium [66], or using radiative cooling of the microwave mode [175]. Additionally,

techniques for light blocking of superconducting qubits have been well studied [176] and could

be applied to reduce the arrival of scattered light on the superconductor, similar to the pack-

age design described in Appendix D.2.

The microwave loss can be minimized using superconducting interconnects [169] and opti-

mized protocols for conversion between flying microwave photons and superconducting qubit
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Table 6.2: Target noise and loss metrics for achieving high-fidelity raw entanglement.

p Pm Ploss Pfalse Pphase F
0.02 0.02 0.08 ≪ 10−3 0.01 > 0.8

systems [37, 172, 177, 178]. Overcoupling the transducer microwave resonator so that κm,e ≫

κm,i is also critical to minimizing microwave loss. The large loss rates κm ∼ 10MHz of cur-

rently demonstrated transducer microwave resonators may make efficient absorption challeng-

ing, and lower loss microwave resonators may need to be integrated with the transducer. Ad-

ditionally, the lack of tunability inherent in the linear transducer microwave resonator means

the output flying microwave photon cannot be shaped for optimal absorption. It may be pos-

sible to integrate nonlinear superconducting elements with the transducer to implement out-

put photon shaping.

False heralding rates can be made negligible by using superconducting nanowire single-

photon detectors with dark count rates < 10Hz [179].

Finally, phase errors can be controlled with active stabilization of the optical path length of

the interferometer [180].

We also note that other remote entanglement schemes based on multi-photon detection

events can reduce the sensitivity to some types of noise [181–183], but these schemes come

at the cost of reduced entanglement generation rates that scale as Rent ∝ (ηoptp)
2, making

them impractical for our application.

Given these considerations, we predict the error rates shown in Table 6.2 are feasible tar-

gets for future system designs. These error levels would enable the generation of raw entangle-

ment with high fidelity F>0.8. Fidelity could be further improved using entanglement distilla-

tion techniques [167,184] at the cost of reduced generation rate of useful entanglement pairs.

6.2 Future work

As shown in Table 6.1, the currently demonstrated performance of our transducer is not suf-

ficient for useful entanglement generation, and several improvements described above are re-
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quired.

First efforts could focus on using a transducer in the classical regime to generate microwave

pulses from optical signals and capture those microwave pulses in a superconducting qubit

system.

This set of experiments allows for testing a full node and will allow the direct investigation

of several of the key engineering challenges. Calibration of pulse powers would allow the esti-

mation of the microwave loss Ploss between transducer and qubit, as well as the thermal mi-

crowave noise. Monitoring qubit coherence properties during the measurement would provide

insight into the compatibility of the superconducting qubit system with stray light created by

the transducer. By initially using the transducer in the classical regime it is possible to study

these questions with a high signal-to-noise ratio and without the need for a fully optimized

transducer with integrated filtering.

Building on these initial experiments, with an improved transducer it would be possible to

demonstrate the creation of the nonclassical microwave-optical photon states that are the key

resource used in our remote entanglement scheme. One way to do so that has been employed

with other quantum network platforms [23, 185] would involve measuring photon counting

correlations between generated microwave and optical fields. In this experiment, an optical

pump pulse would be sent into a transducer to generate photon pairs by spontaneous para-

metric downconversion as illustrated in Fig. 6.1a. One straightforward way to demonstrate

the nonclassicality of these photon pairs is to measure the second-order correlation statistics

g
(2)
ij =

⟨
â†i â

†
j â

†
i âj

⟩
⟨
â†i âi

⟩⟨
â†j âj

⟩ , where âi is the annihilation operator for the optical or microwave mode

and i = {o,m}. Classically, it can be shown that the Cauchy-Schwartz type inequality

g(2)mo ≤
√
g
(2)
mmg

(2)
oo (6.4)

holds. Breaking this inequality demonstrates creation of a nonclassical correlated microwave-

optical photon state [23]. Recently developed methods for measuring the correlation function

of microwave fields using low noise amplifiers [186] make this experiment relatively straightfor-

ward if a sufficiently high-performance transducer can be made.
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The measured second-order cross correlation g(2)mo serves as a useful figure of merit for the

quality of the generated photon pair state, which would inform the decision to begin the in-

vestigation of a full, two-transducer single-link system. Sources of noise such as thermal oc-

cupation of the microwave mode, false optical detection events (due to leaked pump light or

dark counts), and multi-pair generation events must be small to prevent degradation of the

cross correlation g(2)om and preserve the inequality in Eq. 6.4. The second-order cross correla-

tion g(2)om can be interpreted as a ratio of the average occupancy of the microwave mode after

heralding an optical photon to the total average occupancy of the thermal mode:

g(2)om =

〈
â†oâ

†
oâ

†
mâm

〉
〈
â†oâo

〉〈
â†mâm

〉 =
ηoptp

〈
â†mâm

〉
heralded

ηoptp
〈
â†mâm

〉 , (6.5)

where ηoptp is the heralding probability. In a simple model neglecting the impact of noise, the

normalized pair generation probably is p
1+p and g(2)om = 1 + 1

p . Including the sources of noise

above, the expected second-order cross correlation is

g(2)om =
1 + Pm − Pfalse

p+ Pm
, (6.6)

showing that the second-order cross correlation is a good metric for the practical noise level of

pair generation.

The optical and microwave states are expected to be Gaussian and so that g(2)oo = g
(2)
mm = 2.

Thus demonstration of nonclassical correlations requires that g(2)om < 2, which can be achieved

if {Pfalse, Pm}≲0.3. This limit appears achievable based on the considerations listed above. It

is interesting to note that non-classical correlations can still be demonstrated even in the case

where p ≪ Pm, i.e. where the average signal occupation is much smaller than the noise occu-

pation. This is because the detection of an optical photon heralds the existence of a photon in

the microwave resonator, assuming Pfalse ≪ 1. This heralding ensures that the requirement to

demonstrate non-classical correlations is Pm ≪ 1, rather than the more difficult Pm ≪ p.

The practical feasibility of this experiment to demonstrate non-classical electro-optic cor-

relations is based on the ability to collect enough photon-counting events to measure the in-
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equality of Eq. 6.4 with sufficient statistical power. To do so, the detection rate of SPDC

photons must be high enough to overcome detector dark counts and enable sufficient count-

ing statistics to be collected in a reasonable experimental time frame. Three correlations need

to be measured in this experiment: g(2)mo, g(2)oo , and g(2)mm. Of these, we estimate that g(2)oo will

require the longest measurement time because the high optical insertion loss due to optical

coupling and filtering makes optical photons more difficult to collect than microwave photons

(for which near-quantum limited amplification can be used [165, 187]). Using Poisson statis-

tics, the measurement time to achieve a given signal-to-noise ratio SNR in a measurement of

g
(2)
oo is T = SNR2

η2optp
2R

. This indicates a reasonable measurement time of 3 hours for near-term

performance parameters of SNR=10, ηopt=− 20 dB, p=0.01, and R=1MHz.

Verifying the nonclassical nature of the microwave-optical correlations would indicate the

devices have reached a benchmark where entanglement generation should be possible. The key

additional challenge of creating a full two-transducer system is ensuring that the optical states

produced by the transducers in both nodes are indistinguishable. The tunability provided by

the thin-film lithium niobate platform makes achieving this indistinguishability feasible. How-

ever, complete control of the resonance frequencies of both optical modes requires an addi-

tional DC tuning port in the capacitor, which may somewhat reduce the interaction strength

g0 of the transducer. Alternatively, frequency shifting devices could be used to ensure indis-

tinguishability [188]. Characterization of the remote entanglement created by a single link

system – using standard entanglement witness metrics [189] – would allow measurement of the

entanglement generation rate Rent and fidelity F , which are key parameters for the full system

architecture.
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Appendix A

Definitions

A.1 Acronyms

LN Lithium niobate

TFLN Thin-film lithium niobate

EO Electro-optic(s)

CEO Cavity electro-optic(s)

SPDC Spontaneous parametric down conversion

SOI Silicon-on-insulator

Q Quality factor

TE, TM Transverse-electric and transverse-magnetic

CPW Coplanar waveguide

SNR Signal-to-noise ratio

SMA Subminiature version A - a type of coaxial cable connector

PCB Printed circuit board

CW, CCW Clockwise and counter-clockwise

ESA Electrical spectrum analyzer

OSA Optical spectrum analyzer

TWPA Travelling wave parametric amplifier
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MXC Mixing chamber plate

VTS Variable temperature source

A.2 Mathematical notation

ω (f) Angular (ordinary) frequency

âk Photon annihilation operator for optical-frequency mode k

b̂ Photon annihilation operator for microwave-frequency mode

µ Linear coupling rate between optical modes, producing frequency splitting

2µ

Gi Optical frequency shift per volt for physical ring i

gi ̸=0 Vacuum electro-optic coupling rate for ith mode frequency shifting

g0 Vacuum electro-optic coupling rate between hybrid modes

g Pump-enhanced electro-optic coupling rate between hybrid modes

C Effective capacitance of microwave resonator

C Multiphoton cooperativity C = 4g2

κkκl

E Electric field

r Electro-optic coefficient

l Optical resonator length

n Index of refraction

ng Group index

neff Mode effective phase index

α Spatial (effective) fraction of a ring-resonator covered by electrodes

ϵ material permittivity, ϵ∗ denotes complex permittivity

δ Intrinsic frequency detuning between two uncoupled optical modes

u, v Hybrid optical mode constants

θ Optical mode hybridization parameter

β Non-degeneracy pentalty factor in g0, β = 2uv or geometry factor
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V Voltage or mode volume

d Effective capacitor gap distance

Γ Susceptibility of waveguide effective index to changes in core index

N,n Average photon number

αk Coherent state amplitude of mode k

κk, κk,e, κk,i Total, extrinsic, and intrinsic energy decay rate for mode k

Qk, Qk,e, Qk,i Total, extrinsic, and intrinsic quality factor rate for mode k, Qk = ωk/κk

νk Coupling ratio for mode k, νk = κk,e/κk,i

ωL Laser frequency

∆k Frequency detuning between mode k and laser ∆k = ωL − ωk

η Insertion loss or efficiency

Sij Scattering matrix component

P Optical pump power

G Gain factor or transfer function

B Bandwidth

T Temperature

kb Boltzman’s constant

σ Conductivity

κs Surface conductivity

p Pair generation probability

∆ϕ Phase difference

R Repetition rate or resistance

g
(2)
ij Second order correlation function between modes i and j

Pi Error probability for error source i

F Fidelity
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Appendix B

Additional theory results

B.1 Bidirectional resonator coupling

Figure B.1: Comparison of unidirectional (a) and bidirectional (b) coupling to a microwave mode b̂.

The electro-optics theory in Chapter 2 was derived for resonators with unidirectional cou-

pling, as illustrated schematically in Fig. B.1a. However, the microwave resonators in our

device are capacitively coupled to a bidirectional transmission line, illustrated in Fig. B.1b.

Nonetheless, all the results of Chapter 2 can be applied to the bidirectionally coupled mi-

crowave resonator used in our devices with the following substitutions
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κm,i =
κ′m,e

2
+ κ′m,i (B.1)

κm,e =
κ′m,e

2
(B.2)

b̂in = b̂in,left (B.3)

b̂out = b̂out,right (B.4)

b̂f =

√
κ′m,e

κm,i
b̂in,right +

√
κ′m,i

κm,i
b̂f (B.5)

Nf =
κ′m,e

κm,i
Nwg +

κ′m,i

κm,i
N ′

f (B.6)

where the primed quantities κ′m,k, k = {i, e} refer to the true intrinsic and extrinsic loss rates

for the resonator and b̂′f is a super-mode operator that refers to the true intrinsic loss bath.

The non-primed quantities are effective values for use in the unidirectional coupling model.

Note that in the main text we refer to only the primed quantities when giving values for the

loss rates.

B.2 Double resonance transduction

When the converter is operated far-detuned from the triple-resonance condition, a double-

resonance transduction process can become a significant contribution to the total transduction

efficiency. In this process, optical photons in the red optical mode can be scattered between

the pump frequency and a blue-shifted sideband. This sideband field is far-detuned from the

red optical mode relative to the mode’s linewidth in our experiments, so the transduction ef-

ficiency for this process is low, but it can be larger than that of the triple-resonance process

when the splitting between red and blue optical modes is much larger than the microwave fre-

quency. This double-resonance process is the origin of the bias-voltage independent response

for large negative voltages in Figs. 3.3b and 3.3c above. The nonlinear energy density that
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describes this double-resonance process is [118]

U = ϵ0χ
(2)EmE

2
− (B.7)

which produces the Hamiltonian

HI = ℏg0,dr
(
ba†−a− + b†a†−a−

)
, (B.8)

where

g0,dr =
χ(2)ωopt

deffVoptn2

√
ℏωm

2C

∫
dV |ψ+|2ψm. (B.9)

Following the usual linearization procedure for the strongly pumped a− mode [190], we ap-

proximate a− ≈ ⟨a−⟩ + δa−, where δa− is a small fluctuating perturbation to the field in the

red optical mode. Keeping terms of order ⟨a−⟩, the linearized interaction Hamiltonian is

HI = ℏgdr
(
δa†− + δa−

)(
b† + b

)
, (B.10)

where gdr = g0,dr⟨a−⟩. This Hamiltonian contains both the desired beam-splitter terms and

parametric amplification terms which cause optical down conversion, and since the pump is

nearly resonant with the red optical mode, both types of terms are significant. In a frame

where the optical mode rotates along with the laser, the semi-classical Heisenberg-Langevin

equations of motion for double-resonance microwave-to-optical transduction are

d (δa−)

dt
= −

(
−i∆− +

κ−
2

)
δa− − igdr

(
b+ b†

)
,

db

dt
= −

(
iωm +

κm
2

)
b− igdr

(
δa− + δa†−

)
+
√
κm,ebine

−iωt. (B.11)

For simplicity, we assume that the double resonance process operates in the weak coupling

regime, so that back-action of the optical fields on the microwave field can be neglected1. We

1i.e. the term −igdr
(
δa− + δa†−

)
can be dropped
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take the ansatz solution

δa−(t) = A+e
−iωt +A−e

iωt,

b(t) = Be−iωt, (B.12)

and find

B =

√
κm,ebin

i (ωm − ω) + κm/2

A± =
−igdrB

−i (∆− ± ω) + κ−/2
. (B.13)

The transmitted optical sideband field due to double-resonance transduction is δaout = −√
κ−,eδa−,

and hence the total apparent transduction efficiency2, including both double- and triple- reso-

nance transduction, is

ηoe = |Seo −
√
κ−,eA+ −√

κ−,eA
∗
−|2. (B.14)

2The existence of multiple optical sidebands in regimes where double-resonance transduction is sig-
nificant means that transduction efficiency must be carefully defined. In our experiments, we measure
only the transmission of a microwave signal from the transducer’s input to the photoreceiver’s output,
and we cannot differentiate multiple optical sidebands. As such, we define transduction efficiency for
multiple sidebands as the apparent transduction efficiency: i.e. the equivalent single-sideband transduc-
tion efficiency which would produce the observed signal. Note that this distinction between apparent
and true transduction efficiency is significant only in far-detuned regimes of bias voltage sweeps, not
near the triple-resonance condition where maximum transduction efficiency occurs.
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Appendix C

Microwave resonators

C.1 Capacitive coupling

One of the benefits of using our thin-film lithium niobate platform is that a large number of

the roughly 1mm2 can be fabricated on a single wafer. This scalability enables us to test sev-

eral device geometries (e.g. different evanescent coupling gaps) simultaneously and could en-

able large-scale parallelization in the future.

However, the relatively large size of our microwave resonators means that capacitive cou-

pling between them can be significant. We observed the effects of strong capacitive coupling

in several test devices. The results of one chip are shown in Figure C.1. As shown in Fig.

C.1a, the devices on this chip are closely spaced. This close spacing leads to resonance fea-

tures in the transmission spectrum with widely varying extinction, shown in Fig. C.1b. Fit-

ting these resonance features, we extract the external quality factor of the modes we observe

at different frequencies in Fig. C.1c. These external quality factors vary almost 100-fold even

though the devices on this chip have nearly identical coupling gaps to the bus coplanar waveg-

uide (CPW).

We attribute this wide variation in the coupling strength of these modes to capacitive cou-

pling between microwave resonators. If the coupling rates between devices are significant com-

pared to the differences in the resonance frequency of individual devices, then large-scale hy-
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Figure C.1: Capacitive coupling of microwave resonators in a high-density transducer layout. (a)
NbN superconductor layer layout of the device. (b) Measured microwave transmission spectrum at
T = 1.2K. (c) External quality factors extracted for the resonance features observed in the mea-
sured transmission spectrum. (d) Simulated resonance frequencies of two neighboring LC resonators
for different values of added capacitance on the second resonator. We observed a clear anticrossing
with minimum mode splitting of 100MHz (e) Simulation of full device layout shown in (a). We observe
qualitative similarities with the measured spectra above in (b).
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brid modes will be created that have energy distributed across all or many of the physical

resonators. These large-scale hybrid modes may have enhanced or reduced coupling to the bus

CPW depending on the phase relationship between resonators in the mode. This effect of ca-

pacitive coupling has been observed for other closely-packed resonator devices [191]. If such

hybrid modes are used for transduction, the efficiency could be significantly reduced due to

the larger mode volume of the hybrid microwave modes.

To verify this understanding, we performed several simulations of the chip using Sonnet

[192].

To estimate the strength of the capacitive coupling, we simulated two identical neighboring

resonators and added an extra lumped-element capacitor to one of the resonators. By chang-

ing this added capacitance and simulating the resonance frequencies, we mapped out the an-

ticrossing between the two resonator modes, as shown in Fig. C.1d. Based on the minimum

splitting between hybrid modes, we estimate a capacitive coupling rate of

µ

2π
=
C12

C11
f0 = 50MHz, (C.1)

where C12 is the coupling capacitance between two LC resonators, C11 is the total capacitance

of one resonator, and f0 is the resonance frequency of a single resonator. This coupling rate is

significant compared to the designed frequency step between devices of ∆f0 = 70MHz, lending

credence to our interpretation.

To further verify this understanding, we performed a full simulation of the chip with all 10

devices. The simulated transmission spectrum is shown in Fig. C.1e and displays qualitative

similarity to the measured results of Fig. C.1b in that the extinction of the resonance features

varies widely. The quantitative differences are expected due to the random variability of the

resonance frequency in fabricated devices: small changes in resonant frequencies can have sig-

nificant effects on the large-scale hybrid modes.

To avoid the effects of capacitive coupling, we simulate the capacitive coupling rate between

microwave resonators in the transducers described in the main text. In our final chips, we

ensure that devices are separated in physical and frequency space sufficiently to make such
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coupling negligible.

C.2 Niobium nitride resonator of Chapter 3

To minimize the microwave mode volume and maximize the single-photon interaction strength,

we designed a superconducting quasi-lumped microwave LC resonator, which is (predom-

inantly) capacitively coupled to a 50Ω characteristic impedance coplanar waveguide. The

niobium nitride superconducting film used to make the resonator has a relatively high sheet

kinetic inductance of ∼ 5 pH/□, which allows for a more compact inductor design. Using a

method of moments simulation [192], we estimate the effective lumped capacitance and in-

ductance by varying the magnitude of a small ideal capacitance added in parallel. The change

in resonance frequency with added capacitance allows us to determine the total capacitance

and inductance [132]. We simulate the lumped element circuit parameters to be C = 120 fF,

L = 6.7 nH, and ωm/2π = (LC)−1/2 = 5.6GHz. We attribute the somewhat lower measured

resonance frequency to variations in the as-fabricated geometry of the devices. In particular,

the width of the meander inductor is narrower than designed due to a small degree of mask

erosion.

We use a two-dimensional finite element model to simulate the piezoelectric loss of the mi-

crowave resonator. In this frequency-domain simulation, a voltage is applied to the capacitor

electrodes at frequency ω, and the time-averaged electrostatic energy Eelectrostatic and acoustic

power absorbed by the perfectly-matched layer Pacoustic are calculated. The quality factor set

by piezoelectric loss is then given by

Q =
ωEelectrostatic

Pacoustic
. (C.2)

The two-dimensional nature of the simulation means that acoustic modes with out-of-plane

(i.e. along the waveguide) propagation or strain are neglected. Modes with an out-of-plane

propagation direction couple weakly to the microwave resonator because the capacitor is much

longer than the acoustic wavelength at the relevant ∼GHz frequencies. Modes with out-of-
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plane stress also couple weakly to the microwave resonator for X-cut lithium niobate because

of lithium niobate’s piezoelectric coefficients. For example, when applying the electric field

along the Z crystal axis in our device the d33 piezoelectric coefficient, which creates in-plane

stress, dominates over other components.

Figure C.2: Dependence of microwave resonator loss on resonance frequency. Measured data was in-
ferred from transmission spectra (T = 1K) of LC resonators similar to those described in the main
text. The piezoelectric loss model is based on the two-dimensional simulations described above. The
dielectric loss model adds an additional wideband loss corresponding to Qclad = 2000

To verify the role of piezoelectric loss in our device, we fabricated an array of transducer

devices without etched optical waveguides — i.e. just the microwave resonators on the mate-

rial stack described in the main text. We created devices with microwave resonance frequen-

cies varying from 2 to 3GHz by varying the inductor size. Measuring transmission spectra at

T = 1K, we extract the intrinsic loss for the resonators, shown in Fig. C.2. The sharp and

non-monotonic frequency dependence of the microwave loss is evidence of piezoelectric loss,

as most other loss mechanisms vary slowly with frequency in this range. Our simulation re-

sults qualitatively match the sharp frequency dependence in the measured data but predict

much higher maximum intrinsic quality factors. We attribute this discrepancy to additional

wideband dielectric loss in the amorphous cladding material. To confirm this, we fabricated

devices without lithium niobate or amorphous oxide layers on a high-resistivity silicon sub-

strate and found intrinsic quality factors exceeding 104.
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C.2.1 Resonator nonlinearity

Figure C.3: Power dependent microwave transmission. Microwave input powers above about −40 dBm
at port V1A (∼ −48 dBm on-chip) produce distorted transmission spectra due to nonlinear dynamics.
[131]

The superconducting NbN film is deposited using DC magnetron sputtering at room tem-

perature with an RF bias on the substrate holder. The film has a thickness of ∼44 nm, room-

temperature sheet resistance of 52Ω/square, and a transition temperature Tc of ∼10K. At

high microwave powers, the superconducting resonator undergoes nonlinear oscillations [131],

as shown in Fig. C.3. In the actual experiment, the drive power is kept below -30 dBm, and

the nonlinear dynamics are therefore small.
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Appendix D

Experimental methods

D.1 Setup for Chapter 3

Details of the measurement setup are shown in Figure D.1. To calibrate the transduction effi-

ciency, we perform the following procedure before every set of measurements.

First, with the laser frequency detuned far from the optical resonance, we measure the op-

tical power into and out of the device under test (DUT). After correcting for measured asym-

metric losses in the optical fibers going into the cryostat, we assume the loss at both input

and output grating couplers to be symmetric. Based on measurements of a large number of

grating couplers, we estimate the coupler-to-coupler variation in insertion loss to be less than

0.4 dB. Next, we measure the optical power arriving at the output of the analysis arm using

the DC power meter. These measurements allow us to estimate the optical insertion loss from

the DUT to the end of the analysis arm ηoptical = ηcoupler · ηfiber, as well as the on-chip optical

power.

Next, we calibrate the response of the 10GHz-bandwidth photoreceiver by using port V1

to generate a single optical sideband. We measure the signal in the analysis arm using the

high-resolution optical spectrum analyzer (which allows us to directly measure the relative

power of the sideband and carrier Psideband/Ppump), the calibrated DC power meter (which

measures the total power Psideband + Ppump), and the 10GHz photoreceiver. These measure-
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Figure D.1: Simplified diagram of the transduction measurement setup. Laser emission passes through
polarization controllers (PC) and is modulated by a Mach-Zehnder modulator (MZM). A fraction of
the emission is sent to a 100 MHz-bandwidth detector after passing through a Mach-Zehnder interfer-
ometer (MZI) of ∼1 m path length difference to precisely track sweeps of laser wavelength. The MZM
is arranged for either GHz-frequency optical single-sideband modulation using a phase-shifted (PS)
dual drive through a high-frequency port, or low-frequency amplitude modulation through a bias port,
controlled by an arbitrary waveform generator (AWG). Focusing grating couplers (≈10 dB insertion
loss) couple light from optical fibers into the device under test (DUT), which is cooled to T ≈ 1K
inside a closed-cycle cryostat. The light collected from the DUT is split into an analysis arm (90%)
and a 1 kHz photoreceiver (10%), whose signal is used to lock the laser frequency to an optical mode.
The analysis arm passes through several optical switches (dotted blue lines) which allow for optional
and repeatable insertion of an erbium-doped fiber amplifier (EDFA) and optical filter (F, 0.2nm band-
width). The analysis arm can be sent to an optical spectrum analyzer (OSA) for sideband calibration,
a DC optical power meter for power calibration, a 100 MHz photoreceiver for measuring transmission
spectra, or a 10 GHz photoreceiver for detecting transduction. The bias voltage of the DUT is con-
trolled by a sweep generator through a bias tee. A vector network analyzer (VNA) can be connected
to microwave port V1A, which is protected by a DC block (DCB) capacitor, to excite the DUT. The
upconverted optical signal can be detected at port V2. In an alternative measurement setup, the trans-
mission of an optical sideband can be monitored by connecting the VNA to the optical single-sideband
modulator (port V1).
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ments allow us to estimate the detector response parameter Adet., defined so that Pdet. =

Adet.PsidebandPpump.

During the transduction measurement, when the laser frequency is locked to an optical

mode, measurements of the total optical power and the 10GHz photoreceiver response allow

us to infer the power in the upconverted optical sideband Psideband, based on the above pho-

toreceiver calibration. The gain provided by the erbium-doped fiber amplifier (EDFA), if in

use, can be estimated by measuring the photoreceiver response with and without the EDFA in

the optical path. Finally, the calibrated transduction efficiency is given by

η =
ωmPsideband

ωoPinηopticalηcable
, (D.1)

where Pin is the input microwave power at port V1A and ηcable is the measured insertion loss

from port V1A to the DUT.

D.2 Device packaging and optical coupling

The method used to mount the chip in the cryogenic environment while also providing mi-

crowave and optical access is shown below in Fig. D.2.

We use grating couplers to couple light into the devices. We use adiabatic grating couplers

with taper length of 400µm, a pitch of 0.75µm, and an un-etched region duty cycle of 0.25.

With the fabrication procedure described below (see Section D.3.2), this design produces a

minimum insertion loss (fiber-to-fiber) of 9.4 ± 0.3 dB (measured across N=12 devices) at

1568 nm, with a 3 dB bandwidth of roughly 40 nm.

Fig. D.2a shows a render of the chip mounting apparatus. A 3-axis stack of Attocube linear

piezomotors is used to position an optical fiber array precisely over the grating couplers, al-

lowing optimization of optical coupling even while the device is cold. This ability to reposition

the optical fiber array throughout the experiments is useful because it allows us to compen-

sate for temperature-induced movements during cooldown while also providing the ability to

interrogate multiple devices on one chip. When the cryostat is closed, we do not have visual
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access to the apparatus and our positioners are open-loop, i.e. do not provide built-in posi-

tion sensors. To navigate around the chip with the optical fiber array in these conditions, we

pattern fidelity marks into the superconductor layer of the chip near the grating couplers and

monitor the optical transmission from one fiber to another as we move the fiber array. When

the fiber array is positioned above an area of the chip without a superconductor layer, the

light from the array travels through the chip and scatters off the silver paste on the backside

of the chip. This diffuse reflection provides roughly 50 to 70 dB of optical return loss. When

the fiber array is instead positioned over the reflective superconductor layer, any light that

is reflected does so in a specular manner, and the return loss is above what can be measured

on our detector. > 80 dB. Using this difference we can read out the fidelity marks by slowly

scanning the fiber array across them.

We enclose the part of the chip containing the transducers in a nearly complete copper box

(Fig. D.2a) to help protect the transducers from scattered light. The other part of the chip

extends outside the box where optical coupling occurs. The copper box is built from three

separate machined parts: a base, a collar that holds the SMA connectors, and a lid. This

three-part design allows the chip to sit on a completely flat polished copper surface to max-

imize thermal conductance between the chip and base. The chip is glued down to the base

using silver paste (PELCO No. 16047) and further secured lightly (excess pressure can break

the chip) using two copper clips as shown in Fig. D.2b. Finally, the chip is wirebonded to the

PCB that interposes between the chip and an SMA connector. The whole apparatus is then

mounted to the mixing chamber plate of a Bluefors LD250 dilution refrigerator.

D.3 Device fabrication

In this section, we present the detailed fabrication procedure used to make the transducers

described in Chapter 3 and 5.
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Figure D.2: Setup for packaging and mounting device from Chapter 5. (a) Render of the sample
mounting and optical coupling hardware. A- 3-axis Attocube positioner stack. B- Optical fiber ar-
ray. C- Package lid to block scattered light from the chip. D- High-frequency Rogers RO4350 printed
circuit board to adapt between microwave connector and chip. E- chip. F- mounting ”collar”: building
the microwave packaging box in two parts like this allows the chip to sit on a perfectly flat, polished
surface. G- SMA connector. (b) Microscope image of the packaged chip before wirebonding. (c) Image
of the mixing chamber plate. A- packaged device. B- Attocube stack. C- microwave amplifier chain.
D- Coaxial switch.
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D.3.1 Device fabrication for Chapter 3

Beginning with a diced and cleaned chip from a TFLN wafer (NanoLN) with a 600 nm-thick

LN layer, 2 µm-thick buried oxide layer, and 525 µm-thick silicon substrate, we deposit roughly

20 nm of silicon nitride using plasma-enhanced chemical vapor deposition (PECVD). We then

spin a layer of hydrogen silsesquioxane (Corning FOx-16) resist approximately 700 nm thick

and use electron-beam lithography to pattern the optical waveguide layer. We write the pat-

terns with a 4X multipass process to reduce loss from field stitching errors [193]. We etch the

pattern 350nm into the LN layer using an optimized argon-based inductively-coupled plasma

reactive ion etcher followed by cleaning in SC-1 solution and dilute HF to remove the etch re-

deposition products and etch mask. We use PECVD to deposit a silicon dioxide cladding layer

1.5 µm thick to protect the waveguide. To improve the low-frequency response of the electro-

optic bias capacitor, we use a C3F8-based reactive ion plasma to etch through the cladding

layer. We then use DC magnetron sputtering to deposit 44nm of niobium nitride and pattern

this film using optical lithography and a CF4-based plasma etch.

D.3.2 Device fabrication for Chapter 5

The fabrication process proceeds similarly to that described above with the following differ-

ences. The initial chip is composed of a TFLN wafer with a 600 nm-thick LN layer, 4.7 µm-

thick buried oxide layer, and 525 µm-thick silicon substrate. The thicker buried oxide layer

improves grating coupler efficiency. After etching, we anneal the device for 2 hours in a tube

furnace with an oxygen atmosphere at 520 ◦C. We then use an optimized high-pressure, low-

temperature PECVD process to deposit the cladding silicon dioxide and anneal the device

again using the same procedure. To improve the electro-coupling (as described in Chapter 5),

we etch through the top cladding layer as before, but switch to the argon-based plasma to also

etch through the LN slab - see Fig. 5.2. Finally, we sputter a 40 nm layer of niobium and pat-

tern it as before to complete the microwave resonator.

In Chapter 5, device ”CEO11” uses a PECVD cladding procedure with the following set-

tings: pressure: 8mTorr, ICP power: 1320W, O2 gas flow: 18 sccm, and silane/He gase flow
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rate 360 sccm. In contrast for device ”CEO14” we use a PECVD cladding procedure with dif-

ferent settings: pressure: 8mTorr, ICP power: 1500W, O2 gas flow: 21 sccm, and silane/He

gase flow rate 300 sccm. As described in Chapter 5, we observe noticably lower optical quality

on device ”CEO11”.
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