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Equations for dislocation evolution bridge the gap between dislocation properties and continuum descriptions of plastic behavior of crystalline materials. Computer simulations can help us verify these evolution equations and find their fitting parameters. In this paper, we employ discrete dislocation dynamics to establish a continuum-based model for the evolution of the dislocation structure in polycrystalline thin films. Expressions are developed for the density of activated dislocation sources, as well as dislocation nucleation and annihilation rates. We demonstrate how size effect naturally enters the evolution equation. Good agreement between the simulation and the model results is obtained. The current approach is based on a two-dimensional discrete dislocation dynamics model but can be extended to three-dimensional models. Published by AIP Publishing.
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I. INTRODUCTION

“It is sometimes said that the turbulent flow of fluids is the most difficult remaining problem in classical physics. Not so. Work hardening is worse,” remarked Cottrell.\textsuperscript{1} Work hardening, a mechanism that occurs in crystalline metals, manifests as a rise in the stress required for continued plastic deformation. Despite all the efforts that have been put into the study of work hardening in the past 80 years, there is currently no generally accepted theory explaining all aspects of it;\textsuperscript{2} finding a theory of work hardening is now as hopeless as ever, and research is aimed at establishing a model instead.\textsuperscript{3}

Plastic deformation is path dependent. Plastic deformation is an irreversible, highly dissipative process that occurs far from equilibrium.\textsuperscript{4,5} Thermodynamic extremum principles are not applicable.\textsuperscript{5,6} In addition, the characteristic time and length scales that are involved in the physics of the processes in the dislocation core and in the deformation of bulk materials differ by several orders of magnitude. Evolution equations can serve as a bridge between elementary dislocation properties and a continuum model for plastic deformation. Although many equations of dislocation evolution have been developed for materials in bulk form,\textsuperscript{7–17} there have been few attempts\textsuperscript{18,19} to use computer simulations to check the validity of these equations or find the fitting parameters of those equations. Furthermore, the evolution equations developed for materials in bulk need to be adjusted for thin films and other small structures.

Of the various computer simulation techniques, discrete dislocation dynamics (DDD) is the most suitable method to model thin films and many small structures at the micron scale and below. In this method, the material is modeled as a continuum that contains dislocations. Grain boundaries may also be included for polycrystalline materials. Dislocations nucleate, move, and are destroyed under a few simple constitutive laws. Three-dimensional DDD models capture the physics of problems more accurately than 2D models, but they are computationally demanding and are not easily applied to thin films. Therefore, most three-dimensional models are limited to single crystals, very small strains, small volumes of material, and low dislocation densities. For example, ParaDis, a powerful three-dimensional DDD code, which was originally developed at the Lawrence Livermore National Laboratory, can only model single-crystal materials under simple boundary conditions. A very recent time integration algorithm proposed by Sills et al.\textsuperscript{20} can speed up 3D calculations and may make achieving more realistic strains possible. Two-dimensional discrete dislocation dynamics models, on the other hand, can model complicated boundary value problems, polycrystalline materials, realistic dislocation densities, and relatively large strains with much less computational effort. Some additional features of 3D models such as junction formation and destruction can be incorporated into 2D approaches through an extra set of constitutive rules in what is often called 2.5 D models.\textsuperscript{21–23} While 2D models necessarily miss some of the physics, recent studies have shown that two- and three-dimensional simulations predict remarkably similar results in some cases.\textsuperscript{24,25} For these reasons, both types of simulations are popular and are employed to study different phenomena (see, e.g., Refs. 26–32).

In this paper, we derive a continuum model for the dislocation evolution in polycrystalline thin films that are passivated on both surfaces and use discrete dislocation simulations to verify the model. While in most DDD analyses edge dislocations can only glide, dislocations in this study are allowed to both glide and climb. Dislocation climb is a mechanism by which edge dislocations trapped at glide barriers can leave their primary slip planes. Thus climb acts as a softening process and may be taken as representative of a range of softening mechanisms that occur in a material.

The paper is organized as follows; first the framework of the two-dimensional DDD model is briefly described.
Then we derive an expression for the density of activated dislocation sources. Sections III B and III C are devoted to deriving expressions for dislocation nucleation and annihilation. Combining these relations, a governing equation for the dislocation evolution is proposed in Sec. III D.

II. DISCRETE DISLOCATION MODEL

In discrete dislocation dynamics, a material is modeled as an elastic solid that contains dislocations. Simulations are then carried out in an incremental fashion. At a given instant of time, it is assumed that the material is in equilibrium and that the displacement and stress fields are known. An increment of strain is prescribed, and the positions of the dislocations in the material, the displacement field, and the stress field are updated using the following procedure: (1) The Peach-Koehler force on each dislocation is calculated; (2) in response to the Peach-Koehler forces, the dislocation structure evolves: dislocations move, new dislocations nucleate, and others are annihilated; (3) the stress state in the solid is calculated for the updated dislocation arrangement. Steps 1 and 3 follow from elasticity; step 2 requires the formulation of constitutive rules for dislocation behavior. To determine the stress state at each time step, we follow the superposition procedure proposed by Van der Giessen and Needleman. According to this procedure, the elastic fields are written as the superposition of two fields: one field due to the dislocations in an infinite medium and an image field that enforces the boundary conditions. When the local shear stress on a dislocation source inside the material exceeds the nucleation strength of the source for a specific time, the source emits a dislocation dipole. The distance between the two dislocations is taken such that the attraction between the two dislocations in the dipole is balanced by the source strength. When two dislocations of opposite sign on the same glide plane opposed each other within a critical distance, say $6b$ where $b$ is the magnitude of the Burgers vector, the dislocations annihilate each other and are removed from the model. At temperatures above 20 K, phonon drag is large enough to make dislocations quickly reach the overdamped regime and a linear relationship between the Peach-Koehler force on a dislocation and its glide velocity is assumed.

If a non-vanishing normal stress exerts a force on a dislocation perpendicular to its glide plane, the dislocation starts to climb by emission or absorption of vacancies, resulting in a local change in the vacancy concentration. Under most experimental conditions, a quasi-steady state develops, in which the dislocation climb velocity is controlled by the flux of vacancies. The vacancy flux, in turn, is determined by the gradient of the vacancy concentration (or more accurately by the gradient of the chemical potential). Assuming that the concentration of vacancies outside a cylinder of radius $R$ around a straight dislocation is equal to the equilibrium concentration without stress, the climb velocity reads

$$v_c = \frac{2\pi D_0}{b \ln(R/b)} \exp \left( -\frac{\Delta E_{sd}}{k_B T} \right) \left[ \exp \left( \frac{F_c b^2}{k_B T} \right) - 1 \right],$$

where $\Delta E_{sd}$ is the vacancy self-diffusion energy and $D_0$ is the pre-exponential diffusion constant. Because $R/b$ appears as the argument of a logarithm, its precise value has little influence on the climb velocity and is often taken equal to 2$\pi$. The mechanical climb force per unit length, $F_c$, is taken positive when it favors vacancy emission. Because the climb velocity is typically much smaller than the glide velocity, different time steps are used for climb and glide. In this paper, the time step for climb is taken 100 times larger than the time step for glide.

To find the correct displacement field due to a dislocation dipole where one of the dislocations climbs from $(x_0, y_0)$ to $(x_0, y_1)$, the following terms need to be added to the $x$-component of the displacement field published in most texts on dislocations:

$$\frac{b}{2\pi} \left[ \tan^{-1} \left( \frac{y-y_1}{x-x_0} \right) - \tan^{-1} \left( \frac{y-y_0}{x-x_0} \right) \right] + \tan^{-1} \left( \frac{x-x_0}{y-y_1} - \tan^{-1} \left( \frac{x-x_0}{y-y_0} \right) \right).$$

These extra terms account for the displacement caused by the emission or absorption of vacancies during climb and ensure that the displacement discontinuities associated with dislocation motion occur along the path of the dislocations.

Discrete dislocation dynamics simulations were performed for freestanding polycrystalline aluminum films passivated on both surfaces. The films were subjected to uniaxial tension as illustrated schematically in Fig. 1. Thin films of aluminum often have a columnar grain structure, which was modeled as a two-dimensional array of randomly oriented rectangular grains of thickness $h$, in line with Nicola et al. The calculations were carried out for a unit cell of width $w$ consisting of six grains of uniform size $d$ ($w = 6d$). Each grain had three sets of slip planes that differed by a columnar grain structure, which was modeled as a two-dimensional array of randomly oriented rectangular grains of thickness $h$, in line with Nicola et al. The calculations were carried out for a unit cell of width $w$ consisting of six grains of uniform size $d$ ($w = 6d$). Each grain had three sets of slip planes that differed by $60^\circ$. The grain size of the film was 1 $\mu$m, while the thickness of the passivation layers was taken to be 20 $\text{nm}$. The passivation layers were assumed to deform elastically and had the same elastic properties as the film material. Both grain boundaries and passivation layers were assumed impenetrable to dislocations. Periodic boundary conditions were applied at the left and right boundaries of the model. Plane-strain conditions were assumed in the $xy$-plane; the tensile stress in the film was calculated as the stress $\sigma_{xx}$ averaged over the thickness of the film.

The films were initially dislocation free, but dislocation sources were randomly distributed on the slip planes. The
density of dislocation sources was taken as 15 μm⁻² in all simulations. The nucleation strengths of the dislocation sources, τ_{nuc}, were randomly selected from a normal distribution with a mean of τ_{avg} = 100 MPa and a standard deviation of τ_{sd} = 20 MPa. To limit computation time, a high strain rate of 4000 s⁻¹ was used in all simulations. All simulations were performed at a temperature of 900 K. Using molecular dynamics, two- and three-dimensional DDD simulations, and existing experimental results, Davoudi recently studied how DDD parameters change with the temperature, and how these variations affect the yield strength of aluminum thin films. The choice of other parameters and the model are outlined in more detail in Refs. 41 and 42.

To reduce the effects of the initial conditions, four realizations of the model were run for each set of parameters. Realizations differed from each other with respect to grain orientations and locations of dislocation sources.

III. NUCLEATION AND ANNIHILATION RATES

Taylor linked the shear strength of a material to its microstructure. He recognized that the (athermal) flow stress is proportional to the square root of the dislocation density (see Appendix A). To be useful, however, this equation requires knowledge of how the dislocation density and structure evolve during plastic deformation of the material. In the absence of a free surface, the evolution of the dislocation density depends on two simultaneous mechanisms: dislocation nucleation and annihilation. This section is devoted to the derivation of relations that describe the generation and annihilation of dislocations. Simple expressions are developed and compared with simulation results.

A. Density of activated sources

The dislocation nucleation rate is proportional to the density of activated dislocation sources in a material: the higher the density of activated sources, the higher is the generation rate. Here we evaluate the density of activated sources as the stress in the film increases.

Let the probability distribution function (PDF) of the source strengths be denoted by ϕ(τ). Then, if the shear stress on a dislocation source is τ, the probability that τ’ is larger than the source strength and makes the source activated is given by Φ(τ’) = ∫₀^(τ’; τ) ϕ(τ) dτ. In this paper, ϕ(τ) is a normal distribution with a mean τ_{avg} = 100 MPa and a standard deviation τ_{sd} = 20 MPa; thus, its cumulative distribution function (CDF) reads

$$\Phi(\tau) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\tau - \tau_{\text{avg}}}{\sqrt{2} \tau_{\text{sd}}} \right) \right],$$

where "erf" is the error function. Now suppose τᵢ is the resolved shear stress on a slip system. If we ignore local shear stress variations and assume the number of sources on each slip system is approximately the same, the density of the sources that have been activated ρ_{source} can be estimated as

$$ρ_{\text{source}} = \frac{c}{N_{\text{slip sys}}} \sum_{i=1}^{N_{\text{slip sys}}} \rho_{\text{source}}^0 \Phi(τ_i) = \frac{c \rho_{\text{source}}^0}{2} \times \left[ 1 + \frac{1}{N_{\text{slip sys}}} \sum_{i=1}^{N_{\text{slip sys}}} \text{erf} \left( \frac{\sigma \sin \theta_i \cos \theta_i - \tau_{\text{avg}}}{\sqrt{2} \tau_{\text{sd}}} \right) \right],$$

where N_{slip sys} is the number of slip systems, ρ_{source}^0 is the density of all dislocation sources (activated or not) in the film, θᵢ is the angle between slip system i and the x-axis, and c is a proportionality constant of order unity.

In Eq. (2), ρ_{source}^0 and N_{slip sys} are fixed, and the only variable is the resolved shear stress τ. As the number of realizations increases, the average of ρ_{source} becomes independent of the choice of the slip orientations and approaches the following integral:

$$c \rho_{\text{source}}^0 \times \frac{1}{2} \left[ 1 + \frac{1}{\pi} \int_0^\pi \text{erf} \left( \frac{\sigma \sin \theta \cos \theta - \tau_{\text{avg}}}{\sqrt{2} \tau_{\text{sd}}} \right) d\theta \right].$$

Figure 2 shows as a function of applied strain the density of activated sources for three different DDD simulations. The same figure also shows the density of activated dislocation sources determined from Eq. (2), where the resolved shear stress was determined from the average normal stress obtained in the simulations and where the proportionality constant was treated as a fitting parameter. The figure illustrates that Eq. (2) provides a good description of the activated dislocation density and that the fitting parameters are all close to unity. The error in this approximation arises from three different sources: (1) Use of the strength distribution instead of the actual strength of a source introduces an error that decreases with increasing sample size and increased number of dislocation sources in the model. (2) The assumption that the number of sources is the same on each slip system also causes an error that decreases with the number of sources in the DDD model and thus better statistical sampling. (3) The main error arises from using the average normal stress to calculate the resolved shear stress instead of the local stress, which depends on the local dislocation configuration. These errors are captured by the proportionality constant c and cause the constant to deviate from unity.

B. Dislocation nucleation

An activated dislocation source will emit a new dislocation whenever the previously emitted dislocations have traveled far enough to decrease the back stress on the dislocation source. If that travel distance is denoted by ⇓_{back}, then the rate at which dislocations are generated ⇓₊ is given by

$$\frac{d⇓₊}{dr} = ρ_{\text{source}} \ddot{v} y_{\text{back}}.$$
difference between the resolved applied stress, $\tau$, and this back stress exceeds the nucleation stress $\tau^*$, then a dislocation dipole is generated. Note that $\tau^*$ is the nucleation strength of the first source emitting dislocations at the onset of plastic deformation. The minimum distance required for continuation of dislocation emission, $y_{\text{back}}$, can be obtained from the following stress balance:

$$\tau - k \frac{\mu b}{2\pi y_{\text{back}}} = \tau^*, \quad (5)$$

where $k$ is a constant. The resolved shear stress, $\tau$, and the applied normal stress for a polycrystal, $\sigma$, are related through $Mr = \sigma$, where $1/M$ is the average Schmid factor. Also the relationship between shear and normal plastic strains is given by $\gamma_p = M\epsilon_p$. In this model, $M = 3.1$, which is the same as the Taylor factor for fcc and bcc materials. If we substitute $\bar{\eta}$ and $y_{\text{back}}$ from Orowan’s equation and Eq. (5), respectively, into Eq. (4), we can then use the relationships between shear and normal stresses and strains to arrive at the following equation:

$$\frac{d\rho_+}{dr} = 2\pi \beta_1 \rho_{\text{source}} \frac{\sigma - \sigma^* d\eta_p}{\rho \mu b^2} \frac{d\epsilon_p}{dr}, \quad (6)$$

where $\beta_1$ is a proportionality constant, and $\sigma^*$ is the applied stress at the onset of plastic strain.

Figure 3 shows the density of the dislocation nucleation (cumulative number of nucleated dislocations per unit area) versus applied strain obtained from the simulations, denoted by solid lines. The nucleation density can also be determined by integrating Eq. (6) using the stress, plastic strain, and dislocation density from the simulations and by considering $\beta_1$ as a fitting parameter. The results are shown as the dashed curves in Fig. 3. Evidently Eq. (6) provides a very good description of the nucleation rate.

C. Dislocation annihilation

The dislocation annihilation rate is inversely proportional to the mean free path before a dislocation encounters a dislocation of opposite sign. As the mean free path $y_m$ decreases, the annihilation rate increases. Furthermore, the higher the dislocation density, the larger is the chance of annihilation. Thus, the annihilation rate can be written as

$$\frac{d\rho_+}{dr} \propto \rho \bar{\eta} \frac{1}{y_m}, \quad (7)$$

FIG. 2. The solid curves denote the average density of activated dislocation sources in the simulations for three different film thicknesses $h$ when dislocations (a) can only glide or (b) can glide and climb. The dashed curves are the results of the procedure described in Sec. III A. Error bars show the standard error.

FIG. 3. This figure shows how the dislocation density associated with nucleation, $\rho_+$, changes with applied strain, (a) for glide only and (b) for glide and climb. The solid lines were obtained from the simulations for three different film thicknesses $h$. The dashed lines were obtained from the model developed in this paper. Error bars show the standard error.
as suggested by Kocks et al. From geometry, the dislocation density and the mean free path are related through \( \rho \sim \frac{1}{z_m y_m} \), where \( z_m \) is the average distance between dislocations in the direction perpendicular to the slip planes. Assuming that the activated dislocation sources are randomly distributed, \( \frac{1}{z_m} \) is proportional to \( 2\sqrt{\rho_{\text{source}}} \). Substituting these expressions into Eq. (7) and using Orowan’s equation, the annihilation rate becomes

\[
\frac{d\rho}{dt} = \beta_2 M \rho \frac{d\rho}{dr},
\]

where the relationship \( \gamma_p = M\rho \) has been used to convert shear strain rates into normal strain rates and where \( \beta_2 \) is a dimensionless constant.

At the onset of plastic deformation when the dislocation density is low, the assumption that \( y_m \) is proportional to \( 2\sqrt{\rho_{\text{source}}} / \rho \) may yield a value that is larger than the length of the slip plane in very thin films. In this case, the mean free path is solely determined by geometry and may be taken proportional to the film thickness \( h \). The annihilation rate then becomes

\[
\frac{d\rho}{dt} = \beta_2' M \frac{d\rho}{dr},
\]

where \( \beta_2' \) is another dimensionless constant. There may be different dislocation annihilation regimes during plastic deformation of very thin films. At the onset of plastic flow when the dislocation density in the film is low, Eq. (9) may be valid, but as more and more dislocations are generated, the mean free path decreases and Eq. (8) applies.

Figure 4 shows how the dislocation annihilation density (cumulative number of annihilated dislocations per unit area) varies during plastic deformation of a thin film. The solid curves represent the annihilation density obtained from discrete dislocation simulations, while the dashed curves represent the results obtained from the model—Eq. (8) in most cases; Eq. (9) had to be used only for initial flow of the thinnest film. The model provides a very good fit to the simulation results in all cases. The values of the \( \beta_2 \) coefficients are quite small and decrease with increasing film thickness. This happens because only dislocations of opposite signs annihilate each other, and the distance between positive and negative dislocations becomes larger with increasing film thickness, thus reducing the probability of annihilation. The values of the coefficients also decrease when dislocation climb is enabled, primarily because climb tends to disperse dislocations, thus decreasing the probability of annihilation. The value of \( \beta_2' \), on the other hand, seems independent of whether dislocations climb, because dislocation climb only becomes significant at high stresses where the mean free path is smaller than the length of the slip planes in the films.

D. Evolution of the dislocation density

The evolution of the dislocation density depends on both the dislocation nucleation and annihilation rates: \( \dot{\rho} = \dot{\rho}_+ - \dot{\rho}_- \). Combining Eqs. (6) and (8), the rate of change of the dislocation density with respect to the plastic strain can be written as

\[
\frac{d\rho}{d\varepsilon_p} = \frac{\rho}{\dot{\varepsilon}_p} = 2\pi \beta_1 \rho_{\text{source}} \frac{\sigma - \sigma^*}{\rho \mu b^2} - \beta_2 M \frac{\rho}{2b\sqrt{\rho_{\text{source}}}}.
\]

If the mean free path of the dislocations is limited by the film thickness, the rate of change of the dislocation density is given by

\[
\frac{d\rho}{d\varepsilon_p} = 2\pi \beta_1 \rho_{\text{source}} \frac{\sigma - \sigma^*}{\rho \mu b^2} - \beta_2' M \frac{h}{bh}.
\]

Another length scale that may play a role in the governing equation is the spacing of obstacles in the film. In general, obstacles may be precipitates or immobile dislocations, and may result in the formation of pile-ups that increase the flow stress of the material. The hardening effect of obstacles is governed by their density and strengths. If the density of obstacles is large, the mean free paths \( y_m \) may be limited by obstacle spacing and Eqs. (10) or (11) may need to be modified.

Experiments and calculations indicate that the absence of passivation layers on the surfaces of a film lowers
the flow stress and hardening rate. If the surfaces of the film are not passivated, dislocations can escape from the film and a term that accounts for dislocations leaving the film needs to be subtracted from the right hand sides of Eq. (10) or (11). This term is similar to the expression developed by Nix and Lee for the rate of dislocations leaving micropillars and is inversely proportional to the film thickness.

As plastic flow proceeds, the dislocation density rises and the number of activated sources increases. If the film contains a finite number of dislocation sources, \( \rho_{\text{source}} \) will approach the total density of sources and eventually the right hand side of Eq. (10) will vanish: The evolution equation has an asymptote and the normal stress saturates. This behavior is observed in some experiments on bulk materials at high temperatures (see, e.g., Ref. 7) and in many simulations if the initial density of sources is high or the grains are relatively large (see, e.g., Ref. 53). Higher temperatures, a high density of initial sources, and large grains ensure the validity of the Taylor equation with a constant coefficient. At high temperatures, dislocations become more dispersed; large grains delay the formation of pile-ups, and a high density of sources increases the interactions of dislocations on different slip planes compared to the interactions of dislocations on the same slip planes. When these conditions are met, the hardening rate decreases and the stress may reach a saturation stress provided that the governing Eq. (10) remains true.

In this study, we consider a fixed number of dislocation sources. In three-dimensional problems, junctions form when two dislocations on different slip planes intersect. These junctions can restrict the motion of dislocations, provide pinning points, and act as new Frank-Read sources. It is then reasonable to assume that the density of activated sources is proportional to the dislocation density. If we insert \( \rho_{\text{source}} \propto \rho \) into Eq. (10) and use the Taylor equation (A3), we arrive at the deterministic equation for the evolution of the total dislocation density proposed by Hähner.

The evolution equation developed in this paper contains two constants that need to be determined from experiments or simulations. Since dislocations do not leave the surface in the model considered here, the evolution equation can also be applied to bulk materials provided the correct density of sources is used. Thus it may be possible to determine these parameters from measurements performed on bulk materials with the same grain size. Alternately the parameters may be determined at the micro-scale using DDD simulations and then be used in a multiscale model for bulk materials.

### IV. CONCLUSIONS

Expressions have been developed for the density of activated dislocation sources, the rate of dislocation nucleation, and the rate of dislocation annihilation. These equations are summarized in Table I. For low dislocation densities and very thin films, these expressions may change because of geometrical considerations. Comparison between the discrete dislocation simulations and the models reveals very good agreement. With the aid of these expressions, we have developed a dislocation evolution equation that contains just two parameters.
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### APPENDIX: TAYLOR EQUATION

The Taylor equation was one of the first expressions relating the flow stress of a material to its dislocation density. The expression was first developed by Taylor in an attempt to describe work hardening. The equation arises naturally if one assumes the flow stress is the external stress required to drive two dislocations on parallel slip planes past one another. Given that the maximum shear stress associated with a dislocation is of order \( \mu b/r \), where \( \mu \) is the shear modulus and \( r \) the distance to the dislocation, and that the average spacing between randomly distributed dislocations is of order \( 1/\sqrt{\rho} \), the flow stress \( \tau \) of a material can be written as

\[
\tau = \tau_0 + x \mu b \sqrt{\rho}.
\]  

(A1)

In this expression, \( x \) is a dimensionless parameter ranging from 0.05 to 2.6 for different materials, and \( \tau_0 \) is the flow stress of the material in the absence of dislocation interactions. In other words, \( \tau_0 \) is the shear resistance to dislocation motion when \( \rho \approx 0 \). Other work-hardening models lead to a similar linear relation between the flow stress and the square root of the dislocation density, but with different proportionality constants. It is convenient to rewrite Eq. (A1) as in Ref. 56

\[
\tau - \tau^* = x \mu b \left( \sqrt{\rho} - \sqrt{\rho^*} \right),
\]  

(A2)

where \( \tau^* \) and \( \rho^* \) are the flow stress and dislocation density at the point where the material first becomes plastic. Many experiments have shown that the Taylor equation holds true for f.c.c., b.c.c., and h.c.p metals, as well as for ionic and covalent materials, both in single crystals and in polycrystals, as long as the flow stress is solely controlled by interactions between dislocations. The shear flow stress \( \tau \) of a single crystal to the uniaxial flow stress \( \sigma \) of a polycrystal is related through \( \sigma = M \tau \), where in our model \( M = 3.1 \) is
equivalent to the Taylor factor. In the absence of a crystallographic texture, the Taylor factor takes a value of 3.1 for f.c.c. and b.c.c. metals in tension or compression.\textsuperscript{57,58} Therefore, the Taylor equation can be reformulated for a uniaxial loading of a polycrystal as
\[
\sigma = \sigma^e + Mzb\mu(\sqrt{\rho} - \sqrt{\rho^*}). \tag{A3}
\]

Figure 5 shows several stress-strain curves obtained for films with different thicknesses using DDD simulations. The solid lines represent the simulation results; the dashed lines represent the stress-strain curves derived from the Taylor model, Eq. (A3), using the results of the simulations in the following manner: at each strain, the stress and the dislocation density are known from the simulation results. The proportionality constant is determined by linear regression of \(\sigma - \sigma^e\) on \(Mzb\mu(\sqrt{\rho} - \sqrt{\rho^*})\). Then \(zE_0zb\mu(\sqrt{\rho} - \sqrt{\rho^*})\) versus the strain for different film thicknesses are depicted by dashed lines. The figure clearly illustrates that the Taylor equation provides a good fit to the simulation data for small strains (\(\varepsilon < 0.7\%\)), whether or not dislocation climb is enabled.

When dislocation climb is enabled, dislocations are more dispersed, and the average spacing between dislocations is larger than when dislocations can only glide. For this reason, the values of \(z\) are smaller in Fig. 5(b) than in Fig. 5(a). A large number of experimental observations indicate that \(z\) decreases with increasing temperature.\textsuperscript{3} This decrease is attributed to the activation of recovery mechanisms such as cross slip and dislocation climb and to the dispersion of dislocations, in line with what is observed here.

At larger strains, the agreement between the Taylor equation and the stress-strain curves in Fig. 5(a) is not as satisfying: the stress-strain curves derived from the simulations tend to show linear hardening, while the Taylor equation predicts parabolic hardening. This discrepancy can be attributed to the formation of dislocation pile-ups in the simulation. As plastic deformation proceeds, the number of dislocations in pile-ups increases and the number of dislocations is a linear function of the external stress.\textsuperscript{59,60}

When the dislocation structure is converted from a random distribution to an organized microstructure, Eq. (A3) remains valid if \(z\) is allowed to vary with \(\varepsilon_p\). For example, experiments on bulk materials have shown that \(z\) decreases with increasing deformation when dislocation cells form inside the grains.\textsuperscript{3} The results in Fig. 5 suggest that pile-up formation in thin films may cause \(z\) to increase with \(\varepsilon_p\). If \(z\) varies with \(\varepsilon_p\), the work-hardening rate \(\theta_p\) of a polycrystalline metal can be written as
\[
\theta_p \equiv \frac{d\sigma}{d\varepsilon_p} = \frac{z\mu Mzb}{2\sqrt{\rho}} \frac{d\rho}{d\varepsilon_p} + \left(\sigma - \sigma^e\right) \frac{d\ln z}{d\varepsilon_p}. \tag{A4}
\]

The change in \(z\) is usually negligible for small strains. Thus finding the hardening rate requires an expression for \(d\rho/d\varepsilon_p\).
