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Competition in Digital Markets: Role of Data and Network

Abstract

This dissertation studies how resources like proprietary data or market factors such as network
interconnectivity influence the barrier to entry into digital markets, and analyzes their impact on the
competitiveness and growth of digital firms.

Network interconnectivity measures the degree to which consumers in one market purchase
products and services from the providers in a different market. In chapter 2, in the context of digital
platforms, I examine how such network interconnectivity affects interactions between an incum-
bent firm serving in multiple markets and an entrant seeking to enter one of these markets.

Chapter 3 investigates the role of data, as a critical resource for digital firms, in creating barriers to
entry of competitors. In this chapter, I mainly study how data perishability, which measures the loss
in the value of data over time in dynamically changing environments, influences the barrier to entry
and, thereby, the competitiveness of an incumbent firm.

Finally, chapter 4 proposes a framework to measure the data perishability rate in various business
contexts. The proposed method uses user-generated text data from Reddit.com and estimates the
loss in the value of text data to the algorithmic prediction of conversations over time. In this chap-
ter, I argue that the measurement is correlated with the speed of change (and how fast data loses its
value) in various business areas.
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1
Introduction

Extensive literature exists on how firms compete and ultimately thrive in a market. These studies

offer a variety of theories on how various factors, like the resources firms own, their capabilities,

and the characteristics of the market they tap into, influence their competitiveness and survival

(16,99,102,62,25,69,115). These factors contribute to creating competitive advantage differently, and

their impact varies across markets, contexts, and business areas. For example, producing cheaper

and at a larger scale is often what managers at traditional firms (Firms that usually produce physi-
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cal goods and have people at the core of their operations) are after to create competitive advantage.

These cost and scale desires are mostly met by finding and securing cheaper supplies, developing

technologies and innovations to increase productivity and efficiency, and leveraging the cost ad-

vantages gained from scaling the size and the variety of offered goods, known as economies of scale

and scope (16,62,99,25). Market characteristics related to the networks these firms connect to are also

important * (69). However, their impacts are weaker for firms that aren’t sufficiently large due to

physical, technological, and organizational constraints that limit the scale. For example, expanding

a physical shopping mall to include more shops increases the variety of services a shopper can get.

Despite that, beyond a physical limit, shoppers find the expansion overwhelming, and the quality of

their shopping experience deteriorates. University is another example where offering more variety of

courses to a larger audience is a plus. Yet, physical and organizational challenges prevent it from such

expansion.

For firms offering digital goods and services, in contrast to traditional firms, competitive advan-

tage is increasingly defined by controlling resources like data and their ability to shape digital net-

works (63). In other words, in making a firmmore competitive in digital markets, the contribution

of the market’s network characteristics and securing resources like data is more significant. Because,

first, certain costs associated with economic activities fall substantially with digitization, making

cost reduction a second priority. For example, operations, storage, search, replication, transporta-

tion, tracking, and verifications costs are considerably lower in digital markets (50). Second, digital

technologies are not bound by physical constraints and often present substantial scalability. For

example, Coursera Inc and EdX offer far more variety of courses to a significantly larger user base

than any traditional university. The StanfordMachine Learning course that AndrewNg offered

*There are other market characteristics like heterogeneity in participants’ preferences where firms can
compete by crafting different business models. For example, firms offering similar, even identical, products
and services may have different revenue formulas (Subscription vs. pay-as-you-go) and compete to gain dif-
ferent market segments. However, in this dissertation, I am only concerned about the role of networks these
firms tap into.
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at Coursera in 2011 had more than 2 million enrolled students, which in terms of enrollee number

surpasses any class in the history of the traditional system. Another example is the Amazon market-

place, which, compared to brick-and-mortar chains, offers a significantly greater variety of goods

from distant locations because physical constraints do not bind it. Such scalability amplifies the role

of market characteristics like the network in creating and sustaining competitive advantages for dig-

ital firms. Therefore, cost reduction as the second priority, together with substantial scalability of

digital solutions, puts securing resources and shaping and controlling digital networks at the fore-

front of managers’ priorities in digital firms.

This dissertation investigates how resources like proprietary data and market factors such as net-

work interconnectivity influence the barrier to entry into digital markets and analyzes their impact

on the competitiveness and growth of digital firms.

Chapter 2 investigates the role of network interconnectivity in creating barrier to entry in the

context of digital platformmarkets. In certain platform networks, buyers in one market purchase

products and services from providers in many different markets, whereas in others, buyers primarily

purchase from providers within the same market. Accordingly, network interconnectivity —which

measures the degree to which consumers in one market purchase from providers in a different mar-

ket — varies across different industries. This chapter examines how network interconnectivity af-

fects interactions between an incumbent platform serving multiple markets and an entrant platform

seeking to enter one of these markets. The model yields several interesting results. First, even if the

entrant can advertise at no cost, it still may not want to make every user in a local market aware of its

service, as doing so may trigger a competitive response from the incumbent. Second, having more

mobile buyers, which increases interconnectivity between markets, can reduce the incumbent’s

incentive to fight and, thus, increase the entrant’s incentive to expand. Third, more robust intercon-

nectivity between markets may or may not make the incumbent more defensible: when advertising

is not costly and mobile buyers consume in both their local markets and the markets they visit, a
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large number of mobile buyers will increase the entrant’s profitability, thereby making it difficult

for the incumbent to deter entry. However, when advertising is costly or mobile buyers only con-

sume in the markets they travel to, a large number of mobile buyers will help the incumbent deter

entry. When advertising cost is at an intermediate level, the entrant prefers a market with moderate

interconnectivity between markets. Fourth, it finds that even if advanced targeting technologies can

enable the entrant to also advertise to mobile buyers, the entrant may choose not to do so in order

to avoid triggering the incumbent’s competitive response. Finally, we find that the presence of net-

work effects is likely to decrease the entrant’s profit. The results offer managerial implications for

platform firms and help understand their performance heterogeneity.

In chapter 3, this thesis investigates how heterogeneity in data sourcing of an incumbent firm

influences the barrier to entry of a new competitor. For simplicity and without loss of generality, I

focus on the heterogeneity across time and study the time value of data in a dynamically changing

environment. This chapter challenges managers’ belief that collecting more data will continually

improve the accuracy of machine learning models. This belief is engrained by the statistical theories

on how the accuracy of machine learning models scales with the dataset size and the managerial

theories on how the economic value created by a firm scales with the resources (2,6,21,23).

We argue that when data lose relevance over time, it may be optimal to collect a limited amount

of recent data instead of keeping around an infinite supply of older (less relevant) data. In addi-

tion, we argue that increasing the stock of data by including older datasets may, in fact, damage the

model’s accuracy. Expectedly, the model’s accuracy improves by increasing the flow of data (de-

fined as data collection rate); however, it requires other tradeoffs in terms of refreshing or retraining

machine learning models more frequently.

We use these results to investigate how the business value created by machine learning models

scales with data and when the stock of data establishes a sustainable competitive advantage. We

argue that data’s time-dependency weakens the barrier to entry that the stock of data creates. As a
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result, a competing firm equipped with a limited (yet sufficient) amount of recent data can develop

more accurate models. This result, coupled with the fact that older datasets may deteriorate models’

accuracy, suggests that created business value doesn’t scale with the stock of available data unless the

firm offloads less relevant data from its data repository. Consequently, a firm’s growth policy should

incorporate a balance between the stock of historical data and the flow of new data.

This research complements its theoretical results with an experiment. In the experiment, it uses

the simple and widely used machine learning task known as next-word prediction. We empirically

measure the loss in the accuracy of a next-word prediction model trained on datasets from various

time periods. Our empirical measurements confirm the economic significance of the value decline

over time known as data perishability. For example, 100MB of text data, after seven years, becomes

as valuable as 50MB of current data for the next-word prediction task.

Chapter 4 aims to measure the data perishability rate for various business areas. What is often less

appreciated in management literature is that the time value of data for digital firms ranges widely

with the business area they are operating in. This variance call for new strategies and management

practices and has significant implications for policymakers and regulators (35,76,85,110,111,45,98) now

faced with designing policy to guard against bias, enhance user privacy, increase consumer welfare

and safeguard competition. In this chapter, I use user-generated text data from Reddit.com and

compare the time-dependency across various Reddit topics (Subreddits). I make this comparison

by measuring the rate at which the user-generated text data loses its relevance to the algorithmic pre-

diction of conversations. I show that different subreddits have different rates of relevance decline

over time. The decay rate on slow-varying subreddit like ”history” is very low, as data maintains its

value indefinitely. In contrast, subreddits like ”world news” have a significantly higher decay rate

and lose their value relatively quickly. Relating the text topics to various business areas of interest, I

argue that competing in a business area in which data value decays rapidly alters strategies to acquire

a competitive advantage. When data value decays rapidly, access to a continuous flow of data will
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be more valuable than access to a fixed stock of data. In this kind of setting, improving user engage-

ment and increasing the user-base help create and maintain a competitive advantage (69).
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2
Network Inter-connectivity and Entry into

PlatformMarkets

Digitalization has led to the emergence of numerous platforms in our economy today (108,64,88).

Examples of popular platforms include Uber in the transportation industry, Airbnb in the accom-

modation industry, Craigslist in the classifieds market, and Groupon in the local daily deals market.

A growing body of literature on information systems attempts to understand the optimal strategies
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for digital platforms to scale and compete. Scholars have examined a variety of issues, including op-

timal pricing (88), interactions between competing platforms (71,86,114), optimal business models

(26,87,105), strategies to motivate third-party providers (60,73), matching efficiency between buy-

ers and sellers (59,113), platforms’ investment decisions (9), managing multigenerational platforms

(55), and contractual relationships or tensions between platform owners and third-party providers

(61,56,79).

This study adds to this literature by examining how network characteristics affect the strategies

and performance of competing platforms. All platforms exhibit two-sidedness in that they facilitate

matching and transactions between consumers and service providers in their markets, but the in-

terconnectivity of their businesses—which measures the degree to which consumers in one market

purchase services from service providers in a different market—varies considerably across industries.

For example, the network structure of Upwork, an online marketplace that connects millions of

businesses with freelancers around the globe, exhibits high interconnectivity among different mar-

kets. In contrast, Uber’s network consists of local network clusters with some interconnectivity:

riders transact with drivers in their city, and, except for frequent travelers, they care most about the

local availability of Uber drivers. We observe similar local network clusters with some interconnec-

tivity in group buying platforms such as Groupon, classifieds sites such as Craigslist, food delivery

platforms such as Grubhub, and restaurant-reservation platforms such as OpenTable, and market-

places that match freelance labor with local demand such as TaskRabbit, Instacart, and Rover.

The network interconnectivity of a platformmarket has important implications for the prof-

itability and defensibility of incumbent platforms. When the network is strongly interconnected,

it is difficult for a new entrant to compete, particularly when consumers in one local market mostly

purchase services from other markets. A platform that enters one local market, for example, would

waste a significant amount of marketing resources to build awareness among local consumers and

service providers without generating a large number of transactions. Therefore, for a new plat-

8



form, entry into highly interconnected markets is costly. In contrast, when consumers and service

providers mostly transact within their local clusters, it is relatively easy for a new platform to enter,

as it can specialize in one local cluster and build awareness from there. In the ridesharing industry,

many entrants have challenged market leaders in local markets. Fasten entered the Boston market in

2015 to compete with Uber and Lyft with a much smaller budget. In New York City, Juno and Via

have been competing with Uber and Lyft for years, andMyle was launched recently. Uber also faced

a wave of rivals in London, including Estonia’s Bolt, France’s Kapten, Israel’s Gett, and India’s Ola.

Didi, the largest ridesharing company in China, constantly faced new entrants in multiple cities.

This study adopts a game-theoretical approach to examine how network interconnectivity affects

competitive interactions between an incumbent platform and an entrant platform. The incumbent

platform has an installed base of buyers and service providers in multiple local markets; the entrant is

interested in entering one of these markets. To capture interconnectivity between local markets, the

assumption is that some buyers are mobile: they travel between markets, purchasing services in each.

In the first stage, the entrant invests money to build brand awareness in one of these markets. In the

second stage, the incumbent and the entrant set prices for buyers and wages for service providers

in that market. Finally, in the third stage, buyers and service providers in that market choose one

platform to conduct transactions.

The model yields several interesting results. First, even if the entrant can advertise at no cost, it

still may not want to make every user in a local market aware of its service, as doing so may trigger

a competitive response from the incumbent. Second, having more mobile buyers, which increases

interconnectivity between markets, can reduce the incumbent’s incentive to fight and, thus, in-

crease the entrant’s incentive to expand. Third, stronger interconnectivity across markets may or

may not make the incumbent more defensible. When advertising is not costly, and mobile buyers

consume in both their local markets and the markets they visit, a large number of mobile buyers

(i.e., great interconnectivity) will increase the entrant’s profitability, thereby making it difficult for
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the incumbent to deter entry. This result is somewhat surprising: great interconnectivity is sup-

posed to provide the entrant with a disadvantage because it increases the size of the incumbent’s

potential market while retaining the size of the entrant’s potential market. When advertising cost

is at an intermediate level, the entrant prefers a market with moderate interconnectivity between

markets. When advertising is costly, or mobile buyers only consume in the markets they travel to, a

large number of mobile buyers will help the incumbent deter entry. Fourth, we find that even if ad-

vanced targeting technologies can enable the entrant to also advertise to mobile buyers, the entrant

may choose not to do so to avoid triggering the incumbent’s competitive response. Finally, we find

evidence that the presence of network effects is likely to decrease the entrant’s profit.

In the literature on platform strategies, our approach to the problem is closely related to the lit-

erature examining entry into platformmarkets. Studies have identified a number of factors that in-

fluence the success or failure of entrants in platformmarkets, such as the strength of network effects

(115,86), platform quality (80,103), multi-homing (24,71,8), and exclusivity (32). All these studies as-

sume a strongly interconnected network. As indicated by Afuah et. al (4), this assumption does not

reflect the actual networks in most industries. This study extends this literature by examining how

network interconnectivity affects the strategies and performance of incumbents and entrants.

Broadly, this research is related to competitive interactions between incumbents and entrants.

Theoretical models in the literature focus on incumbent strategies such as capacity investment to

deter or accommodate entry (43,106). Empirical studies often find that incumbent reactions to en-

trants are selective (47): while some incumbents choose to react to entrants aggressively, others do

not appear to respond to entry. Studies have also shown that this variation in responses often de-

pends on entrant characteristics, such as scale (36,68). Our model finds support for these empirical

results. Chen and Guo (27) document a similar result regarding an entrant refraining from over-

advertising to avoid competitive response from a competitor but in a very different setting. In their

setting, a third-party seller sells the same product as a retail platform, and the seller needs to decide
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howmuch to advertise through other channels, such as search engines and social media. This re-

search differs from these studies by examining how network interconnectivity changes the incum-

bent’s incentives to react, the entrant’s incentives to advertise, and the entrant’s profit. We show

that buyers’ consumption behavior matters: when mobile buyers consume in local markets, greater

network interconnectivity sometimes increases entrant profits; however when they do not, greater

network interconnectivity reduces entrant profits.

This research is also related to studies that examine how network structures affect product dif-

fusion (1,100,101,109). These studies typically focus on social networks, like instant messaging plat-

forms, and examine questions related to issues such as seeding within these networks (46,81), pricing

policies to facilitate product diffusion (20,77), network formation processes and how local network

clustering leads to local bias (78), prediction accuracy (91), and market segmentation (15). These

networks have more complicated connections because they depend on individuals’ own social net-

works, and, consequently, these studies rely on simulations or descriptive results. We adopt a differ-

ent perspective to focus on how interconnectivity between local markets affects market entry and

derive closed-form solutions.

The remainder of the chapter is organized as follows. In Section 2.1, we introduce the model

and analyze the competitive interactions between an incumbent and an entrant. In Section 2.2, we

examine extensions to our main models. In Section 2.3, we conclude by discussing the implications

of our results and potential future research.

2.1 TheModel

2.1.1 Model setup

Assume that there are multiple local markets each withN buyers who are currently using the in-

cumbent’s platform (denoted as I) for transactions. A fraction of buyers in each market are mobile

11



— r percent of them travel between markets. Assume the movement is random, so that in equi-

librium, in each market, rN buyers visit other markets and rN additional buyers come from other

markets to make purchases. Hence, rmeasures the interconnectivity between these markets. Each

mobile buyer places one order for the service in his local market and another order when he trav-

els. For example, riders use ride-sharing services in their local markets; when they travel, they use

ride-sharing services in other markets.(We consider the scenario in which mobile buyers do not con-

sume in their local markets in an extension.) Each service provider fulfills one order at most. To

accommodate these mobile buyers, each market has (1+ r)N service providers. Table 2.1 provides a

summary of the notations used in the main model.
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Figure 2.1: Sequence of the game

Before an entrant (denoted as E) enters one of these markets, the incumbent serves the market

as a monopoly and all the users (i.e., both service providers and buyers) are aware of the incum-

bent.(This assumption is relaxed in an extension of the model in which not all buyers and sellers are

aware of the incumbent.) Neither the buyers nor the service providers are aware of the entrant, but

the entrant can advertise to build awareness.

The game proceeds as follows, as depicted in Figure 2.1. In the first stage, the entrant invests to

build brand awareness among users in the local market. Advertising is costly, and it costs the entrant

L(n) to reach n potential users. The entrant decides on θ, a fraction of the potential users reached

through advertising.* Because we haveN buyers and (1 + r)N service providers, n = θ(2N + rN).

Following the literature (104,106,39,66), we assume the advertising cost is a (weakly) increasing and

convex function of n : L′(n) ≥ 0 and L′′(n) ≥ 0. Note that even with digital technologies, it

remains costly to build awareness. While certain platforms may be able to attract their first tranche

of customers relatively inexpensively, through word-of-mouth or other low-cost strategies, the cost

typically begins escalating when the platform begins to look for new and somewhat different cus-

tomers through search advertising, referral fees, and other marketing strategies.† Consequently,

*Our results continue to hold qualitatively if the performance of the entrant’s advertising level is uncer-
tain (i.e., when the entrant decides θ the fraction of potential users reached through advertising becomes θ + ε
where ε is a random variable).

†See, for example, “Unsustainable customer acquisition costs make much of ecommerce profit proof,”
Steve Dennis, Forbes, August 31, 2017.
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many platforms exit the market after burning too much money on customer acquisition. In our

model, we allow advertising cost to vary and examine its implications on platform strategies and

performance. In the main model, we also assume that the entrant is not able to advertise to mobile

buyers. We relax this assumption in an extension.

In the second stage, the incumbent sets the price to each buyer, denoted as pI, and the wage to

each service provider, denoted as wI, in the local market. The entrant also sets the price for the ser-

vice buyers, denoted as pE, and the wage for the service providers, denoted as wE. Here, the subscript

denotes the platform (I for incumbent and E for entrant). For example, Instacart, decides the prices

for users and the wages for shoppers. Uber decides the rates for riders and the commissions it takes

before passing on the revenue from riders to drivers, which effectively determines the wages for

drivers. Consistent with the practice, we allow firms to set different prices and wages in different

markets, but they do not price discriminate based on whether a buyer is local or mobile within a

market. We denote each buyer’s willingness to pay for the service as v. Further, we normalize the

value of outside options to zero and the service providers’ marginal cost to zero. ‡ Hence, without

the entrant, as a monopoly, the incumbent will choose pI = v and wI = 0.

In the third stage, the rNmobile buyers from other markets arrive. Buyers and service providers

choose one platform on which to conduct transactions. Mobile buyers are not exposed to the en-

trant’s advertisements and are, therefore, only aware of the incumbent. Hence, the entrant and the

incumbent compete for buyers and service providers from the local market, but the mobile buyers

will only use the incumbent platform.

The (1 − θ) portion of users in the local market is only aware of the incumbent and will buy or

provide the service on the incumbent platform as long as they receive a non-negative utility from the

incumbent. Specifically, a buyer will buy the service as long as pI ≤ v, and a service provider will

‡If we allow the marginal cost to be a positive constant, then the equilibrium service prices will increase by
this constant.
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provide the service as long as wI ≥ 0. Because pI ≤ v and wI ≥ 0 always hold, these users will always

use the incumbent’s platform.

The θ portion of users in the local market becomes aware of both the incumbent and the entrant

and will remain with the incumbent’s platform unless the entrant provides a higher utility. If a user

elects to switch to the entrant’s platform, there is a switching cost that varies across users. We de-

note this cost for a service provider, i, as ci and for a buyer, j, as aj. Similar to Ruiz-Aliseda (95), we

assume that both ci and aj follow a uniform distribution between zero andm, wherem captures the

difficulty in switching to a new service in the market. To be consistent with real world scenarios,

we assume thatm is sufficiently large (i.e., there are some users whose switching cost is sufficiently

large) so that, in equilibrium, the entrant will not take away the entire segment of users who are

aware of both platforms. (Mathematically, this assumption requires that the distribution of the

switching cost be sufficiently sparse—that is,m > 9(1+r)v
16(2+r) .)

Among the θ portion of service providers, a service provider, i, will choose the entrant if the util-

ity from using the entrant’s platform (US
Ei = wE − ci) is greater than the utility from using the

incumbent’s platform (US
Ii = wI). Here, the subscript again denotes the platform (I for incumbent

and E for entrant) and the superscript denotes the user (S for service provider and B for buyer). The

solution to the equationUS
Ei = US

Ii is c
∗ = wE − wI, describing the switching cost of the indifferent

service provider. Thus, service providers with ci < c∗ will choose the entrant and those with ci ≥ c∗

will choose the incumbent. LetNS
I denote the number of service providers selecting the incumbent

andNS
E denote the number of service providers selecting the entrant. Then, we have the following

two equations:

NS
I = (1− c∗

m
θ)(1+ r)N (2.1)

NS
E =

c∗

m
θ(1+ r)N. (2.2)
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Similarly, a buyer, j, will choose the entrant if the utility from using the entrant’s platform (UB
Ej =

v − pE − aj) is greater than the utility from using the incumbent’s platform (UB
Ij = v − pI). The

solution to the equationUB
Ej = UB

Ij is a
∗ = pI − pE. Thus, buyers with aj < a∗ will choose the

entrant and those with aj ≥ a∗ will choose the incumbent. LetNB
I denote the number of service

buyers selecting the incumbent andNB
E denote the number of service buyers selecting the entrant.

We obtain the following two equations:

NB
I = (1− a∗

m
θ+ r)N. (2.3)

NB
E =

a∗

m
θN. (2.4)

We can then derive the incumbent’s profit, πI, and the entrant’s profit, πE, from the local market as

follows:

πI = min (NS
I ,NB

I )(pI − wI) (2.5)

πE = min (NS
E,NB

E)(pE − wE)− L(θ(2N+ rN)) (2.6)

It is possible that under some prices and wages of the two platforms, the number of buyers is

not the same as the number of service providers. In such cases, either some buyers’ orders are not

fulfilled, or some service providers will not serve any buyers and hence earn no income.

2.2 Equilibrium Analysis

We use backward induction to derive the equilibrium. Specifically, we first derive each platform’s

optimal price and profit given the entrant’s advertising decision and then solve for the entrant’s
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optimal advertising decision in the first stage.

To derive each platform’s optimal price given the entrant’s advertising decision, we recognize

that it is often difficult to derive closed-form equilibrium solutions when we allow two competing

platforms to set prices on both sides, especially when the platforms are heterogeneous. Prior studies

have often had to make simplifying assumptions, such as a fixed price (or royalty rate) on one-side

of the market, symmetric pricing, or one platform being an open source platform and, thus, free

(108,38,22,3). In this study, we take advantage of a market clearing condition to derive the optimal

prices and wages for the two competing platforms. Specifically, we prove that, in equilibrium, the

incumbent and the entrant will always choose their prices and wages so that the number of service

providers using a platform equals the number of buyers using the same platform: NS
I = NB

I and

NS
E = NB

E. Lemma 2.2.1 states this result (proofs of all lemmas and propositions for the main model

are provided in the appendix).

Lemma 2.2.1. The incumbent and the entrant will set their prices and wages so that the number of

service providers using a platform equals the number of buyers using the same platform.

The intuition for Lemma 2.2.1 is that if the numbers on the two sides are not balanced, a firm

can adjust its price or wage to get rid of excess supply or demand to increase its profitability. The

lemma suggests that a∗ = (1 + r)c∗. Hence, (pI − pE) = (1 + r)(wE − wI). Thus, we can rewrite

the profit functions as follows:

πI =
(
1− pI − pE

m
θ+ r

)
N
(
pI +

pI − pE
1+ r

− wE

)
. (2.7)

πE =
pI − pE

m
θN
(
pE −

pI − pE
1+ r

− wI

)
− L(θ(2N+ rN)). (2.8)

We can then derive each platform’s optimal price and profit, given the entrant’s advertising deci-
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sion, as shown in proposition 2.2.1.

Proposition 2.2.1. Given the entrant’s choice of advertising intensity θ, the optimal prices, number of

buyers and service providers, and platform profits can be determined as follows:

i If 0 ≤ θ ≤ min
(
2m(2+r)

3v , 1
)
, then p∗I = v, w∗

I = 0,p∗E = (3+r)v
2(2+r) , w

∗
E = v

2(2+r) , N
B∗
I =

NS∗
I = N(1+r)

2

(
2− θ v

m(2+r)

)
, NB∗

E = NS∗
E = N(1+r)θv

2m(2+r) , π
∗
I (θ) = N(1+r)v

2

(
2− θv

m(2+r)

)
,

and π∗E(θ) =
N(1+r)θv2
4m(2+r) − L(θ(2N+ rN)).

ii If min
(
2m(2+r)

3v , 1
)

< θ ≤ 1, then p∗I = (2(2+r)m)
3θ ,w∗

I = 0,p∗E = (3+r)m
3θ ,w∗

E = m
3θ ,

NB∗
I = NS∗

I = 2N(1+r)
3 , NB∗

E = NS∗
E = N(1+r)

3 , π∗I (θ) = 4Nm(1+r)(2+r)
9θ , and π∗E(θ) =

Nm(1+r)(2+r)
9θ − L(θ(2N+ rN)).

When θ is smaller than a certain threshold
(
min(2m(2+r)

3v , 1)
)
, we find that the incumbent plat-

form chooses not to respond to the entrant. It continues to charge the monopoly price, v, and offer

the monopoly wage, zero, although its profit does decrease as θ increases because it loses market

share to the entrant. The entrant platform incentivizes some buyers and service providers to switch

by charging a lower price and offering a higher wage.

The threshold for θ (weakly) increases with r because mobile buyers are only aware of the incum-

bent platform (i.e., the incumbent platform has monopoly power over them) and their existence

reduces the incumbent’s incentive to respond to the entrant. It is thus not surprising that the en-

trant can take advantage of this lack of incentive and increase its advertising intensity. The number

of transactions hosted on the incumbent platform increases with r because of mobile buyers from

other markets, even though the incumbent loses more transactions from local buyers to the entrant

when r increases. The incumbent platform’s profit increases with r because of the increase in trans-

actions at the same monopoly price it charges. The number of transactions the entrant serves also

increases with r because it can advertise more aggressively without triggering a competitive response

from the incumbent. The entrant’s profit increases with rwithout taking the advertising cost into
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account. If advertising cost increases significantly with r, the entrant’s profit may decrease with r, a

scenario which will be examined later.

When θ is larger than the threshold, however, the entrant platform has the potential to steal a

large market share from the incumbent. The incumbent platform chooses to respond by lowering

its price to buyers. The entrant platform thus lowers its price to buyers as well. Note that the wages

offered by the entrant in this case decrease with θ. This is because even though advertising reaches

many service providers, there is no demand for all the service providers due to the competitive re-

sponse from the incumbent on the buyer side, thereby allowing the entrant to offer lower wages.

We again find that because mobile buyers reduce the incumbent’s incentive to fight, both the

incumbent and the entrant can charge (weakly) higher prices to buyers while maintaining the same

wages as r increases. They both have more transactions when r increases. The incumbent’s profit

increases with r, while the entrant’s profit increases with rwhen its advertising cost does not increase

too much with r.

Note that when θ is larger than the threshold, as θ increases, the profits of both platforms decrease

due to intense competition even without considering advertising cost. Thus, we expect the entrant’s

optimal choice of θ to be no more than the threshold
(
min(2m(2+r)

3v , 1)
)
. That is, it is in the best

interest of the entrant not to trigger the incumbent’s competitive response.

Corollary 2.2.1. The entrant’s optimal choice of advertising intensity θ always satisfies θ ≤ min(2m(2+r)
3v , 1).

The exact optimal level of θ for the entrant depends on the cost of advertising, L(n) = L(θ(2N+

rN)). Following the literature, Thompson and Teng (104), Tirole (106), Esteves and Resende (39),

Jiang and Srinivasan (66), we assume a quadratic cost function, L(n) = kn2, where k ≥ 0. A large k

suggests that advertising is costly, while a small k suggests that it is inexpensive.§

§If there is no cost for the entrant to reach its fans, we can modify the cost function to be of the form
L(n) = k(max(n− z, 0))2, where z is the total number of fans. Our results hold qualitatively.
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(a) Entrant’s profit. The vertical lines indicate the optimal θ
for each scenario.

(b) Incumbent’s profit

Figure 2.2: Firm’s profit vs. advertising intensity θ.

Figure 2.2 illustrates how the entrant’s profit changes with the choice of θ for different values

of k. We notice that for a given level of k, the entrant’s profit increases and then decreases with θ.

Even if advertising has no cost (i.e., k = 0), there is an optimal advertising level for the entrant. As k

increases (i.e., advertising becomes more expensive), the optimal advertising intensity, θ∗, decreases.

However, the incumbent’s profit always decreases with θ and is independent of k. The following

proposition formalizes the relationship between the optimal advertising intensity, θ∗, and the value

of k.

Proposition 2.2.2. The optimal advertising intensity, θ∗, depends on the value of k.

i If k ≥ max
(

3(1+r)v3
16m2N(2+r)4 ,

(1+r)v2
8mN(2+r)3

)
, then θ∗ = 1+r)v2

8(2+r)3kNm , which decreases with r. The

entrant’s profit is (1+r)2v4
64km2(2+r)4 and the incumbent’s profit is N(1+r)v

2

(
2− (1+r)v3

8kNm2(2+r)4

)
.

ii If 0 ≤ k < max
(

3(1+r)v3
16m2N(2+r)4 ,

(1+r)v2
8mN(2+r)3

)
, then θ∗ = min

(
2m(2+r)

3v , 1
)
, which weakly

increases r . When 2m(2+r)
3v < 1, the entrant’s profit is N(1+r)v

6 − 4kN2m2(2+r)4
9v2 and the incum-

bent’s profit is 2Nv(1+r)
3 . When 2m(2+r)

3v ≥ 1, the entrant’s profit is N(1+r)v2−4kN2m(2+r)3
4m(2+r) and

the incumbent’s profit is N(1+r)v
2

(
2− v

m(2+r)

)
.
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We have two cases. When k is large, advertising is costly. In this case, the optimal advertising in-

tensity θ∗ ≤ min
(
2m(2+r)

3v , 1
)
. The entrant and the incumbent have no strategic interactions with

each other and the entrant’s optimal advertising intensity is determined by the marginal benefits and

marginal cost from reaching another user. Consequently, the entrant’s equilibrium profit is inde-

pendent of the market size,N. This result also highlights the impact of network interconnectivity,

independent of the market size.

When k is small, advertising is inexpensive, and the entrant platform, thus, has an incentive to

increase advertising intensity θ. The entrant’s profit increases with θ until θ = min
(
2m(2+r)

3v , 1
)
.

When 2m(2+r)
3v ≥ 1, the entrant will advertise to everyone in the market. Otherwise, the entrant’s

profit first increases as θ increases up to 2m(2+r)
3v and, then—because of the competitive response

from the incumbent discussed in Corollary 2.2.1—decreases with θ afterwards. Thus, the entrant

will choose θ∗ = 2m(2+r)
3v . Note that the entrant’s optimal choice of θ is independent of market size

N but increases with r, which again highlights that market size and network interconnectivity affect

equilibrium outcomes differently.

The discussion above leads to the following corollary:

Corollary 2.2.2. Even if the advertising cost is zero (i.e., L(n) = 0 or k = 0), the entrant will not

necessarily advertise to the entire market but instead choose the optimal advertising intensity θ∗ =

2m(2+r)
3v when 2m(2+r)

3v < 1.

We then examine how the fraction of mobile buyers, r, affects the optimal θ and the platforms’

profits in the two cases in Proposition 2.2.2. Figure 2.3 illustrates the relationships under different

values of k. When k is large (in Proposition 2.2.2i), advertising is costly. As r increases, the number

of service providers, (1 + r)N, increases in the market, but the number of buyers accessible to the

entrant remains the same. Thus, the likelihood that advertising is wasted on some service providers

without matched buyers also increases. With a large k, it is optimal for the entrant to reduce θ∗ to
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(a)Optimal θ (b) Entrant’s profit

(c) Incumbent’s profit

Figure 2.3: The entrant’s optimal advertising intensity and firms’ profits under different values of interconnectivity
coefficient r

reduce its advertising cost, L(θ∗(2N + rN)), even if a large r reduces the incumbent’s incentive to

respond. This explains the declining curve in Figure 2.3.a for a large k (e.g., k = 0.0004). Because

the entrant advertises to fewer buyers, the entrant’s profit also decreases with r, as depicted in Figure

2.3.b for k = 0.0004.

In contrast, when k is small (in Proposition 2.2.2ii), θ∗ (weakly) increases with r. This is because

when advertising is inexpensive, the advertising wasted on unmatched service providers becomes

a less significant issue and the entrant wants to take advantage of the incumbent’s disincentive to
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respond instead. Thus, we observe an increasing curve of θ∗ in Figure 2.3.a for a small k (e.g., k =

0). The impact of r on the entrant’s profit is also positive as long as k is sufficiently small. ¶ This

result is consistent with Proposition 2.2.1, where we have shown that if the advertising cost is small

for the entrant, the entrant’s profit will increase with r regardless of θ. When we use k to capture the

cost of advertising, as long as k is sufficiently small (e.g., k = 0 in Figure 2.3.b), the entrant’s profit

increases with r. The result shows that when the incumbent has more captive buyers and, therefore,

less incentive to fight, the entrant could be more profitable when advertising is not costly.

Note that the threshold of k, (max
(

3v3
32Nm2(2+r)3 ,

v2
8mN(2+r)3

)
), below which the entrant’s profit

increases with r, is a decreasing function of r. Therefore, an intermediate value of kmay begin from

below the threshold when r is small, but then exceed the threshold as r increases. This implies that

the equilibriummay switch between the two cases (where k falls above or below the threshold) as

r changes. This explains why we may observe a non-monotonic relationship between the optimal

advertising intensity (θ∗) and r and the same for the relationship between the entrant’s profit and r,

as shown by the case of k = 0.0002 in Figures 2.3.a and 2.3.b.

Regardless of the value of k, the incumbent’s profit always increases with r, because it has more

captive buyers when r is larger (as illustrated in Figure 2.3.c).

Below we summarize the relationship between the entrant’s advertising intensity and the frac-

tion of mobile buyers in Corollary 2.2.3 and the relationship between the platform profit and the

fraction of mobile buyers in Proposition 2.2.3:

Corollary 2.2.3. When k is small, as the fraction of mobile buyers, r, increases, the entrant has in-

centive to advertise more (higher θ∗) until it reaches the entire market. Conversely, when k is large, as r

increases, the entrant has incentive to reduce advertising (lower θ∗). For intermediate values of k, as r

increases from zero, the optimal θ∗ increases with r first and then decreases with r.
¶When 2m(2+r)

3v < 1, θ∗ = 2m(2+r)
3v and the entrant’s profit increases with r, as long as k < 3v3

32Nm2(2+r)3 .
When 2m(2+r)

3v ≥ 1, θ∗ = 1 and the entrant’s profit increases with r, as long as k < v2
8mN(2+r)3 .
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Proposition 2.2.3. The incumbent’s profit always increases with the fraction of mobile buyers, r. How

the fraction of mobile buyers, r, affects the entrant’s profit depends on the value of k. When k is small,

the entrant’s profit increases with r, and conversely, when k is large, the entrant’s profit decreases with r.

For intermediate values of k, as r increases from zero, the entrant’s profit increases with r first and then

decreases with r.

The results suggest that under certain circumstances (e.g., when advertising is cheap), network

interconnectivity, which does not influence the size of the entrant’s potential demand in a single

market but is supposed to benefit the incumbent that operates in multiple interconnected markets,

may, in fact, encourage the entrant to enter the market and increase entrant profit. In this case, a

higher network interconnectivity will make it even more difficult for an incumbent to deter en-

try. These results have important managerial implications for platform owners to understand their

competitiveness in markets with a given level of market interconnectivity for resource planning and

marketing strategy design, and for policymakers to take into account the network interconnectivity

when considering the anti-competitive issues in platformmarkets. These results also have important

implications for the entrant regarding the choice of market to enter when the fraction of incoming

mobile buyers varies across markets; we will examine this further in the next section.

2.3 Extensions

‖

‖In the extensions, we make a similar assumption as in the main model that m is sufficiently large so that,
in equilibrium, the entrant will not take away the entire segment of users who are aware of both platforms.
Because the condition changes in different extensions, for consistency, we use the most restrictive condition,
m > 3v

5 , in all extensions. This approach does not affect the key insights drawn from different extensions.
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2.3.1 Heterogeneous markets

In our main analysis, we assume that all markets are homogenous. Consequently, the entrant could

begin by entering any one of these markets. If these markets have different fractions of mobile buy-

ers visiting from other markets, assuming the entrant only has the budget to enter one market only,

which market should the entrant choose to enter?

Suppose there areHmarkets. Let rh be the fraction of mobile buyers coming into market h (h =

1, 2, ,H). Hence, market h hasN local buyers, (1+rh)N service providers, and rhN incoming mobile

buyers. We obtain the following proposition: **

Proposition 2.3.1. When k is small, the entrant should choose the market with the highest fraction of

mobile buyers from other markets, r, to enter; when k is large, the entrant should choose the market with

the lowest fraction of mobile buyers from other markets, r, to enter. For an intermediate value of k, the

entrant may choose a market where r is also intermediate∗∗∗.

The result echoes Proposition 2.2.3, where we find that the entrant’s profit increases with rwhen

k is small, decreases with rwhen k is large, and has a non-monotonic relationship with r for an in-

termediate value of k. While Proposition 2.2.3 focuses on how the entrant’s profit changes when r

in a local market increases, this proposition extends our finding to how the entrant should choose

a market among the markets that vary in the fraction of incoming mobile buyers. The proposition

suggests that when the fraction of visitors is high, the incumbent is less likely to fight the entrant. At

the same time, however, a high fraction of visitors means that a large fraction of the entrant’s adver-

tising expenditure will be wasted on unmatched service providers. Hence, the entrant will find such

**Proofs of all lemmas and propositions for the extensions are provided in the online appendix.
∗∗∗The thresholds for k are provided in the online appendix. We also explored heterogeneous market

sizes. As indicated by Proposition 2.2.2, when k is sufficiently large, market sizes would not affect the en-
trant’s profit. When k is small, if market size is sufficiently large for a certain market, the fraction of mobile
buyers (r) will have a negligible effect and, thus, the entrant should simply choose the largest market to enter;
otherwise, the entrant’s choice will depend on both r and N.
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a market attractive when advertising is not costly. For example, if Google wants to offer ride-sharing

services because it already has a larger number of users from its current services and can build aware-

ness at a low cost (k is small), Google should start offering these services in large cities with a large

fraction of visitors. However, a new startup, for which advertising is rather costly, should target

small cities with a small fraction of visitors in order to improve advertising efficiency.

2.3.2 The incumbent does not own the entire market

In our main model, we also assume that the incumbent owns the entire market (i.e., all potential

buyers and service providers are aware of the incumbent) before the entrant emerges. In reality, it

is possible that not every user in the local market is aware of the incumbent. Thus, it is possible for

the entrant to attract users who are not aware of the incumbent. We consider this possibility in this

extension. Assume the incumbent’s market share before the entrant arrives is s, where 0 < s < 1.

We then have the following proposition:

Proposition 2.3.2. The results from our main model are qualitatively the same when s ≥ m(2+r)
2m+mr+v+rv .

If s < m(2+r)
2m+mr+v+rv , both platforms charge buyers p∗I = p∗E = v and offer service providers w∗

I = w∗
E =

0.

The results from the main model remain qualitatively the same as long as s is sufficiently large.

But when s is below a certain threshold, the results differ from our main results. When the incum-

bent has a small share of the market, the entrant and the incumbent can effectively avoid direct com-

petition by targeting different segments of that market. Hence, both will charge monopoly prices

and offer monopoly wages, and no buyers and service providers will switch from the incumbent to

the entrant.
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2.3.3 Mobile buyers only consumewhen they travel

In our main model, mobile buyers purchase services in both their local markets and the markets they

visit. This assumption fits with markets such as those in the ride-sharing industry, where riders hail

cars in their own markets and also in other markets when they travel, or daily local deal markets,

where consumers buy deals in their own markets and also in other markets when they travel. In this

case, interconnectivity affects the size of the potential market for the incumbent but does not affect

the size of the potential market for the entrant. Our main model thus enables us to examine the im-

pact of market interconnectivity on the entrant independent of the market size effect. Interestingly,

although the size of the potential market for the entrant is unchanged, its profit may increase with

the interconnectivity between markets. This possible profit enhancement for the entrant, indepen-

dent of the market size effect, is the most interesting result of our model and provides novel insights

regarding the role of market interconnectivity in influencing platform competition.

Although the assumption that mobile buyers purchase services in both their local markets and

the markets they visit is consistent with the practice for many platforms, in this extension, we ex-

amine to what extent our results are affected by this assumption by looking at the scenario in which

mobile buyers do not consume in their local markets. We obtain the following result under this

assumption:

Proposition 2.3.3. The results from the main model are qualitatively the same when mobile buy-

ers do not consume in their local markets, except that the entrant’s profit under the optimal θ always

decreases with r.

Unlike the main model, in this case, by assuming away local consumption, we keep the size of the

potential market for the incumbent fixed. The size of the potential market for the entrant, however,

changes with interconnectivity: a larger fraction of mobile buyers will have fewer potential buyers

for the entrant. The results suggest that the incumbent’s profit always increases with r, irrespective
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of whether or not local consumption occurs. However, although the entrant can continue to take

advantage of the incumbent’s disincentive to fight and advertise more aggressively, its demand de-

creases (i.e., the market size effect and interconnectivity effect take place jointly). Consequently, its

profit decreases with r. In the case of Airbnb, for example, travelers typically do not care about the

number of hosts in their home cities; they care more about the number of hosts in the cities they

wish to visit.

This result explains why it is more difficult to challenge an incumbent platform like Airbnb for

which local consumption occurs less frequently compared to one like Uber.

2.3.4 The entrant can target mobile buyers

In the main model, we assume that the entrant is not able to advertise to mobile buyers. We make

this assumption because mobile buyers often stay in the market they visit briefly. Even if the entrant

is continuously advertising in that market, without sufficient exposure to its advertisement, a mobile

buyer may not consider the entrant’s product. We now relax this assumption and assume that ad-

vanced targeting technologies can help the entrant identify mobile buyers and can advertise to them

effectively. Let θ and θt be the fractions of local and mobile users, respectively, that become aware

of the entrant’s platform after the entrant’s advertising. The demand on the service provider side

remains the same as in Equations (2.1) and (2.2). The demand on the buyer side becomes

NB
I =

(
1+ r− a∗

m
(θ+ θtr)

)
N (2.9)

NB
E =

a∗

m
(θ+ θtr)N (2.10)
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Note that local advertising and advertising to mobile buyers are different in that when advertising

to local, the entrant advertises both to buyers and service providers, which helps balance demand

and supply; however, mobile users only include buyers and, thus, advertising targeted mobile buyers

can target buyers only. Consequently, advertising to the two groups of users has different effects on

the pricing strategies of the entrant and incumbent. In this case, we find that the entrant may not

want to advertise to the mobile buyers even if there is no cost of advertising, as summarized by the

following proposition.

Proposition 2.3.4. Even if the cost of advertising is zero (i.e., L(n) = 0), the entrant will not necessar-

ily choose to advertise to mobile buyers even if it is able to, that is, θ∗t = 0 if 2m(2+r)
3v ≤ 1.

As we show in the main analysis, mobile buyers help deter the incumbent from fighting with

the entrant. Hence, the entrant may not want to steal the mobile buyers from the incumbent even

when it can target them and advertise to them at zero cost. The entrant is more likely to avoid adver-

tising to the mobile segment when the value of these buyers to the incumbent is high (large v), the

mobile segment is not large so the entrant does not lose a huge number of potential buyers (small r),

and a small amount of advertising can steal a large number of mobile buyers away from the incum-

bent and thus trigger its response (smallm). When the advertising cost for mobile buyers is higher

than the cost for local users, the entrant will be even less likely to advertise to mobile buyers. The

only situation in which the entrant will advertise to mobile buyers is when the entrant has advertised

to all local buyers and has not triggered competitive responses from the incumbent, which is rarely

observed in practice. Thus, Proposition 2.3.4 helps justify the assumption in our main model that

mobile buyers are only aware of the incumbent.
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2.3.5 The presence of network effects

In our main model, we focus on matching between the buyers and service providers. Similar to

other matching models (114), we do not model network effects. This approach enables us to sepa-

rate the network-interconnectivity effect from the network effects, but network effects may have an

impact on matching quality or speed. For example, in the case of ride-sharing services, a large num-

ber of drivers on a platform can reduce the wait time for riders. Similarly, a large number of riders

reduces the idle time for drivers. In the accommodation market, a large number of hosts and trav-

elers on a platform increase the likelihood that each traveler and each host is matched with a party

close to his or her personal preference. To capture such benefits, we add a utility component to cap-

ture the network effects in the buyers’ and service providers’ utility functions and allow this utility

component to increase with the number of users on the other side of the same platform:

UB
I = eNS

I + v− pI (2.11)

UB
E = eNS

E + v− pE − ai (2.12)

US
I = eNB

I + wI (2.13)

US
E = eNB

E + wE − ci (2.14)

Here, we use parameter e (e ≥ 0) to capture the strength of network effects. We first con-

sider the case where e is small and both platform firms can co-exist. To avoid multiple equilib-

ria due to network effects, we assume e to be much smaller than the value of the transaction it-
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self.(Mathematically, we require e < min
( v
2N ,

m
4N
)
). This assumption is reasonable because in

such markets most benefits to buyers or service providers come from the transaction itself. We find

our main results to be qualitatively unchanged, as summarized in the following proposition:

Proposition 2.3.5. The results from the main model are qualitatively the same in the presence of

network effects when the strength of network effects is small.

We also examine how the strength of network effects affects the profits of both the entrant and

incumbent. Given the computational complexity, we explore this effect as the strength of network

effects, e, approaches zero. We find that as long asm is sufficiently large (e.g.,m > v), because the

incumbent has a larger market share, network effects make the incumbent more attractive to users,

thereby reducing users’ tendencies to switch to the entrant. Hence, as the network effects become

stronger, the entrant’s profit decreases and the incumbent’s profit increases.

When e is sufficiently large, we find that the equilibrium in which the entrant has positive de-

mand cannot be sustained and the incumbent becomes the monopoly. This result is expected be-

cause when network effects dominate pricing effects, if an entrant enters the market, the incumbent

always has the incentive and is able to take advantage of its installed base advantage to drive the en-

trant out of the market.

Proposition 2.3.6. When network effects become sufficiently large, the incumbent can deter the en-

trant from entering the market and thereby monopolize the market.

2.3.6 Heterogeneous switching costs

In our model, we assume that buyers and service providers face the same switching costs. In practice,

however, their switching costs may differ. For example, in the ride-sharing industry, riders only need

to download a new app to switch to a different platform, while drivers may have to undergo back-

ground checks and verification processes to switch to a different platform. In order to investigate
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how heterogeneity in switching costs affects the platforms, we allow buyers’ switching cost to be

uniformly distributed between zero andmb and service providers’ switching costs to be uniformly

distributed between zero andms. Then, we obtain the following proposition:

Proposition 2.3.7. When we allow buyers’ switching cost to be uniformly distributed between 0 and

mb and service providers’ switching costs to be uniformly distributed between 0 and ms, we have
∂π∗E
∂mb

<

∂π∗E
∂ms

< 0 and ∂π∗I
∂mb
≥ ∂π∗I

∂ms
≥ 0.

Proposition 2.3.7 suggests that an increase in switching costs on the buyer side harms the entrant

or benefits the incumbent more than the same increase on the service provider side. The intuition

is that because of the existence of mobile buyers, we have more service providers than local buy-

ers. Hence, the total number of transactions that the entrant platform serves depends largely on

the number of buyers the entrant can incentivize to switch to the entrant platform. Thus, buyers’

switching cost affects firm profits more than that of service providers. Note that when the optimal

θ, θ∗, reaches the threshold that is just high enough to not trigger the incumbent’s response, the

incumbent’s profit is independent ofmb andms. This explains why sometimes ∂π∗I
∂mb

=
∂π∗I
∂ms

= 0.

2.4 Discussion and Conclusion

Extant studies in the platform strategy literature typically assume that each participant on one side

of a market is (potentially) connected to every participant on the other side of the market. Our re-

search departs from this assumption to explore the impact of network interconnectivity on the de-

fensibility of an incumbent with presence in multiple markets against an entrant that seeks to enter

one of these markets.

As depicted in Figure 2.4, our model captures heterogeneous network interconnectivity across

different industries, ranging from isolated network clusters (r = 0) to a fully connected network

(r = 1). Examples of isolated local clusters (i.e., no mobile buyers) include Handy, a marketplace

33



Figure 2.4: Examples of platform markets with different degrees of network interconnectivity

for handyman services, and Instacart, a platform that matches consumers with grocery shoppers.

In such markets, consumers only buy services in their local markets and do not typically use such

services when they travel. Towards the other end of the spectrum, we have strongly connected net-

works. This is the case for Airbnb, a platform on which travelers transact mostly with hosts outside

their local clusters, and Upwork, an online outsourcing marketplace, where any clients and free-

lancers can initiate projects. Between the two extreme scenarios, we have networks that consist of

local clusters with moderate interconnectivity. In the case of Uber, Grubhub, and Groupon, con-

sumers primarily use their services in their local clusters but also use such services when they travel.

We find that the greater the interconnectivity, the lower the incumbent’s incentive to respond

and, hence, the stronger the entrant’s incentive to reach more users in a local market. While we find

that the incumbent’s profit always increases with interconnectivity, the entrant’s profit does not al-

ways decrease with interconnectivity. When advertising is inexpensive and mobile buyers consume

in both their local markets and the markets they travel to, the high interconnectivity between mar-

kets also increases the entrant’s profit, thereby making it difficult for the incumbent to deter entry;

on the other hand, when advertising is costly and/or mobile buyers only consume in the markets

they travel to, high interconnectivity reduces the entrant’s profit, thereby helping the incumbent

deter entry. When the advertising cost is at an intermediate level, the entrant is more likely to survive

under moderate interconnectivity between markets. We also extend our model to examine situa-
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tions where markets are heterogenous, the entrant is able to target mobile buyers, buyers and service

providers have different switching costs, and network effects are present. Overall, these results help

explain barriers to entry in platformmarkets and the resulting performance heterogeneity among

platform firms in different markets.

These results corroborate empirical observations of many platformmarkets. For example, we

show that it is optimal for an entrant not to trigger incumbent responses. The founders of Fasten,

an entrant into the ride-sharing market in Boston, were very clear from the beginning that they did

not want to trigger Uber’s response by strategically minimizing their advertising activities. Fasten

also chose not to target visitors in Boston: it did not advertise in Boston’s Logan Airport or in its

South Station Bus Terminals. Indeed, although Fasten grew rapidly in Boston during the period

2015–2017, Uber and Lyft did not change their prices or wages to compete. As a counterexample,

whenMeituan—amajor player in China’s online-to-offline services such as food delivery, movie

ticketing, and travel bookings—entered the ride-sharing business, it was able to build awareness of

its service at almost no cost through its existing app, which had an extensive user base. Meituan’s

entry into the Shanghai ride-sharing market triggered strong responses from the incumbent, Didi,

thereby leading to a subsidy war between the two companies. Meituan subsequently decided to halt

ride-sharing expansion in China.

The results also suggest that Airbnb’s and Booking.com’s business models are more defensible

than those of Uber because most of their customers are travelers and do not use the service in their

local markets as often, while Uber’s consumers primarily use its services in their local markets. The

difference in defensibility is a key aspect for why Airbnb and Booking.com were able to achieve prof-

itability, while Uber has been hemorrhaging money. ††

††See, for example, https://techcrunch.com/2019/01/15/ahead-of-ipo-airbnb-achieves-profitability-for-
second-year-in-a-row/, https://www.macrotrends.net/stocks/charts/BKNG/booking-holdings/gross-profit
and https://www.reuters.com/article/us-uber-ipo/uber-unveils-ipo-with-warning-it-may-never-make-a-
profit-idUSKCN1RN2SK, accessed October 2019.
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The study offers important managerial implications for platform owners. We find that an incum-

bent’s profit increases with interconnectivity regardless of whether or not mobile buyers consume

in local markets; thus, incumbent platforms should seek to build strong interconnectivity in their

networks. In our model, the level of interconnectivity is given exogenously; however, in practice,

how firms design their platforms can influence interconnectivity. For example, while Craigslist is a

local classifieds service, its housing and job services attract users from other markets. Our research

suggests that such services are important sources of Craigslist’s sustainability and, thus, Craigslist

should strategically devote more resources to grow these services. As another example, many social

networking platforms such as Facebook andWeChat allow companies or influencers to create public

accounts that any user can connect with. Such moves increase interconnectivity among their local

network clusters.

This research suggests that an entrant needs to conduct a thorough network analysis to under-

stand the interconnectivity among different markets, the strength of network effects, the capability

of its targeting technologies, and whether or not mobile users consume in their local markets. These

factors, together with the cost of reaching users, can help inform the entrant’s location choice and

how aggressively it should build awareness in a newmarket. The entrant needs to realize that even

if advertising incurs little cost, it is not always optimal for it to advertise to every user. The entrant

should advertise to the extent that it does not trigger competitive responses from the incumbent.

Equally important, it is not always the case that an entrant should choose a market with low inter-

connectivity. When advertising is inexpensive and mobile buyers consume in local markets, it could

be more profitable to enter a market with high interconnectivity.

This research also offers important implications for policymakers. With the growing popularity

of digital platforms, policymakers around the world are increasingly concerned about the market

power of these platforms. Our research suggests that regulators should pay close attention to the

network structures of these platformmarkets to improve their understanding of market competi-
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tiveness and entry barriers.

As one of the first research that explicitly models network interconnectivity of platformmar-

kets, our research opens a new direction for future research on platform strategies. For example, our

model focuses on an entrant’s entry strategy and only allows the incumbent to react through pric-

ing. Future research could consider the incumbent’s perspective and examine other strategies for

entry deterrence.

This research focuses on examining an entrant with limited resources (to overcome entry cost in

each market) and an incumbent that already exists in many markets. Even if we allow the entrant to

enter more than one market, as long as the number of markets the entrant can realistically enter is

small compared to the total number of available markets available (which is true in most cases), our

results would not change qualitatively because network interconnectivity (or awareness spillover)

plays a rather minor role for the entrant relative to the incumbent. Take the Uber and Fasten cases

as examples. Even if Fasten enters a second market, the number of Fasten users from that market to

Boston is rather small compared to the number of Uber users from the hundreds of cities outside

Boston to Boston. This also implies that Fasten’s advertising in the second market has little impact,

relative to Uber, on the first market that Fasten entered. Future research can extend our analysis to

examine cases involving a resourceful entrant that can enter many markets at once, such as in the

case of Uber vs. Grab in Southeast Asia.

In our model, one buyer and one service provider are matched during each transaction. In other

words, at a given time, a buyer cannot buy frommultiple service providers (regardless of whether

they are on the same platform or different ones) and a service provider cannot serve multiple buy-

ers (regardless of whether these buyers are on the same or different platforms). This assumption

matches with the rides-sharing industry in that the same rider or the same driver does not show up

in multiple cars at a time. If we allow multiple transactions for each user, we may observe multi-

homing in that a rider may be matched to Uber drivers for certain transactions and Lyft drivers
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for other transactions. Future research can extend our model to incorporate multiple transac-

tions for each user and allow buyers and service providers to multi-home. In this case, the entrant

needs to decide on the entry and advertising strategy based on howmany transactions it expects to

serve. Buyers and service providers will decide whether to adopt the entrant platform based on their

switching costs and expected benefits from future transactions. While the game will be more com-

plicated, we believe that our key insights would continue to hold. For example, in equilibrium, only

the buyers and service providers with low switching cost will adopt the entrant platform to multi-

home. Incoming mobile buyers will continue to disincentivize the incumbent to respond in each

period, which ultimately drives the impact of network interconnectivity on the entrant’s advertising

strategy and profitability, as illustrated in our model.

Furthermore, to focus on the impact of network interconnectivity, we abstract away many fac-

tors that could influence competitive interactions between incumbents and entrants. For example,

in the ride-sharing industry, riders may not care much about vehicle features. However, in the ac-

commodation industry, travelers are likely to care about the features of properties, thereby making it

easier for an entrant into the accommodation industry to differentiate itself from an incumbent and

reducing the competitive intensity. In addition, because of tractability, we could not examine all

possible parameter values after incorporating network effects into our main model. Future research

could further explore how these factors affect competitive interactions.
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3
Time and the Value of Data

Wewitness a dramatic acceleration of digitization in firms’ infrastructure, products, and services.

Artificial Intelligence (AI) enabled solutions are on the rise, and more than ever, data appears to be

a critical strategic asset (2,6,21,34). As a result, in almost all industries and economic sectors, firms

amass substantial volumes of user data to improve their current and future services, anticipating that

it also gives them an advantage over their competitors. In regulatory debates, this accumulation of

data by firms is considered to be a critical source of competitive advantage that could lead to a con-
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centration in digital markets (21,35,44,107). In addition, from users perspective, there are privacy

concerns (18) on when and how firms use the accumulated data and if in any way it can adversely

harm users. Because of this aggressive data accumulation by firms, it is crucial to understand how

and when the value created by AI-enabled services scales with the size of available data. Particularly,

since the data accumulation process often happens over time, it is of great interest to research how

the created business value changes over time, especially when the dataset is sampled from a dynami-

cally changing environment.

Current literature on how the increase in the stock of available data scales the business value has

mixed results. Managers often believe that collecting more data continually improves the accuracy

of machine learning models. This belief is engrained by the statistical theories on how the accu-

racy of machine learning models scales with the dataset size (23,57) and the managerial theories on

how the economic value created by a firm scales with the resources (2,6,21). All these theories at-

test that more data is always better, and securing a vast amount of such resource leads to the firm’s

success in the long run. In addition, recent research hypothesizes a feedback loop (52,65) between

the size of available data and the quality of AI-based solutions. (52) theorize and compare this data

externality to network effects, where the value of a service or product increases in user-base size.

In this “data network effect” (52,54,90), more data leads to a higher accuracy of algorithms, which

means better services (57). Better service then leads to a higher user engagement or a larger user-base,

which creates even more data. Despite these theories, empirical research (11,29) finds limited or no

economic significance in accumulating large datasets. For example, (29) investigates the effect of

historical search data on search results’ quality. They found little empirical evidence on the effective-

ness of old data in the quality of search engine results. (11) also raise a similar question on the data’s

economies of scale for specific problems. They suggest a diminishing return to scale value model

for data and argue that increasing data volume in advertisement applications does not improve the

service quality. We believe that diminishing return to scale theory doesn’t explain the aggressive data
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accumulation by firms already equipped with massive datasets.

This research investigates how the business value changes over time when the dataset is sampled

from a dynamically changing environment and how this change explains the mixed results seen in

the literature. A dataset sampled from a dynamically changing environment loses relevance over

time, making the created business value time-dependent. This time-dependency is referred to as

concept drift in the machine learning literature. Concept drift is known to cause a deterioration in

the algorithm’s performance. It manifests itself as a decrease in the algorithm’s accuracy score or an

increase in its loss value or error. However, the extent to which it affects accuracy or loss values and

how time-dependency affects a firm’s data strategy is still unknown.

Our approach to the problem has similarities and differences with machine learning and AI lit-

erature. Similar to machine learning literature, we model the change in environment with a shift in

data-generating probability distributions. In contrast with the literature, we fix a model/task and

vary the data generating distribution to study the effect of time-dependency on business value. In

machine learning research, given a dataset, researchers alter the models to improve the accuracy score

or the loss value. In addition to this difference, we also define newmetrics such as “equivalent size”

and “effectiveness” to compare the value of datasets sampled from different times. Unlike machine

learning literature which reports the effect of time-dependency in accuracy scores or loss values, our

measures report the effect in dataset sizes. In doing so, for any machine learning task, we first define

an oracle dataset. Subsequently, we train our model on the given dataset (referring to as baseline

dataset) and then measure the model’s accuracy score by testing it on the oracle dataset. We then

ask what size of the oracle dataset leads to a similar accuracy score if used for training the model. We

call it the equivalent oracle size. Thus, we can quickly compare various datasets by comparing their

equivalent sizes. Another benefit of measuring the value this way is that we can borrow terminol-

ogy from economics and management research, making our findings more relatable to a broader

audience. For example, if a dataset’s equivalent oracle size declines over time, we call the dataset per-
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ishable.

In our theoretical setting for this research, we investigate the effect of time-dependency for the

task of learning the probability distribution and use the maximum likelihood estimation method to

accomplish this task. Learning the data-generating probability distribution is a fundamental prob-

lem in the statistical learning theory. It is because we can evaluate any statistics (like expectation or

variance of any quantity of interest) from the distribution. Hence, we believe that theorems and

propositions we prove for this task can be, with slight modification, used for a wide variety of other

tasks. We use the Maximum Likelihood Estimation (MLE) for our analysis since consistency and

efficiency are essential for our mission in this research. Consistency is critical since we model dynam-

ically changing environments using probability distributions. Hence, for any given time, it is crucial

to learn the distribution consistently. Efficiency is essential to achieving the lowest estimation vari-

ance with the smallest dataset size. Intuitively, efficiency makes MLE the most scalable method (in

gaining a better accuracy score) for a fixed dataset size and hence, a wise choice by firms.

We derive several managerial and economic intuitions by comparing the value of datasets sampled

from different times. We argue that due to shifts in the data generating distribution, it may be opti-

mal for a firm to collect a more limited amount of recent data instead of keeping around an infinite

supply of older data. This is a direct result of our first proposition in this research. This proposi-

tion shows that even a perfect model trained on an infinite supply of time-dependent data may have

lower accuracy than the same model trained on a recent (perfectly relevant) dataset of limited size.

In other words, a less relevant dataset of infinite size has a finite (bounded) equivalent oracle size (de-

fined as the perfectly relevant dataset in this case). Hence, a competing firm with an oracle dataset

of sufficient size can easily attain a better accuracy score or loss value. This proposition has several

other economic and managerial implications that we discuss later in this research. In pursuit of com-

paring the value of datasets from different times, we define a substitution function that measures

howmuch oracle size a firm gains/loses if it substitutes its baseline dataset with another dataset of
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the same size from a different time. We prove that substitution gain is a function of the baseline

dataset size as well as time. It becomes sharper with the increase in the size of the baseline dataset,

meaning that the gain/loss percentage increases as the baseline dataset size increases. As we discuss

later in this chapter, it has immediate implications for firms regarding training frequency, i.e., how

often firms should retrain their models.

We use the machinery we developed for comparing values of datasets sampled from different

times to compare values of datasets curated over a period of time. We do so by defining the “equiv-

alent time” in Proposition 3.3.1. This proposition states that, for any baseline dataset curated over

a period of time, there exists an “equivalent time” such that, fixing the size, a model trained on a

dataset from the equivalent time produces a similar accuracy score as the model trained on the base-

line dataset. As a result, we can compare datasets curated over various time periods by first calcu-

lating their equivalent times and then by comparing the oracle sizes each equivalent time produces.

A direct result of this method is the introduction of offloading algorithm. Offloading algorithm

removes less relevant data hoping that gain in relevance counterbalances the loss in size. We then

use the offloading algorithm to argue that increasing the stock of data by including older datasets

may, in fact, damage the model’s accuracy, putting a firm in a disadvantageous position. Together

with the increase in sharpness of substitution gain as a function of the flow of data (Number of

data points in a given time or the rate of acquiring new data points), these results build the case for

defining the optimal scaling and growth path for a firm. When the firm is small, the optimal growth

path focuses on the stock of available data curated over time. As the flow of data increases (A firm

acquires more users or user-engagement increases, for example), the firm offloads older data and

focuses on the flow of data as the primary value driver.

To confirm the economic significance of our findings, we empirically measure the decline in the

value of data for the next-word-prediction task. It is a widely used machine learning task with ap-

plications in auto-completion software in cellphones and the search recommendations in search
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engines. In our experiment, we use a user-generated text dataset from Reddit.com (40). We divide

this dataset into smaller datasets based on data points’ sampling time (Month-year format). We

then train a variation of GPT-2 fromOpenAI (51) on each of these smaller datasets and measure

their equivalent sizes over time. Our measurements confirm the economic significance of time-

dependency as we show that in roughly seven years, 100MB of text data becomes as valuable as

50MB of current data for the next-word-prediction task.

Our findings can explain the mixed the result in the literature. We acknowledge that increasing

the dataset size improves the accuracy of machine learning models. Accordingly, we find the feed-

back loop logic compelling. However, we show that the stock of available data produced by the

feedback loop has a limited oracle size because of time dependency. Hence, despite the accelerated

growth in the size of the data repository, we shouldn’t expect a significant increase in created busi-

ness value. In other words, the feedback loop stalls in dynamically changing environments unless the

firm offloads its less relevant data and focuses on the flow of data as the primary value driver. This

finding supports the reported results in (29) and (11) since both search engine (29) and advertise-

ment (11) businesses use time-sensitive data and hence, face significant time-dependency.

Our work also adds to machine learning and economics literature in several ways. This research

adds to machine learning (particularly Natural Language Processing) literature by providing a dif-

ferent view of the domain/concept shift problem. Our method and analysis make machine learning

researchers and practitioners better explain the tradeoffs and challenges that variation in training

data has for their models. For example, our method allows them to realize how often they should

retrain their models. As a result, they can formulate a better scaling/growth plan by adequately

crafting their data management and resource prioritization strategy. It is worth noting that in this

research, we only measure the predictive value of data. Hence, we don’t talk about the value of data

for inference. There is a subtle distinction between the two in the statistics literature.

We also contribute to the economics literature by providing a better understanding of data’s time
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dependency and its implication on modeling data economy and the growth of digital firms. In the

economics literature, the impact of data on economy and AI’s widespread applications have been ex-

amined by several authors (e.g.,5,7,14,19,31,33,67,72,82,93,107,111). In this literature, AI is a general-

purpose technology that brings down the cost of prediction. Accuracy of the prediction increases

with the size of training datasets, making a case for arguments on the importance of data in the

growth of digital firms. Such arguments motivate research on how data influences firm dynamics

(41,42) and how it disproportionally benefits large firms (17), which then stimulates debates on the

implication of AI and, more precisely, data on competition (34,35,76,85,89,94). Of course, the degree

to which data impacts business value and hence the competition varies with the design parameters

like the degree of personalization (58,96) or the externalities between recommendation clusters (13).

Nevertheless, studying the effect of data’s time dependency on competition remains crucial. Several

lines of research (21,67,76,94,110) recruit the resource base view as a framework to explore how a firm

can exploit data to create a sustainable competitive advantage. These researches mostly focus on the

non-rivalry, exclusivity, or imitability of data. In our research, we argue that time-dependency plays

a major role as well. We show that the business value doesn’t solely scale with the size of available

data, and even a dataset of infinite size may have a finite equivalent oracle size. As we discuss more

in section 3, an immediate impact of this result is that we can’t use regular discounting functions to

model decay in the value of data. An adequate discounting model is a function of time and the size

of the dataset. Our research also distinguishes between the flow of data and stock of historical data

in creating business value. Such distinction is also noted by (30) in their experiment in the context

of online news. Our research argues that small firms should focus on the stock of available data and

gradually shift their focus to the flow of data as they grow over time.

In this chapter, in the framework section, we explain our approach to the problem and clarify

why we made particular choices. Then, in section 3, we introduce the effectiveness curve and explain

value depreciation over time. We show the bounded size equivalence in this section. Section 4 inves-
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tigates the effectiveness of datasets curated over time. These datasets are a combination of datasets

samples from various times. We explain sequential offloading and suggest that old data may even

put a firm in a disadvantaged position in businesses with high time dependency. Section 5 empiri-

cally measures the value depreciation for the next-word-prediction task. Finally, in the conclusion

section, we wrap this chapter with a discussion.

3.1 Background and Framework

In this section, we introduce our approach to the problem and explain the particular modeling

choices we made. We start by describing the relevance loss of a dataset as a shift in the underlying

data-generating distribution over time and dig into its possible cause. We argue that the relevance

loss mostly stems from exceptional reasons that often cause a monotonic decrease in the value of

data over time. We then provide a brief introduction to machine learning models and explain our

focus on the data-generating probability distribution’s maximum likelihood estimation. We intro-

duce a decomposition of the MLE’s objective function to lay the groundwork for the next section’s

propositions.

3.1.1 Change in Distribution

Time-dependency of data occurs for many reasons. For example, it can happen if consumers taste or

behavior changes over time. If we look at best seller music albums from the 80s and compare them

with the best sellers in 2020, we can see the difference in taste. Another example is the continuous

innovation in products and services space. Telegram is a perfect example of widely used innovation

that is ancient nowadays due to the invention of other communication devices like hardline tele-

phones. Soon, hardline telephones will be ancient too because of the introduction of voice over IP

phones (VOIP) or cellphones. Given the rapid development of new technologies in this sector, if we
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tried to use consumer behavior data from the 1960s to predict how consumers will use the newest

iPhone, such a task would be impossible and absurd. This fundamental shift in consumers behavior

caused by innovation makes time-dependency a severe problem.

In the machine learning context, time-dependency is usually referred to as concept drift or non-

stationarity. As an example, suppose we use letters written a hundred years ago to train a text auto-

completion model for smartphones today. In that case, the users will be disappointed since the way

we write and communicate has fundamentally changed over time which means that the model will

suggest words or phrases that we no longer use. When this occurs, ML researchers try to use tools

known as transfer learning to deal with this non-stationarity and combat time-dependency. These

techniques usually describe the change in the data over time as a change in the data-generating prob-

ability distribution. Consequently, they either use the dataset’s histogram to learn this change over

time, or they assume a time-model for the change and accordingly adjust the MLmodels. In ei-

ther case, dealing with the data generating distributions has its own problems. To name one, these

solutions mostly approximate the change over time and hence, they still incur penalties for not be-

ing perfect. But most importantly, they assume that the set of elements Ω in the probability space

(Ω, σ,P) is known in advance, which is a fairly big assumption and one that doesn’t account for

continuous innovation over time. Going back to our text auto-completion example, the data gener-

ating distribution changes over time in two ways. First, as time passes there is a lower probability for

historical words and phrases to be used. Second, the environment (language in our example) allows

for the birth of new elements (new phrases and words), which is equivalent to an increase in their

frequency of use. An example of such words is “covfefe” which President Trump used in a tweet

and became viral. This word was never recorded in any dataset before the president coined it. This

birth and death process of probability space elements, if not accounted for, is among the very rea-

sons we see the depreciation in data value over time. Unfortunately, it is hard to predict and adjust

for such changes in data-generating processes and despite the best effort of ML researchers, these
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transfer learning models are not perfect. In our research, we assume that the prediction model is

fixed, and it may account for transfer learning. Nevertheless, due to imperfection, achieved model

accuracy changes depending on the time the training data was collected.

Similar to machine learning literature on transfer learning and non-stationary, we also observe

time-dependency as an outcome of change in data-generating probability distributions. To compare

distributions at different points in time, we create a universal set of elements. It is the union of all

element sets across all time periods. For example, the word iPhone is created in the 2000s. In the lan-

guage dataset from 1900, this element does not exist, and hence, it is not measurable. We create the

universal element set by including this word. Then, for the dataset from the 1900, we should des-

ignate zero probability for its appearance. Still, instead of assigning this word a zero probability, we

give it an infinitesimal value. This infinitesimal probability helps us use different functional forms

like the log function without being worried about issues with functional domains.

Formalizing the assumptions we made so far, we assume that the prediction is for time 0 with a

model trained on data from the past. The training data from the past is from t periods prior to time

0 where t ∈ {0}
⋃

R+. For the sake of simplicity, we will say this historical data was sampled at

time t. The element set at time t is Ωt for the probability space (Ωt, σt, P̃t), where σt is the sigma-

field over Ωt and P̃t is the probability over the sigma-field. The universal probability space is then

(Ω, σ,Pt), where Ω =
⋃

Ωt and δ =
∑

ω∈Ω−Ωt
δω and δω > 0. As explained earlier, we pre-

fer δ to be zero, but due to some regulatory conditions in the MLE’s loss function, we assume δ is

infinitesimal.

Pt(ω) =

(1− δ)P̃t ω ∈ Ωt

δω ω ∈ Ω −Ωt

(3.1)

With this change in measure, it is possible to compare datasets and define the shift in distribution. A

change in distribution between the time i and jmeans ∃ ω ∈ Ω s.t. Pi(ω) ̸= Pj(ω).
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3.1.2 Learning Data Distributions

Machine learning aims to find the relation between inputs and outputs of an unknown system. The

unknown system is usually seen as a black box with little or no information about its function. The

goal is then to observe examples of this unknown system’s function and adjust a model’s parame-

ters accordingly so that the model can replicate the system’s function as similarly as possible. These

observed examples of systems’ function are referred to as data.

Putting this into mathematical semantics, given a datasetDn,t = {(xi, yi)t}ni=1, which is com-

posed of n input-output samples di = (xi, yi)t ∈ Ω collected at time t, we want to find a model

m(d, θ) ∈ M that describes the relationship between the input x and the output y. Here, θ repre-

sents the model’s parameters andM is the set of all candidate models distinguished by the parame-

ters θ. Linear, logistic, and deep neural network compositional functions are examples ofm(d, θ).

Table 3.1 provides the functional forms for these three examples. In most machine learning cases,

the goal is to makem(d, θ) as close as possible to the system’s function by learning the parameters θ.

The notion of closeness depends on the problem formulation and the objective of the learning task.

Table 3.1: Examples of functional forms for famous ML models.

Case Functional formm (d, θ)where d = (x, y)
Linear functional y = θx
Logistic functional y = eθx

1+eθx

Simple Deep Learner with L layers and
non-linear functions γ y = θLγ

(
θL−1γL−1

(
. . .
(
θ2γ2(θ1x

) )
. . .
)
)

In this research, we restrict our theoretical analysis to the problem of learning the data-generating

probability distribution. We do this because identifying this probability distribution is the fun-

damental problem in statistical learning theory. Once we know the probability distribution that

characterizes the data-generation process, we are able to calculate any statistics of interest about the
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data, such as its expected value or variance. In general, all statistical models are a function of data

distributions. Consequently, under specific regulatory conditions like continuity of models in the

probability space, a sequence of distributions converging to the data-generating probability distribu-

tion also defines a converging sequence of the model to its converging value. This argument attests

that learning the underlying distribution is the fundamental problem in machine learning.

Finally, we choose the maximum likelihood estimator for learning the data-generating proba-

bility distribution since it is an unbiased and efficient estimator. Due to its efficiency, it is rational

to prefer it over other unbiased estimators. Note that in this research, we are not concerned about

time-complexity or other computational issues. Our goal is to get the most from a limited number

of data points, and hence, we care about efficiency.

3.1.3 Maximum Likelihood Estimation and Learning the Probability Distri-

bution

In the problem of learning a probability distribution, the unknown system is the distribution’s

functional form. The unknown distribution is defined over the set Ω. The goal is to introduce an

estimatorm(d, θ) that converges to P(ω) for all ω ∈ Ω as dataset size approaches infinity (n →∞).

TheMLE’s objective function for estimating the probability distribution, using the modelm(d, θ)

and the datasetDn = {di}ni=1, has following form

θn = argmax
θ

n∑
i=1

log(m(di, θ))

By dividing the sum by the number of samples and multiplying it by -1, we reach the following

equivalent minimization problem. The objective function denotes a loss function called empirical

cross-entropy.

θn = argmin
θ
− 1
n

n∑
i=1

log(m(di, θ))
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Convergence to a local minimum happens as the size of the dataset, that is sampled independently

and from an identical distribution, grows. For the sake of simplicity and for not dealing with issues

of local optimums, we assume our optimization reaches the global optimum and limn→∞ θn =

θ∗ wherem(d, θ∗) = P(ω) ∀ω ∈ Ω. Of course, this is true with the assumption that P ∈ M

(The solution exists in the search domain). As explained earlier, in this research we assume that

algorithms are wisely chosen, and our goal is to see how they perform when the training and testing

data are from different distributions. From the Central Limit Theorem, we can see the following

approximation for the loss function’s value.

Theorem 3.1.1. Assuming E(logm(x, θ∗))2 < ∞, for a sufficiently large number of data points

(n >> 1), the loss function can be approximated with

−1
n

n∑
i=1

log(m(xi, θ)) = H(P) +D(P||m(x, θ)) + O(
C1√
n
)N (0, 1)

Where C1 is a constant, and, is a function of var(logm(d, θ∗)). H(P) is the Shannon entropy de-

fined as H(P) = −
∑

ω∈Ω P(ω) log(P(ω)) (97), and the summation is over the element setΩ.

KL(P||m(d, θn)) =
∑

ω∈Ω P(ω) log( P(ω)
m(d,θn)) is the Kullback-Leibler (KL) divergence (

74) between

the actual distribution P(ω) and the estimator/model m(d, θ).

As the size of the dataset approaches infinity, the error term is getting smaller. Immediately

from theorem 3.1.1, we can see that KL-divergence is the only component of the loss function

that is a function of θ (Model). Hence, minimizing the loss function is equivalent to minimizing

KL(P||m(d, θ)). The property of KL-divergence is that it is always non-negative. Besides, it is equal

to zero if and only if P(d) = m(d, θ) almost anywhere. With KL-divergence equal to zero, the only

term remaining in the loss function isH(P), which describes the system’s entropy. The convergence

speed of loss function toH(P) as the function of dataset size is called the learning curve.
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3.1.4 Learning Curve

Learning curves represent the expected value of the objective function (loss function in our case)

versus the size of the dataset. The expected value is taken with respect to randomness in sampling

or algorithm’s initialization. In other words, fixing the size, if we sample the dataset and train the

model infinite times and then take the average loss value, we reach the expected value of the loss

function. Putting this in mathematical semantics, the learning curve is a functionGt(n) : R+ → R

that takes the size of a dataset as input and outputs the value we should expect for the loss function.

For the problem of learning the data-generating probability distribution, this function shows how

KL-divergenceKL(P||m(d, θ)) changes with the dataset’s size.

From theorem 3.1.1, with infinite sample size, we can see the loss function’s convergences to the

entropy of the data-generating distribution. Since the data-generating distribution changes over

time, its entropy changes as well and hence, we added the subscript t toGt(n) to capture this time-

dependency. This function is monotonically decreasing and hence, invertible. Due to its asymptotic

convergence to a bounded valueH(Pt), it has a convex form for large dataset sizes. We further as-

sume that it is continuous and differentiable, meaning that (∂Gt(n)
∂n < 0).

In practice, the learning curve is shown to be predictable for deep learning algorithms (57) and is

composed of small data, power-law, and irreducible loss regions (Shown in Figure 3.1). In the small

data region, the model is not scaling significantly with dataset size. The power-law region is where

model performance scales with dataset size. In this region, for deep learners, the functionGt(n) is

believed (57) to have a power-law functional form. Lastly, in the irreducible loss region, the model’s

generalization loss value does not improve significantly. Between the regions, the power-law region is

the one that we can see significant improvement in performance as we increase the dataset size.
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Figure 3.1: Power‐law learning curve.

3.2 Effectiveness Curve and Value Depreciation

To achieve our goal of measuring the depreciation of datasets’ value over time, we need a mechanism

to find the value of any given dataset at any given time. Unfortunately, value is subjective and depen-

dent on the context, problem definition, and implementation. Therefore, we define a novel measure

of datasets value that reports it as a function of the size. To explain this measure, we first define an

oracle dataset that is sampled at time 0 from P0. We use this oracle dataset as a base of comparison

and say that the loss value that a model trained on this dataset achieves is our reference loss value and

the best loss value we can achieve. We then compare the model’s performance trained on the base-

line dataset to the model’s performance trained on oracle. We finally ask what amount of data from

the oracle dataset allows our model to achieve the equivalent loss value that the model achieves af-

ter being trained on the baseline. The “equivalent size” of the baseline dataset is the amount of data

from the oracle dataset needed to train a model achieving the same loss values.

Before formally defining the notion of equivalent size, a good starting point would be to compare
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a baseline dataset of infinite size and see how well-performing a model trained on this dataset is in

predicting P0 (the oracle). This is particularly important since we expect the infinite sized baseline

dataset to be as valuable as possible in reaching the ultimate algorithm’s performance. In a way,

this gives us clues on whether the infinite baseline dataset can scale created value. Proposition 3.2.1

investigates this ultimate scaling behavior.

Proposition 3.2.1. Assuming Pt (ω) ̸= P0 (ω), a model trained on a dataset of infinite size from the

wrong distribution Pt (ω) has limited predicting power at time 0, and in probability, a model trained

on a dataset of bounded size from the right distribution P0 (ω) can reach the same loss value.

The argument in proposition 3.2.1 is that in the training phase, due to the change in the proba-

bility distribution,m(d, θ) convergences to the wrong distribution Pt (ω). Therefore, MLE’s loss

value has an additional termKL (P0||Pt) besides the Shannon entropyH(P0). It is as if we used a

dataset of bounded size from P0(ω), and due to its limited size, we did not reach the minimum loss

value possible. The minimum loss value possible is reached whenMLE’s loss function is equal to

H(P0).

Intuitively, this proposition tells us that created value in a machine learning-based product or ser-

vice scales differently with the size of datasets compared with the way tangible assets scale the value.

For example, suppose we have a company that produces apple juice boxes. Apples that are stored

for a little while longer in inventory will dry out and produce less juice compared to fresh apples.

Nevertheless, if we scale the number of older apples in the juice production business, the number

of potential juice boxes scales with it. In contrast, when it comes to time-dependent data, increasing

the number of older data points doesn’t necessarily drive an increase in the model’s accuracy and,

thereby, the created business value. This is because an oracle dataset of bounded size can produce a

loss value equal to that of an infinite amount of older (less relevant) baseline data.

This proposition has implications in economic modeling, academic antitrust debates, and data
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management strategy for practitioners. Proposition 3.2.1 states that curating massive datasets over

time does not create a significant barrier to entry of a competitor if the data-generating distribution

changes. In our interviews with practitioners, we always found them hopeful that increasing dataset

size can compensate for the shortcomings in scaling. On the regulatory side, also there are debates

on the role of super large datasets and if they create a barrier to entry advantage for big tech com-

panies. This proposition states that scaling of value is different from what we previously knew and

hence, the role of time-dependency should be accounted for. This proposition has also implications

for economic modeling. The immediate implication is the way we should model the decline in the

value of data. Specially, when modelers want to treat data as an asset, they should be aware of the

way they account for the value decline. The usual approach to account for the value decline is to

use a time-dependent discounting function like an exponential decay e−ct to be multiplied by the

accumulated capital at time t. This proposition states that such discounting functions should be a

function of accumulated capital as well as the sampling time since there is not a multiplicative dis-

counting function that is multiplied in infinity and results in a finite value. Hence, the discounting

function should be a function of both size and the time.

As explained earlier, something lacking from proposition 3.2.1 is that it talks about loss value,

which is not very informative in making comparisons. It is not informative because we do not know

how to interpret the excess loss value termKL (P0||Pt). We just know that it is positive, and there-

fore, the loss value should be bigger than the one for the oracle dataset. To solve this issue, we use

the learning curve inverse function to translate the loss function back into an “equivalent” dataset

size. Dataset sizes are easy to understand and compare.

Recall that learning curve at time zeroG0(n) is a monotone function and therefore has an in-

verse. Using the inverse of the learning curveG−1
0 (.), we can find the expected size of a dataset from

time zero (the oracle dataset) with an equivalent MLE loss value. Briefly, what we do to form the

equivalent size is to first train a model on data sampled from Pt(ω). Then, we use the trained model
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to find the loss value on the data that has been sampled from P0(ω). Finally, we use the function

G−1
0 (.) to see what size of the data from P0(ω) can generate a similar loss values. This is the basis for

our definition of equivalent size.

Definition 3.2.1. Dataset Dn,t has the equivalent size n̄Dn,t at time 0:

n̄Dn,t = Eθn,t
(
G−1
0 (−EP0 (log m (d, θn,t)) )

)
Where θn,t is the solution to:

θn,t = argminθ−
1
|Dn,t|

∑
d∈Dn,t

log (m (d, θ))

In this definition, there exist two expectations. The expectation inside ofG−1
0 (.)measures the

expected model’s loss over the test set. The second one is the outer expectation and calculates the

expectation with respect to randomness in the algorithm’s initialization and steps. In practice, we

can approximate the outer expectation by solving for θn,t multiple times. Using averaging limit, we

can calculate the equivalence empirically in the following way

lim
k→∞

1
k

k∑
j=1

(
G−1
0

(
lim
l→∞

−1
l

l∑
i=1

log
(
m
(
di, θ

(j)
n,t

))))

Where di ∼ P0(ω) and the outer sum is over multiple runs of the algorithm. For a fairly large

number of testing data points, the inner expectation converges. Using theorem 3.1.1 to simplify the

definition further, we have

n̄Dn,t = E
(
G−1
0 (H (P0) + KL (P0||m (d, θn,t)) )

)
Letting n → ∞ eliminates algorithms’ initialization issues as well as other types of randomness and
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hence,m (d, θn,t)→ Pt (ω). Therefore, in the limit

n̄D∞,t = G−1
0 (H (P0) + KL (P0||Pt) )

It is in agreement with proposition 3.2.1 where it argues that n̄D∞,t < ∞ if P0 (ω) ̸= Pt(ω).

BecauseG−1
0 (H (P0) + KL (P0||Pt)) < G−1

0 (H (P0)) =∞.

Notice that the equivalent size is a function of the algorithm as well as the dataset itself. Depen-

dence on the algorithm is recognized through the inverse functionG−1
0 (.). It means that the algo-

rithm’s power in scaling with dataset size shapes the effectiveness of a dataset. The following exam-

ple makes it clear. Suppose we have a very large dataset, but we do not use it to train a model. In that

case, the sampling time is not essential and, regardless of time, the dataset is as effective as not having

it in the first place (n = 0). On the other hand, if the algorithm scales in a faster pace (in the number

of data points), a small dataset from P0 (ω) can reachH (P0) + KL (P0||Pt)with a smaller number

of data points which means n̄D∞,t is indeed small.

Definition 3.2.2. Effectiveness of dataset Dn,t is defined as EDn,t =
n̄Dn,t
n .

Intuitively the effectiveness should be always between zero and one, i.e., EDn,t ∈ [0, 1]. EDn,t = 1

means that the given dataset’s value is equal to the value of the oracle dataset. Note that EDn,t , by

definition, can’t be more than 1. EDn,t = 0 means that data is worthless compared to the oracle

dataset and the prediction power of a model trained on this dataset is equivalent to a uniformly

random guessing of output values. The value of EDn,t ∈ [0, 1) signals that the equivalent size is less

that the actual size of a dataset. It is as if dataset perishes over time. The more perishable the data,

the less its effectiveness over time. For example, if the effectiveness is equal to 0.8, we say that the

dataset lost 20% of its effective size.

Proposition 3.2.1 argues that effectiveness ED∞,t = 0 if P0 (ω) ̸= Pt(ω). It is because n̄Dn,t

remains bounded and therefore, limn→∞
n̄Dn,t
n = 0.
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Definition 3.2.3. Substitution curve is a function fn (t1, t2) : R2 → R and is defined as

fn (t1, t2) =
n̄Dn,t1

n̄Dn,t2

It shows how well we will be off in terms of effectiveness if we substitute a dataset of size n from

time t2 with a dataset of the same size that has been sampled at time t1. Note that choosing t2 = 0

brings us back to the definition of effectiveness. Using theorem 3.1.1, the substitution curve has

following formulation

fn (t1, t2) =
n̄Dn,t1

n̄Dn,t2

=
E
(
G−1
0 (H (P0) + KL (P0||m (d, θn,t1)) )

)
E
(
G−1
0 (H (P0) + KL (P0||m (d, θn,t2)) )

)
Theorem 3.2.1. Substitution curve has the following properties.

a) It is non-negative and bounded.

b) It is a monotonic function of n.

c) It is converging to a substitution frontier

lim
n→∞

fn (t1, t2) =
n̄D∞,t1

n̄D∞,t2

=
G−1
0 (H (P0) + KL (P0||Pt1) )

G−1
0 (H (P0) + KL (P0||Pt2) )

Nonnegativity and boundedness are immediate. It is nonnegative because functionG−1
0 is non-

negative by definition. Boundedness is also immediate from proposition 3.2.1, because for i ∈

{1, 2} and ti ̸= 0, 0 < n̄Dn,ti
<∞ for all n.

The substation curve is an important definition in this research. It is a building block for the

argument we make in the next section on the effectiveness of datasets gathered over a long period of

time. The concept will be used in the sequential offloading algorithm defined in the next session.

Figure 3.2 depicts examples of substitution curves fn (t, 1) assuming a monotonic decline in the

value of data over time. Each curve represents the substitution gain over time t when the substi-
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tution time is fixed at (t1, t2) = (t, 1). Blue curve is the frontier trajectory f∞(t, 1) described in

Theorem 3.2.1c. This figure pictorially shows the substitution function’s monotonicity on n and

its convergence to the frontier. As apparent in this Figure, we do not gain much in substituting data

from different times for very small dataset sizes. It is because small datasets do not provide signifi-

cant scaling in performance, and hence, it does not matter when they were sampled. This behavior

is mostly seen in the small data region of the learning curve. For medium dataset sizes, when we are

in the learning curve’s power-law region, we gradually see significant gains in substituting datasets

from different times. Increasing dataset size in the power-law region brings us to the medium-high

dataset size regime. This region will be used in our experiments (In later sections) to measure per-

ishability. Finally, the infinite dataset size speaks of the irreducible loss region and the highest sensi-

tivity to substitution.

In Appendix B.2, building further on our observation, we empirically measure the substitution

curve for our experiment in this research and show that gain/loss increases in n for t1 > t2 and

decreases for t1 < t2. In other words, the substitution curves become sharper and the gains/loss

in substituting data from various time increase. Proposition 3.2.2 formalizes this idea. To prove

this proposition, we have two additional assumption. First, we assume that the monotonicity result

proved in theorem 3.2.1 (b) is valid for all dataset sizes meaning that fn(t1, t2) is monotonic for all n.

Second, we assume that f1 (t1, t2) = 1 for all t1, t2 ∈ R+ ∪ 0. It is intuitive since, in our model, all

elements have non-zero probability and hence, one data point carries in expectation same amount of

information regardless of when it was sampled.

Proposition 3.2.2. The substitution gain function becomes sharper with the increase in the size of the

baseline dataset (n), meaning that the gain/loss increases as the baseline dataset size increases. Mathe-
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matically, for all time t1, t2 ∈ R+ ∪ {0} and sizes n1, n2 ∈ N with n1 < n2:

fn1(t1, t2) ≤ fn2(t1, t2) when fn1(t1, t2) ≥ 1

fn1(t1, t2) > fn2(t1, t2) when fn1(t1, t2) < 1

Figure 3.2: Substitution curves for different sizes of datasets. The frontier is marked as blue. It shows the maximum
depreciation in substituting datasets of time 1 with a dataset of any other time.

This proposition is particularly crucial for our discussion in section 4. We use it to prove that

flow of data becomes the main value driver when a firm grows, for example, in the user base. Hence,

firms should retrain their models more frequently when the amount of data they collect in a given

time (n in this case) grows.

3.3 Datasets Collected Over Time

So far, we have studied the effectiveness of datasets that have been sampled at a given time t. Nev-

ertheless, most datasets are collected over time, and there is a need to study their effectiveness and
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compare their values. This is particularly important since we want to study the historical value of

data. In that pursuit, we compare two datasets that have been sampled over time; A baseline dataset

that spans over a longer period and a subset of that dataset which has a smaller size and contains

only recent data (most relevant data in case of semi-monotonic decline in value of data over time).

When the value of smaller dataset is more than the value of larger dataset, we conclude that using

historical data in the training set increases the loss value and may put a company in a disadvanta-

geous position. In section 4.1, we use this idea and introduce the sequential offloading algorithm.

This algorithm exploits the tradeoff between the size and the relevance of datasets gathered over

time. It removes less relevant data from the training dataset, meaning we lose size, and hopes that

increasing the relevance counterbalances the loss in size.

We use the machinery we developed so far, with slight modification, to compare the values of

datasets sampled over time. In doing so, we first show that the accuracy score (loss value) of mod-

els trained on such datasets are equivalent to the accuracy score (loss value) of models trained on a

dataset of similar size that has been sampled at a time t∗, i.e., there exist a time t∗ such that a model

trained on a dataset from this time has an equivalent loss value to the same model that is trained on

the dataset gathered over time. t∗ is called the equivalent time. Subsequently, we calculate the equiv-

alent time for these datasets (that have been sampled over time) and use the substitution curve to

compare their values.

Notation wise, we show datasets of size n that are collected over a period [t1, t2]withDn,[t1,t2],λt .

λt is called the sampling density function and shows the proportion of samples that have been col-

lected at time t. For the sake of simplicity, we assume t1 = 0 and focus on datasets of the form

Dn,[0,t],λt . Mainly because it is easier to turn a bigger period of time into smaller periods with the

sampling function λt. For example, the datasetDn,[t1,t2],λ̂t is equivalent to datasetDn,[0,t2],λt with λt
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equal to

λt =

0 t < t1

λ̂t t1 ≤ t ≤ t2

Although the datasetDn,[t1,t2],λt is sampled from various time with different generating probabil-

ity distribution functions, it still has a “Net Distribution” that can be used to measure its effective-

ness. Lemma 3.3.1 presents the net distribution forDn,[0,t],λt . It states that the net distribution is a

convex combination of all distribution from time 0 to t with weights λt ∈ [0, 1] &
∫ t
0 λsds = 1 .

Lemma 3.3.1. Net distribution of dataset Dn,[0,t],λt is equal to

P[0,t],λt(ω) =
∫ t

0
Ps (ω) λsds

As this lemma states, the net distribution is not necessarily equal to P0. Therefore, using proposi-

tion 3.2.1, we can still argue that datasets curated over a period of time have limited relevance.

Corollary 3.3.1. Datasets that are collected over time from dynamically changing environments have

finite effectiveness and value. Hence, the growth between the accuracy of machine learning models and

the stock of available data (Known as the data network effect) stalls.

Data network effect (The growth cycle between the stock of data and the accuracy of models)

stalls when we have time-dependency. As stated in Corollary 3.3.1, the accuracy of machine learning

models and the value they create doesn’t simply scale with the stock of available data. As a result,

a firm should either incorporate the time dimension into their models or alternate datasets to im-

prove its relevance. Incorporating time in the models is not easy and often impossible, mainly when

dealing with innovation over time. For example, we can’t tell what kind of medical innovations we

should expect in the next couple of years or what news we should read in the papers next week. Be-

sides, we already assumed that firms already choose best models, and hence, we expected them to
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incorporate time if possible. Therefore, as the next step in this chapter, we focus on methods to al-

ternate the dataset’s composition and improve their relevance. Alternating datasets should be in the

direction of improving their relevance, and hence we first need a method to compare the value of

dataset pre and post alteration. Proposition 3.3.1, using the net distribution of datasets, maps the

accuracy score of the dataset gathered over time to the accuracy score of a dataset that has been sam-

pled in a given time. Hence, we can compare two datasets using the substitution curve method we

developed in section 3.

Proposition 3.3.1. There exists an equivalent time t∗ ∈ [0, t] such that the dataset Dn,[0,t],λt provides

an equivalent loss value to the dataset Dn,t∗ i.e. nDn,[0,t] = nDn,t∗ . The solution is unique when decline

in value of data is monotonic.

Proposition 3.3.1 is the key to understanding the next subsection on sequential offloading. As

much as it is important to understand what it says, it is also important to realize what it does not. It

does not say that the “Net distribution” is equal to Pt∗ . Net distribution is a combination of many

distributions, including Pt∗ , and therefore, it is not necessarily equal to Pt∗ . Instead, Proposition

3.3.1 suggests that P[0,t],λt and Pt∗ are in a way that they make equal KL divergences with P0, i.e.

KL
(
P0||P[0,t],λt

)
= KL (P0||Pt∗) . Consequently, they produce equivalent MLE loss value, which

means n̄Dn,[0,t],λt
= n̄Dn,t∗ .

Note that having t∗ between zero and t is important in this proposition. The emphasis is on the

fact that the period [0, t] starts from time 0. Even if the dataset has been sampled from [t1, t], still,

t∗ ∈ [0, t]. It is because, for the dataset (Dn,[t1,t],λt) where 0 < t1 < t, there might exist a sampling

density λt such that it makes the Net distribution P[0,t],λt (ω) = P0(ω) for all ω ∈ Ω, i.e. t∗ = 0 /∈

[t1, t].

The most exciting thing about this theorem is that t∗ < t. If we deliberately delete the portion

[t1, t] from the dataset where t1 < t∗, despite losing size, the remaining dataset (Dn1,[0,t1],λt) will
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have a new equivalent time t∗∗ which is t∗∗ < t∗. In other words, datasets gain relevance. Altering a

dataset composition by deleting the portion [t1, t] is what we investigate next as sequential offloading

algorithm.

3.3.1 Sequential Offloading

The idea of sequential offloading is founded in increasing the value of a dataset by reducing its size.

It looks to be counter-intuitive, but in a time-dependent context, data perish quickly, and it may

be beneficial to discard useless information. Clearly, deleting old data means loss of dataset size.

Nevertheless, gaining relevance may offset the loss of dataset size, and deletion likely improves the

overall effectiveness.

The idea is centered around Proposition 3.3.1 and theorem 3.2.1. Proposition 3.3.1 states that

for a datasetDn,[0,t],λt there exist a time t∗ ∈ [0, t] such that n̄Dn,[0,t],λt
= n̄Dn,t∗ . By deleting data

[t∗, t] from the dataset, we end up with a smaller size n0, but the equivalent time shifts from t∗ to

t∗∗ ∈ [0, t∗], which is more relevant. If the substitution gain is higher than the lost size due to

deletion, it means we gained from deletion i.e.

fn−n0 (t∗∗, t∗) >
n

n− n0
⇒ n̄Dn,[0,t],λt

< n̄Dn−n0,[0,t∗],λt

Where n0 is the size that has been deleted from the dataset. Algorithm 1 Formalizes the sequential

offloading. This algorithm stops when there is no gain in deleting old data. It also opens a philo-

sophical question on what a successful iteration means for the data. A successful iteration means

nDn,[0,t] < nDn−n0,[0,t∗]
and hence, there is positive improvement upon losing a portion of data.

Therefore, as the following corollary states, including less relevant data (older data in our case) actu-

ally did put us in a disadvantageous position.

Corollary 3.3.2. Including older (less relevant) data in the training set may put a firm in a disad-
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vantageous competitive position.

Algorithm 1 Sequential offloading algorithm
Require: DatasetDn,[0,t],λt , substitution gain function fn (t1, t2)

i← 1
t(0) ← t
n(0) ← n
while (Gain is possible) do

Find t∗ as explained in theorem 3.2.1 and call t(i)

n(i) ← n(i−1) ×
∫ t(i−1)

t(i) λtdt
Delete sampled data [t(i), t(i−1)] fromDn(i−1),[0,t(i−1)],λt and call itDn(i),[0,t(i)],λt

if
(
fn(i)−n(i−1)

(
t(i), t(i−1)

)
> n(i−1)

n(i)−n(i−1)

)
then

Gain is possible
i← i+ 1

else
Gain is not possible

end if
end while

3.3.2 Data as a Driver of Growth

A successful offloading iteration means that older (less relevant) data is lowering the modeling ac-

curacy score. Hence, it is optimal for a firm to retrain its models more frequently with relevant

datasets. The retraining frequency is determined by the sharpness of the substitution function.

From Proposition 3.2.2, we know that increasing the flow of data which is the rate of accumulating

new information increases the gain/loss value of the substitution function and hence, changes the

retraining frequency. Since the increase in flow is inevitable due to growth in the user-base or en-

gagement, it is of paramount importance to understand the optimal growth strategy for a firm that

derives value from data. In Proposition 3.3.2, we show that a sharper substitution gain function

(which is the result of increase in flow) brings the equivalent time closer to the prediction time.
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Proposition 3.3.2. Increases in the gain/loss value of the substitution function, as a result of multiply-

ing the data flow rate, brings the equivalent time closer to the prediction time.

We now cite Proposition 3.2.2 and argue that an multiplying the flow of data, with a constant

α > 1, makes the offloading more likely, and hence, as stated in Proposition 3.3.2, it brings the

equivalent time closer to the prediction time. Bringing the equivalent time closer to prediction time

means that we rely on the flow of data to create value. Consequently, we conclude that when a firm

grows, which leads to inevitable growth in the flow of data, it should shift its focus from the stock of

available data to the flow of data as the primary value driver.

3.3.3 Weight-Adjusted Datasets

In previous subsections, we compared the values of two datasets, a baseline dataset that is collected

over a period of time and a subset of this dataset that only contains recent data. In this comparison,

we argued that there are cases where the subset of the baseline dataset has a higher value for a busi-

ness application since the model trained on this subset has a higher accuracy score. Consequently,

we argued that including older (less relevant) data in the training set might put a firm in a disadvan-

tageous competitive position. We made this comparison to contest a widely known idea that having

more data is always better, and as a result, companies who were collecting data earlier than others are

in a better competitive position solely because of the data they own.

Still, despite feasibility and ease of implementation, deleting older data from the dataset is a sub-

optimal action from the implementation perspective. A wiser choice is to use a weight-adjusted

version of the baseline dataset. The sequential offloading algorithm is also weight-adjusted since it

puts zero weight on older data and full weight on recently collected data. However, this zero-one

weighting is not necessarily optimal despite being more advantageous than the baseline dataset.

The main challenge is to find the optimal weights. It is challenging because of two reasons. First,
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as proposition 3.3.2 suggests, the value of data sampled from various times changes with the size

of the dataset or the flow of data. Therefore, companies should continuously reevaluate and adjust

weights over time since their dataset size or user-base changes. The second challenge is that compa-

nies should use the whole dataset to evaluate the weights, which is time-consuming and expensive to

implement. Because, as proposition 3.2.2 suggests, the importance or value of recent data increases

with the size of the subset, meaning that for larger subsets, the optimal weights of recent data will

be more significant. Therefore, using a subset of the baseline dataset to evaluate the weights (Which

is a standard solution to calibrate parameters in practice) miscalculates the weights and undervalues

the importance of recent data. Because of these two points, i.e., continuously evaluating the optimal

weights using the entire dataset a firm owns, we argue that it might be tractable to discard older data

than repeating complicated repetition of the learning process.

There is a question on the transferability of wights between firms. In other words, since the cause

of perishability mentioned in this research are at the market level, it makes sense that one firm cal-

culates and sells the optimal weights to other firms. In that case, it is essential to know that weights

depend on the company size, and the optimal weight that is useful for a big firm is not optimal for a

smaller firm.

3.4 Experimental Design

Our goal in this section is to measure effectiveness and thereby perishability of datasets empirically.

In other words, after training an algorithm with data that has been sampled on one stationary pe-

riod, we measure its equivalent oracle size at other periods. As it is shown later in this section, we

observe a semi-monotonic decline in the value of a dataset. We expected the decline to be mono-

tonic since datasets from the past lose relevance monotonically due to continuous innovation over

time. However, the equivalent size has slight periodicity in the measurements due to seasonality in
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certain topics like fashion or other periodic data generating sources. Note that the overall decline

still looks monotonic.

We make the measurements in the language modeling contexts. Mainly because language mod-

eling datasets tend to be the largest and most easily collected. Datasets are easily collected since lan-

guage modeling tasks are most often unsupervised; For example, in the next-word-prediction task,

the model predicts the next word in a given sentence, and hence, any book, magazine or text source

could be a potential data source. Furthermore, the language modeling is currently used as a com-

mon pre-training objective for many other language tasks (112) making our measurements relevant

to a wide variety of applications. In this section, we first explain data and how we process it for the

task. Then, we explain the algorithm and model architecture, and lastly, we present the measure-

ments.

3.4.1 Data Collection and Processing

Our challenge is to find a large enough dataset that has been collected over a long period of time. It

is because text processing algorithms require large training set sizes to have significant improvement

in quality. In addition, we need this dataset to be sampled over a long period of time to let us make

an observable perishability measurement. From a technical standpoint, the dataset must be large

enough to reliably measure the power-law portion of the learning curves associated with each time

period. Thus, the dataset must span roughly two orders of magnitude in size larger than the smallest

dataset in the power-law region. Prior results (57) show that, for language modeling, the smallest

such dataset is at most 1 million words. Consequently, the dataset should contain roughly 10-100

million words per time period.

We choose the Reddit post dataset as it fits to our needs. This data was collected and used in (40).

It is a collection of posts and comments from the years 2006 to 2018 and was scraped from Reddit

between September 2016 and July 2018. We preprocessed the dataset to create flat text files with the
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following format:

Title (6): What was the biggest scandal in your school?

Text:

Comment (4): Vampires. This was almost 6 years ago now at my high school,

but vampires. Do a quick...

Comment (3): Not sure if I’d call it a “scandal”, but when I was in college...

Comment (2): Freshman year a friend of mine found a paper bag at the bus

stop full of money - and it...

’Title’ is the title that the author specified when posting the submission, and ’Text’ is an optional

field of body text associated with the post. After the post, each line is a comment from other users

designated by ’Comment’. Comments only contain text. The values in parenthesis are submission

or comment scores based on upvotes or downvotes given to each by users. We filtered out comments

and posts with scores less than 2.

Figure 3.3: Size of datasets processed for each month. For example, for July 2013, 1 Gigabyte of text data is processed.
This is not a cumulative dataset size. The growth in the size shows the growth in the number of topics discussed, the
number of users as well as their engagement.
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To evaluate how data distributions and value shifts over time, we split the dataset into chunks

based on the time stamp of the submissions and comments. We aim for 100 million words per time

period, so we group data until each split is at least that large. Specially, we group posts and com-

ments into the following periods: the years 2006-2009, January-June 2010, July-December 2010,

January-March 2011, April-June 2011, July-September 2011, October-December 2011, and then

monthly for the years 2012-2018. Earlier years of Reddit dataset have less data because the platform

was becoming established and growing, so we had to group more extended periods together. Figure

3.3 shows the amount of data we processed each month.

Finally, we subdivide the data from each time period to form a standard machine learning train-

ing and testing setup for collecting learning curves. First, we randomly sample and split the posts

(and their comments) into training, development/validation, and test/evaluation subsets. The de-

velopment and test sets are at least 2 million words each. The development set is used to validate

that the model is learning to generalize during training and to early-stop training when the model

performs the best on the development set. The test set is used after training to evaluate how well the

training is done. We use these test sets to cross-evaluate models trained on data from other periods.

The model never trains on these subsets.

After splitting out the development and test sets, we randomly shuffled the remaining data as

the full training set for the time period. We subdivide this training set into chunks of exponentially

increasing size by factors of 2. Empirically, we find that datasets of size 1.25 million words are large

enough to be in the power-law portion of learning curves, so we break the training set into suc-

cessively overlapping subsets of size 40 million, 20 million, 10 million, 5 million, 2.5 million, 1.25

million words by taking the first half of the prior subset. We train separate models on each training

subset to collect howmodels generalize as they are allowed to train with increasing dataset size. The

resulting data size-generalizability curves are learning curves for the time period.
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3.4.2 Model Architecture and Training Process

We chose to train current state-of-the-art language models on the data to collect their generalization

error and learning curves. Specifically, we train GPT-2, the Generative Pre-Training transformer-

based model fromOpenAI (51,92). Collecting learning curves can be costly due to the training time

required to train large models on each of the training subsets. We chose to train a small variant of

GPT-2 that was expected to be large enough (i.e., sufficient parameters) to overfit all of the training

set splits and yet small enough to train in a reasonable amount of time – at most about 32 hours per

training subset on a single GPU.We configure our GPT-2 model variant as follows: Vocabulary size

50257 sub-word tokens, maximum sequence length 512 tokens, depth 6 transformer blocks each

with 8 self-attention heads and hidden dimension 512. The model has 44.9 million parameters total

– a rule of thumb in language modeling is to use a model with as many parameters as words in the

largest dataset.

We train the models using the Adam optimizer with a static learning rate of 2e-4 and with batch

sizes 12 and 24. The training objective is the cross-entropy loss of the model’s prediction of the

probability of the target next token in the input sentence. We empirically find that changing the

batch size marginally changes the final loss (< 0.3% change in cross-entropy), so we do not further

explore optimization hyperparameters to mitigate total training time. Finally, we validate the models

using the development dataset every 50-200 training steps, depending on the size of the dataset—

smaller datasets require fewer training steps for the model to converge. We early-stop training when

the development set loss stops improving for more than 15 validation runs.

3.4.3 Evaluation Process and Effective Dataset Size

Our objective is to measure howmuch the data distribution has changed over time. In that cause,

we evaluable how well a dataset that has been sampled from one time period, can predict values for
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each other time period’s data. To do so, we train a model and evaluate its test error for each time

period over multiple time periods. Furthermore, we characterize the learning curves so that we can

translate measured test errors back to equivalent dataset sizes. Finally, we present the effectiveness

curve.

In the training phase, we first find the finest model for each time period and each dataset size.

The finest model is the one that achieves a smaller development set loss. Its selection process mimics

the way models are chosen for deployment in AI-enabled products. To find the finest model, at

each training run, we validate the models on the given time period’s development set and choose the

model weights that achieve smaller development set loss. When we test with multiple different batch

sizes, the finest model is the one that achieves superior performance in separate training runs for the

given time period and training set size.

We collect the finest model for each training set size ranging from 1.25 to 40 million words. Do-

ing so allows us to construct learning curves across different time periods. We cross-evaluate all

finest model – one for each time period and training set size – by evaluating them on the test sets

for all other time periods. We use these results to curve fit learning curves and indirectly calculate its

inverse: Given finest models for the time period t1, and their evaluation scores for the time period, t0

(t0 can be equal to t1), these scores will be used to show how increasing the training set size from pe-

riod t1 might improve prediction accuracy for the time period t0. We curve fit learning curves with

power-laws.

Figure 3.4 shows examples of learning curves for models trained at different times. Each curve

shows a model that has been trained on a specific time-period. The learning curves are different

from each other and form parallel curves. The offset is due to change in the entropyH(P), which

is different at different times. Earlier models like those that have been trained in 2010 have lower

values than the model of 2018. To answer why this is happening, we should look at Figure 3.3.

As apparent from Figure 3.3, the dataset size per month is growing, which is a clear sign of the in-
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crease in the contribution and growth of the user base. This growth adds to the diversity in topics

as well as language styles. The more diverse the dataset, the higher its entropy. It is also apparent

from this graph that the learning curve is a decreasing function, and hence, more data causes lower

cross-entropy value.

Figure 3.4: Measured learning curves for models that have been trained at different times. The x‐axis is in the log‐scale
and shows the dataset size. Y‐axis is the cross‐entropy value. The legend describes the time we used to train these
models. For example, the yellow curve shows a model that has been trained on data from October 2012.

Figure 3.5 shows test evolution results for models trained on different time periods. Training

size is fixed, and the algorithm is trained on data from a few time-periods. Periods are shown in the

legend section of this Figure. Each point in this graph is the evaluation result of a training and test

pair and curves are made by joining pairs with similar training time. For example, the blue curve

shows the finest model’s test results that have been trained 2006-2009 and tested on every other

time.

The first observation is that the best model for prediction in t0 is the one trained on data from

t0. As an example, before January 2010, the model that has been trained on data from 2006-2009
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Figure 3.5: Cross entropy loss value when we use a model that has been trained on year z (each curve) and is tested on
data from year x (x‐axis). Y‐axis is the cross‐entropy loss. The legend describes the time we used to train these models.
For example, the green curve shows a model that has been trained on data from January 2014. The best cross‐entropy
loss in each time period is mentioned in this graph as well.
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(m2006−2009) has the lowest cross-entropy and hence, has the best predicting power compared to

other curves. In contrast, from January 2010 to June 2011, the April 2010’s model (m2010−04−06)

is the best performer replacing the blue curve. It immediately shows perishability. It is because the

best performing model at one period loses its power as we move away from its sampling time. De-

spite apparent perishability, as time goes by, we see an increase in the cross-entropy values across all

models. It is again due to the increase in the diversity of topics in Reddit data over time. In other

words, the entropy functionH(P) is increasing.

Finally, we invert these learning curves to estimate the equivalent dataset size from time period t1

when predicting for the time period t0. Start with the best model,mt1,50M, for time period t1 trained

on 50 million words, for example. Evaluatemt1,50M to collect cross-entropy loss for time period t0.

Now use the learning curve for models trained and tested on time period t0 to estimate howmuch

training data from time period t0 is required to achieve that cross-entropy loss. Suppose the inverted

learning curve yields 40 million words required in time period t0, then the equivalent dataset size

from time period t1 is 40 million words at time t0, or it is effectively 80% of its time t1 size.

Figure 3.6 shows the equivalent dataset sizes for models trained on the 100MB of data sampled

from different times. We chose 100MB for this graph to make it easier for readers to convert val-

ues to percentages. As seen in this Figure, for periods after sampling time, the equivalent sizes are

monotonically decreasing. Despite overall monotonicity, we need to answer two questions about

this graph:

1. Why do we observe higher equivalence variability on curves with higher equivalence (Closer

to 100MB) sizes?

2. Why do we, on some occasions, observe a sudden increase in all equivalence curves?

For the first question, we believe it happens due to numerical errors in the inversion of learning

curves. As we see in Figure 3.4, learning curves have power-law functional forms. Hence, in dif-
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Figure 3.6: Equivalent sizes over time (x‐axis) when we used 100MB of data in the training phase. Each curve is the
trained model. The legend describes the time we used to train these models. For example, the yellow curve shows a
model that has been trained on data from October 2012.

ferent regions of the learning curve, small change in measured cross-entropy translates to different

magnitudes of change in equivalent sizes. For example, in Figure 3.4, if the training size is 100MB

with measured cross-entropy of 5, the equivalent size is roughly 25MB. A small change of 0.1 in

the measured cross-entropy translates to an equivalent size of roughly 20MB, which is 5MB differ-

ent from the previous measurement. However, a similar small change, when the cross-entropy is

4, makes the difference of roughly 50MB. Therefore, the closer the equivalent size is to the train-

ing size, a smaller error causes a higher variability. This also explains the overshoots of later models

(2017 and 2018) in equivalent sizes in August 2017.

For the second question, aside from the test set’s sampling issues, model errors, and numerical

error in fitting the learning curve’s functional, we believe it is natural for events on those occasions

to be slightly more predictable by all models. For example, for August 2017, if we look at the predic-

tive power ofm2006−2009, we cannot find a considerable change, and sudden increase looks normal.
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However, due to the magnification of error and variability in later models (Models with sampling

time closer to 2017), we see considerable changes in their equivalence values that sometimes lead to

overshoots above 100MB.

At last, Figure 3.7 shows the effectiveness curves. To deal with issues of the sudden increase in

equivalent sizes, we made a slight alteration on the way we calculate the effectiveness curve. In this

way, since theoretically n̄Dn,0 = n, we calculate En,t =
n̄Dn,t
n =

n̄Dn,t
n̄Dn,0

. In other words, instead of

dividing the equivalent size of time t to 100MB, we divide it by the measured equivalent size of test

time. It is as if we divide the measured value by the value of the best model predicting the test time.

Doing this process over models from a few time periods creates Figure 3.7.

In this Figure, we can confirm a monotonic decrease of the effectiveness curve. It is interesting to

see that the effectiveness curves of models from different times are all lined up. As this graph shows,

roughly around 7 to 8 years, the value of data for the algorithm and the next-word-prediction task

drops 50%. Furthermore, we can see small periodic behavior in the measurements. For example,

looking at the values of days 365, 730, and 1095 and comparing them with the values of days 181,

550, and 915, we can see small ripples in the overall form of effectiveness functional. It suggests

small periodicity in the data.

3.5 Conclusion

An increase in the size of a dataset improves the generalizability and the accuracy of machine learn-

ing models. This argument and managerial theories on how the business output scales with the

availability of resources convinced economists and data scientists that having more data always im-

proves the quality of AI-based products and services. For long, such statements triggered debates on

whether stock of available data owned by big tech firms creates a barrier to the entry of competitors

and if, much like the network effect, the data network effect creates a winner take all situation. Sev-
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Figure 3.7: Effectiveness curve. The X‐axis shows the number of days after the training dataset was collected. The Y‐
axis shows the effectiveness of the trained model. 1 means that 100% of the dataset’s value has persevered. The legend
describes the time we used to train these models. For example, the yellow curve shows a model that has been trained
on data from October 2012.
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eral empirical studies contested this view and argued that such economies of scale are hard to achieve

in AI-based businesses for a variety of reasons. These empirical studies often cited data’s diminish-

ing return to scale and argued that the marginal value of new data points decreases as datasets size

grows.

In our research, we argued that time-dependency, despite having a significant effect on scaling

the business value, is neglected in these debates. Time-dependency refers to the change in business

value over time because of training models on datasets sampled from a dynamically changing envi-

ronment. We cite the innovation in products and services space as well as the change in consumers’

tastes and behavior as contributing factors to the change in environments over time. We further ar-

gue that due to innovation, with certainty, older datasets lose relevance over time. Mainly because

the data-generating probability distributions in the future are different in that there is no combina-

tion of distributions from the past that can add up the future probability distributions.

We theoretically show that even a perfect model trained on an infinite supply of time-dependent

data may have lower accuracy than the same model trained on a recent (perfectly relevant) dataset

of finite size. For dynamically changing business environments, this theorem immediately dismisses

the role of stock of historical data in creating a barrier to entry of a competitor mainly because a

competing firm equipped with a finite (yet sufficient) amount of recent data can attain a similar

accuracy score and enter the market. In addition, this theorem has economic modeling implications.

It states that a simple discounting function often used in the form of exponential decay over time is

not suitable for modeling the growth in the data economy. Instead, an adequate discounting model

should be a function of the size in addition to being a function of time.

We further introduced metrics like the “equivalent size” that report the impact of time-dependency

in dataset sizes. To evaluate the equivalent size, we first defined an oracle dataset. We then measured

the size of the oracle dataset that, if used for training the machine learning model, leads to a similar

accuracy score as the model trained on our dataset. In other words, the oracle dataset size creates a
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base of comparison in comparing various datasets. We then introduced the substitution function

that measures the gain/loss in equivalent size when substituting datasets from various times. The

equivalent size and the substitution function are the building blocks of our machinery to measure

the value of data over time. Lastly, we proved the existence of “equivalent time” to extend our ma-

chinery’s capability to compare values of dataset curated over time. In our extended machinery, a

dataset curated over time is represented by another dataset of similar size sampled from the equiv-

alent time. Using the extended machinery, we formulated offloading algorithm. The outcome of

this algorithm suggests that a business may remove old (less relevant) data from its repository and,

despite losing size, end up in a better competitive position. In other words, the gain in relevance

counterbalances the loss in size. On the other hand, a successful iteration of this algorithm suggests

that increasing the dataset size by including an older dataset may put a firm in a disadvantageous

position.

The offloading algorithm builds the case for our argument that, in a rapidly changing environ-

ment, a firm should focus on the flow of data (defined as data collection rate) as the primary value

driver instead of the stock of data. To formalize this idea, we first showed that when the flow of data

increases, a firm gains/loses more if it substitutes data from various times. Then, we proved that the

increase in the gain/loss (in the substitution function) makes the firm offload more often to bring

the equivalent time closer to the prediction time. Such action makes the firm focus on the most rel-

evant (recently collected) data. Therefore, when a firm grows (which often leads to an increase in

the flow of data), it focuses on the most relevant (recent) data as the primary value driver. Conse-

quently, we argue that the flow of data is the main value driver for big tech companies. Therefore,

the marginal value of new data for such firms is always positive and economically significant, forcing

them to collect new data aggressively.

Our findings can explain the mixed the result in the literature. First, we acknowledge the feed-

back loop logic in (52). However, Proposition 3.2.1 shows that the stock of available data produced
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by the feedback loop has a finite oracle size because of time dependency. Hence, despite the accel-

erated growth in the size of data repository, we shouldn’t expect a significant increase in created

business value. In other words, the feedback loop stalls in dynamically changing environments un-

less the firm offloads its less relevant data and focuses on the flow of data as the primary value driver.

This finding supports the reported results in (29) and (11) since both search engine (29) and adver-

tisement (11) businesses use time-sensitive data and hence, face significant time dependency.

We can extend our arguments and results to study other data characteristics as long as we can

model them by a change in the data-generating probability distribution. It is because all our defi-

nitions, theorems, and propositions are a function of variation in the distributions. For example,

we may extend this result to measure the value loss in the user dimension. In other words, we may

model the heterogeneity in preferences across users by variation in their preference distributions.

Then, we can measure the value of a user’s data on predicting other user’s preferences. In this re-

search, we chose to center our arguments around the time dimension since it is easier to visualize

value decline over time. Mainly because experimenting over time dimension has the benefit of hav-

ing a possibly semi-monotonic decline in the value of data.
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4
Time-Dependency, Data Flow, and

Competitive Advantage

Virtually, for every industry, data-driven externalities (65) create forces that shape the way businesses

compete. Notably, data availability can create a growth cycle between data volume and algorithmic

quality (54,90): more data leads to a better quality of products and services, which in turn increases

demand; the increase in demand leads to an even higher volume of data and thereby completes the
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cycle.

From previous chapter we know that the magnitude of these competitive forces is subject to

change and depends on data characteristics, such as time-dependency. Recall that time-dependency

refers to the attribute that data’s relevance and merit in making accurate predictions decline over

time. In other words, data often is a non-durable asset, and its value perishes over time. For example,

the advertisement data that is valuable now in predicting a person’s purchasing preferences may be

much less valuable tomorrow, next week, or next year, as the person’s preferences will change. This

kind of time-dependency can dramatically alter the balance of competitive advantage and transform

data’s influence in creating “moats,” barriers to the entry of a new competitor.

This chapter, using natural language processing models and naturally occurring consumers’ text

data from Reddit.com (40), shows unequal time-dependency and speed of change among different

text topics representing various interest areas. We measure the change in data value for different

subreddits and show they perish with different rates. For example, the value of data in the “rela-

tionship” subreddit, perishes much slowly than the value of data from “world news” and “politics”

subreddits.

Reddit is a social news aggregation platform founded in 2005. As of January 2021, according

to Alexa internet , Reddit is the 18th most visited website worldwide and 7th in the United States.

49% of the traffic is from the U.S. following by 10% and 5% from the United Kingdom and Canada.

It has around 330 million monthly active users. On Reddit, users share their opinions on many

different issues and contribute to multiple discussions.

Similar to what we have done in previous chapter, we train a small variant of GPT-2, the Gen-

erative Pre-Training transformer-based model fromOpenAI (51,92), for the next-word-prediction

task. The next-word-prediction algorithm predicts the next word in a sentence given a sequence of

words. We use cross-entropy as our loss function and choose the dataset size of 100MB that allows

us to stay in the learning curve’s power-law region (57). We measure the effectiveness curve and fit an
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exponential function to the measurements.

We train the algorithm with large dataset sizes to assure it is adequately tuned to linguistic mod-

els. Consequently, at this level of training, we believe errors in predicting the next words mostly

stem from the changes in different topics. For example, in the computer operating system topic

space, after the sequence, ”download windows,” we may expect ‘XP’ in 2002 and ’11’ in 2022. Sim-

ilarly, in science, as time goes by, researchers propose better experimentation methods and may find

altered results. For example, if they claimed in 2002 that ”Coffee drinking is good for heart disease”

and then change the claim in 2020 to ”Coffee drinking is not good for heart disease,” the next-word-

prediction algorithm picks up this development. As a result, much like the vast literature on online

word-of-mouth and its economic implications, (75,84,28,49,53,70) we believe that our findings in this

research are informative about the speed of change and innovation in various business areas.

4.1 PerishabilityMeasurementMethod

This section briefly reminds us of the definitions we introduced in the previous chapter. Recall

that data perishability studies change in the value of data over time. We defined a metric called data

effectiveness to capture data’s relative effectiveness in making predictions at every point in time. The

perishability is then to see how the data effectiveness changes over time.

We elaborate on how to measure data effectiveness using an example shown in Figure 4.1. As

depicted in Figure 4.1(i), we train a model on the dataset (A) of size |A| sampled from time 0. We

then evaluate the model’s performance (Loss value) on a testing dataset sampled from time T. Let’s

say the model produces the loss value L. We then use a training dataset sampled at time T to see

what training set size from this sample (if tested on a dataset from time T) would result in a similar

loss value. Let’s say size |B| from time T reaches L. Size |B| is expected to be less than size |A| since A

has lost its predictive relevance over time. We define the ratio |B|
|A| ∈ [0, 1] as dataset A’s effectiveness
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Figure 4.1: These figures conceptually illustrate the loss in data value due to time‐dependency. The bars below the time
axis represent the loss value, and the bars above the time axis are dataset sizes. In figure 4.1 (i), (A) represents a training
set with size |A| that is sampled at time 0. (L) is the loss value measured for the model trained on the dataset (A) and
tested at time T. (B) represent a training dataset with size |B| from time T that if we train the model using (B) and test it
at T, the loss value would be (L). Figure 4.1 (ii) shows the dataset’s effectiveness value. The perishability curve is then to
measure effective datasets sizes for multiple T and study the evolution of effectiveness.

at time T.

4.2 Perishability Curves Track Real-World Changes

To reassure that our method tracks real-world changes, we look into a few subreddits’ perishability

curves. For example, in Figure 4.2, we measure the perishability of datasets fromOctober 2012 and

see if the measured changes correspond with real-world events. We can see periodicity in perisha-

bility of sports datasets like “hockey” (This is expected since we have seasonality in sport) or a flat

perishability curve in “history” (This is expected since commentators in such forums usually discuss

events far in the past). Yet, the most interesting behavior arises in the “politics”.

Figure 4.3 presents the perishability curves of the “politics” subreddit. We observe that the value

of 2012’s data declined mostly in mid 2015. The observation indicates that political discussions in

2015 and 2016 (Before 2016’s presidential election) are not predictable from 2012’s data, and we

suspect a drastic shift in the political landscape and a change in political discussions on those years.
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Figure 4.2: Effective dataset sizes for multiple topics. This graph visually shows the difference in data perishability
between the topics. It is worth noting that for most subreddits, the dataset’s effectiveness is not constantly diminishing.
We see ripples or sudden drops in value. The general trend, though, shows a decrease in the overall value of data over
time.

These observation highlights our method’s functionality in tracking changes over time.

4.3 Characterizing the Perishability Trends

The perishability curves in Figure 4.2 don’t lend themselves to a unique functional form. We can

observe a macro trend for each curve, showing an overall decline in the value of data and a micro-

trend that often manifests itself with periodicity. The micro-trend is particularly visible in the

“hockey” subreddit dataset in Figure 4.2. For the rest of this section, we focus on the macro trends

and characterize the overall decline rate in the data value for the entire Reddit dataset and a few sub-
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Figure 4.3: Effective dataset sizes for the politics subreddit (Blue) and entire Reddit data (Yellow). The dataset from all
Reddit topics has a monotonic decrease in value. In contrast, the dataset sampled in October 2012 from the politics
subreddit perishes mainly at the beginning of 2015 and reaches the lowest point in February 2016 (The months leading
to the 2016 United States presidential election)
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reddits. We find (Explained in supplementary information section) that exponential function fits

the decay trend best. Table 4.1 shows the estimated exponential decay rates μ from the functional

form e−μt for different subreddits. It is estimated using

log(y) = μt+ u (4.1)

where y is the measured effectiveness, t is time (in years), and u is normally distributed fitting noise.

Since decay rates might be hard to interpret, we also provided the dataset half-life-time. Half-life-

time is the period that it takes for a dataset to loses half of its predictive substance. , i.e., the time t

where e−μt = 1
2 . Figure 4.4 provides the half-life-time for multiple subreddit datasets.

Table 4.1: Perishability rate measurements for several topics.

Topics Estimate Half-Life-time Standard Error
(Subreddit) (−μ ∼ 1

year ) (Years) (All estimates are significant at 10−3)
History -0.004 100> (168.9) 6.56E-04

Relationship -0.010 66.69 4.71E-04
Movies -0.026 26.53 0.001
Food -0.048 14.39 0.002

Technology -0.054 12.78 0.003
Apple (the company) -0.059 11.76 0.001

Entire Reddit -0.084 8.22 0.001
NFL -0.100 6.92 0.003
Music -0.108 6.43 0.004
Baseball -0.122 5.67 0.005
Politics -0.151 4.58 0.004
NBA -0.189 3.67 0.004
Soccer -0.230 3.00 0.006

World News -0.233 2.97 0.005
Hockey -0.245 2.83 0.009
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It is interesting to see that subreddits like “relationship” appearing to be durable. In other words,

the way people talk about relationships is not changing quickly. In contrast, it takes 4-5 years for a

dataset of 100MB in “politics” to lose half of its predictive substance.

Two other interesting topics arise fromUnited States professional sports setting by comparing

the National Basketball Association (NBA) and the National Football League (NFL). They have

significantly different half-life-time. We believe it is due to their structural differences. To name one,

the number of games each team plays each season in the NBA is 82, whereas it is 16 games in the

NFL. In total, the NFL has 256 games per season, which is much smaller than the NBA. Therefore,

the opportunity of new events in the NBA is naturally higher, which accounts for 3.67 years of half-

life time comparing to 6.92 years in NFL. Similarly, National Hockey League schedules 82 games

per team, and therefore the subreddit “hockey” has perishability rate similar to NBA’s.

Other factors like players’ longevity and movements are essential in the predictability of events.

Basketball, football, and hockey are physically demanding sports and have roughly similar players’

longevity. Hence, the number of games is a good proxy for measuring the number of new events.

In contrast, the baseball subreddit, despite MLB’s 162 games per season, has lower perishability.

It means that the rate of new events per season is lower for MLB comparing with NFL, NBA, or

NHL. A good explanation for this is players’ longevity, which is higher in baseball.

4.4 Pairwise Comparison ofMacro Trends

In the previous section, we measured the decay rates for a few subreddits and observed varying de-

grees of perishability over different topics. This section wants to certify that the decay rates (macro

trends) are different between subreddits, i.e., to see if two datasets have indistinguishable macro

trends if they have similar perishability rates. To answer this question, we formulate a new test that
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captures the difference between every subreddit pairs as follows:

log(yi)− log(yj) = −βt+ ε (4.2)

Where yi is the measured effectiveness for topic i ∈ {relationship, history, }, t is time, and ε is the

normally distributed noise. The coefficient β should be zero if two topics have identical decay rate.

Therefore, in comparing different topics, the null hypothesis would be β = 0.

Figure 4.5 shows the p-value for subreddit pair’s β estimates. We expect a higher p-value (shown

in darker blue) if two datasets have relatively indistinguishable macro trends. Statistically speaking,

darker blue means that a significant difference in perishability rates is not evident from our data

using the exponential decay model.

In Figure 4.5, we see about ten dark blue clusters of subreddit pairs. Though we can’t establish a

causal relationship between the subreddits in each cluster, it is still worth noting that a casual rela-

tion would lead pairs of subreddits to belong to the same cluster. For example, we expect subreddits

like “gaming”, “board games,” and “games” to belong to the same cluster. We don’t want to draw

a causal conclusion, but it is interesting to see that the pairs (economics, conservative) and (eco-

nomics, bitcoin) have dark blue in Figure 4.5. Yet, the pair (conservative, bitcoin) has a light blue

color.

4.5 Implications

Data perishability has strategic implications for businesses that provide data-driven products and

services. High perishability undermines the importance of data volume or historical data in creating

a competitive advantage. On the other hand, as proved in the supplementary information section

and also suggested by Claussen et al.(30), increasing the flow of data can compensate for the vol-

ume’s value loss due to perishability.
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Figure 4.5: The p‐values for estimated β (The difference between perishability rates). There are four colors in this graph.
Very light blue means that the subreddit pair’s estimated β is different from zero at 10−3 significance level. Light blue
and blue colors show significance at 0.01 and 0.05 levels, respectively. The darkest blue color indicates that the p‐value
is higher than 0.05, meaning that for the exponential decay model, a significant difference in perishability rates is not
evident from our data.
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Our findings directly influence practices benefiting from user-generated text data (12,37,48,83,10).

For example, services and products like search engines, recommendation systems, and AI-enabled

personal assistants and translators can adjust the algorithms and training data repository to account

for the importance of data flow in different contexts.

Although our perishability analysis has been limited to products and businesses driven by the

language models, we believe the conclusion that the data perishability rate is a function of dataset

can be extended to other businesses. In other words, our method indirectly illustrates how different

business areas might differ with respect to the rate of decay in data value and hence, the importance

of data flow in their operations. Subsequently, business areas facing higher perishability offload

historical data more frequently which not only reduces the dataset size and the complexity of op-

eration, but it increases the effectiveness of the datasets. Besides, removing unnecessary data in the

offloading process answers some of the users’ privacy concerns.

To increase the data flow, businesses can, for example, increase user engagement or expand the

user-base when there exist user-wide externalities. The importance of growing user-base highlights

the possibility of market dominance and concentration (115), making our findings relevant to an-

titrust debates. Therefore, from the regulatory perspective, authorities should be aware of the pro-

found difference in the value creation dynamics across business areas. They should craft policies

considering economic models that include the flow dynamics for business areas facing higher per-

ishability than models solely based on data stock.

Our method in measuring a dataset’s effectiveness can be used in other research areas such as lin-

guistic, economics, and social sciences. For example, one can study the socio-economic impact of

innovation, policy introduction, or stimuli on the user’s behavior by observing user-generated text

data’s predictability. While in our research, we used the next-word-prediction task to track behavior

changes, other types of prediction tasks can be used depending on the research domain and ques-

tion.
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The supplementary information section contains proofs, details of implementation, and a broader

discussion on the choices we made in this chapter.
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A
Appendix for Chapter 2

Proof of Lemma 2.2.1

Given the entrant’s prices, pE and wE, the incumbent’s best response is always to choose pI and

wI, such that the number of service buyers equals the number of service providers on the incum-

bent’s platform. Otherwise, the incumbent can always increase its profit by increasing pI or de-

creasing wI so that the profit margin (pI − wI) goes up without affecting the matched demand (i.e.,
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min (NS
I ,NB

I )). Similarly, given the incumbent’s prices, pI and wI, the entrant’s best response is

always to choose pE and wE, such that the number of service buyers equals the number of service

providers on the entrant’s platform. Q.E.D.

Proof of Proposition 2.2.1

We first solve for the optimal prices for the interior equilibrium, where 0 < a∗i < m. We first

confirm that the second-order derivatives are both negative: ∂2πI
∂p2I

= ∂2πE
∂p2E

= −
2N

(
1+ 1

(1+r)

)
θ

m < 0.

We then derive the first-order conditions:

∂πI
∂pI

= N
(
2+ r+

(pE(3+ r)− 2pI(2+ r) + (1+ r)wE) θ
m(1+ r)

)
= 0 (A.1)

∂πE
∂pE

=
N(pI(3+ r)− 2pE(2+ r) + (1+ r)wI)θ

m(1+ r)
= 0 (A.2)

And we further obtain the following:

pI =
1
2

(
pE(3+ r) + (1+ r)wE

2+ r
+

m(1+ r)
θ

)
(A.3)

pE =
(3+ r)pI + (1+ r)wI

4+ 2r
(A.4)

Solving (A3) and (A4) along with (pI − pE) = (1 + r)(wE − wI) (according to Lemma 2.2.1),

we obtain p∗I = 2m(2+r)
3θ + wI, p∗E = m(3+r)

3θ + wI, and w∗
E = m

3θ + wI. The number of buyers

and service providers using each platform under the optimal prices areNB∗
I = NS∗

I = 2N(1+r)
3

andNB∗
E = NS∗

E = N(1+r)
3 . The profits under the optimal prices are π∗I (θ) = 4mN(1+r)(2+r)

9θ and

π∗E(θ) =
mN(1+r)(2+r)

9θ − L(θ(2N+ rN)).
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For this interior equilibrium to hold, we need to ensure that the incumbent has no incentive to

deviate from this equilibrium by charging such a high price pI = v that no one from the overlapped

market will transact on its platform but that it gets the most profit from the users who are not aware

of the entrant.*

The highest possible deviation profit the incumbent gets in this case is (1 − θ + r)Nv, whereas

the incumbent’s equilibrium profit is 4mN(1+r)(2+r)
9θ . To guarantee that the latter is higher (i.e.,

4mN(1+r)(2+r)
9θ > (1 − θ + r)Nv) for all values of θ, we assume thatm > 9(1+r)v

16(2+r) . This condition

also ensures that the incumbent will never completely give up the overlapped market—that is, the

entrant will never have the entire overlapped market. This is quite realistic because, in practice, there

are always users who have a sufficiently high switching cost such that would rather remain with their

current platform.

For this interior equilibrium to hold, we must also have p∗I = 2m(2+r)
3θ + wI < v. Because the

choice of wI does not affect either platform’s profit and any border solution is inferior to the interior

solution, the incumbent has incentive to ensure that p∗I < v holds as much as possible by setting

w∗
I = 0. Consequently, p∗I = 2m(2+r)

3θ , p∗E = m(3+r)
3θ , and w∗

E = m
3θ , and the condition p

∗
I < v

requires θ > 2m(2+r)
3v .

When θ ≤ min
(
2m(2+r)

3v , 1
)
, even with w∗

I = 0, the optimal p∗I cannot satisfy p∗I < v. Thus,

the incumbent’s price is bounded at p∗I = v to the buyers. Then, based on (A4), w∗
I = 0 and

pI − pE = (1 + r)(wE − wI), we obtain p∗E = (3+r)v
2(2+r) and w

∗
E = v

2(2+r) . The number of

buyers and service providers using each platform under the optimal prices areNB∗
I = NS∗

I =

N(1+r)
2

(
2− vθ

m(2+r)

)
andNB∗

E = NS∗
E = N(1+r)vθ

2m(2+r) . The profits under the optimal prices are

π∗I (θ) =
N(1+r)v

2

(
2− vθ

m(2+r)

)
and π∗E(θ) =

N(1+r)v2θ
4m(2+r) − L(θ(2N+ rN)).

*This deviation is not adequately captured by the optimization process above because its calculation
automatically assigns a negative profit to the overlapped market if pI − pE > m
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Proof of Corollary 2.2.1

When θ > 2m(2+r)
3v , π∗E(θ) =

mN(1+r)(2+r)
9θ − L(θ(2N + rN)) , which decreases with θ. Thus, the

entrant never has the incentive to increase θ once θ > 2m(2+r)
3v . Therefore, the optimal choice of θ

always satisfies θ ≤ min (2m(2+r)
3v , 1).

Proof of Proposition 2.2.2

According to Corollary 2.2.1, the entrant always chooses θ ≤ min
(
2m(2+r)

3v , 1
)
; then, according to

Proposition 2.2.1, π∗I (θ) =
N(1+r)v

2

(
2− vθ

m(2+r)

)
and π∗E(θ) =

N(1+r)v2θ
4m(2+r) −L(θ(2N+ rN)). Given

L(n) = kn2, π∗E(θ) =
N(1+r)v2θ)
4m(2+r) − kN2(2+ r)2θ2. We first confirm that the second-order derivative

is negative: π∗
′′

E (θ) = −2kN2(2+ r)2 < 0. Then, we derive the first-order condition:

π∗
′

E (θ) =
N(1+ r)2v2 − 8kN2m(2+ r)3θ

4m(2+ r)
= 0 (A.5)

This yields

θ∗ =
(1+ r)v2

8kNm(2+ r)3
(A.6)

Because the optimal choice of θ is bounded by θ ≤ 2m(2+r)
3v and θ ≤ 1, we compare (1+r)v2

8kNm(2+r)3

with the two bounds and obtain (1+r)v2
8kNm(2+r)3 ≤

2m(2+r)
3v if k ≥ 3(1+r)v3

16m2N(2+r)4 and
(1+r)v2

8kNm(2+r)3 ≤ 1 if

k ≥ (1+r)v2
8mN(2+r)3 . Thus, we derive the following two cases:

i When k ≥ max
(

3(1+r)v3
16m2N(2+r)4 ,

(1+r)v2
8mN(2+r)3

)
, both (1+r)v2

8kNm(2+r)3 ≤
2m(2+r)

3v and (1+r)v2
8kNm(2+r)3 ≤ 1

hold. Then θ∗ = (1+r)v2
8kNm(2+r)3 , and it is easy to verify that

∂θ∗
∂r < 0. By replacing θwith

(1+r)v2
8kNm(2+r)3 in π∗I (θ) =

N(1+r)v
2

(
2− vθ

m(2+r)

)
and π∗E(θ) =

N(1+r)v2θ
4m(2+r) − L(2N(θ+ θ r2)), we

obtain π∗I =
N(1+r)v

2
2−((1+r)v3
8kNm2(2+r)4 and π

∗
E = (1+r)2v4

64km2(2+r)4 .

ii When k < max
(

3(1+r)v3
16m2N(2+r)4 ,

(1+r)v2
8mN(2+r)3

)
, either (1+r)v2

8kNm(2+r)3 ≤
2m(2+r)

3v or (1+r)v2
8kNm(2+r)3 ≤
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1 does not hold. Then θ∗ = min
(
2m(2+r)

3v , 1
)
, and it is easy to verify that (∂θ∗)

∂r ≥ 0.

When 2m(2+r)
3v < 1, by replacing θwith 2m(2+r)

3v in π∗I (θ) = N(1+r)v
2

(
2− vθ

m(2+r)

)
and

π∗E(θ) = N(1+r)v2θ
4m(2+r) − L(2N(θ + θ r2)), we obtain π∗I = 2Nv(1+r)

3 and π∗E = N(1+r)v
6 −

4kN2m2(2+r)4
9v2 . When 2m(2+r)

3v ≥ 1, by replacing θwith 1 in π∗I (θ) =
N(1+r)v

2

(
2− vθ

m(2+r)

)
and π∗E(θ) = N(1+r)v2θ

4m(2+r) − L(2N(θ + θ r2)), we obtain π∗I = N(1+r)v
2

(
2− v

m(2+r)

)
and

π∗E = N(1+r)v2−4kN2m(2+r)3
4m(2+r) .

Proof of Corollary 2.2.2

If k = 0, according to Proposition 2.2.2 (ii), θ∗ = 2m(2+r)
3v when 2m(2+r)

3v < 1.

Proof of Corollary 2.2.3

In Proposition 2.2.2, ∂θ
∗

∂r < 0 in (i) and ∂θ∗
∂r ≥ 0 in (ii). Sincemax

(
3(1+r)v3

16m2N(2+r)4 ,
(1+r)v2

8mN(2+r)3

)
is a

decreasing function of r, for intermediate values of k, as r increases, the region can shift from (ii) to

(i). So when k < max
(

3(1+rmax)v3
16m2N(2+rmax)4

, (1+rmax)v2
8mN(2+rmax)3

)
, ∂θ

∗

∂r ≥ 0. When k ≥ max
(

3(1+rmin)v3
16m2N(2+rmin)4

, (1+rmin)v2
8mN(2+rmin)3

)
,

∂θ∗
∂r < 0. And whenmax

(
3(1+rmax)v3

16m2N(2+rmax)4
, (1+rmax)v2
8mN(2+rmax)3

)
≤ k < max

(
3(1+rmin)v3

16m2N(2+rmin)4
, (1+rmin)v2
8mN(2+rmin)3

)
,

as r increases from zero, the optimal θ∗ increases with r first and then decreases with r.

Proof of Proposition 2.2.3

From Proposition 2.2.2, it is easy to verify that ∂π∗I
∂r > 0 in both (i) and (ii) and (∂π∗E)

∂r < 0 in (i). To

examine (∂π∗E)
∂r in (ii), we consider the following two cases:

i When 2m(2+r)
3v < 1,max

(
3(1+r)v3

16m2N(2+r)4 ,
(1+r)v2

8mN(2+r)3

)
= 3(1+r)v3

16m2N(2+r)4 . In this case,
∂π∗E
∂r > 0

if k < 3v3
32m2N(2+r)3 . Since

3(1+r)v3
16m2N(2+r)4 decreases with r, for intermediate values of k, as r

increases, the region can shift from (ii) to (i). So when k < 3v3
32m2N(2+rmax)3

, ∂θ
∗

∂r > 0. When
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k ≥ (3v3)
32m2N(2+rmin)3

, ∂θ
∗

∂r < 0. And when 3v3
32m2N(2+rmax)3

≤ k < 3v3
32m2N(2+rmin)3

, as r increases

from zero, π∗E increases with r first and then decreases with r.

ii When 2m(2+r)
3v ≥ 1,max

(
3(1+r)v3

16m2N(2+r)4 ,
(1+r)v2

8mN(2+r)3

)
= (1+r)v2

8mN(2+r)3 . In this case,
∂π∗E
∂r > 0 if

k < v2
8mN(2+r)3 . Since

(1+r)v2
8mN(2+r)3 decreases with r, for intermediate values of k, as r increases,

the region can shift from (ii) to (i). So when k < v2
8mN(2+rmax)3

, ∂θ
∗

∂r > 0. When k ≥
v2

8mN(2+rmin)3
, ∂θ

∗

∂r < 0. And when v2
8mN(2+rmax)3

≤ k < v2
8mN(2+rmin)3

, as r increases from

zero, π∗E increases with r first and then decreases with r.

Proof of Proposition 2.3.1

If the entrant enters market h, we can similarly obtain the demand function in market h as follows:

NS
Ih =

(
1−

(c∗h)
m

θh
)
(1+ rh)N, (A.7)

NS
Eh =

c∗h
m
θh(1+ rh)N, (A.8)

NB
Ih = (1+ rh −

a∗h
m
θh)N, (A.9)

NB
Eh =

a∗h
m
θhN, (A.10)

where c∗h = wEh − wIh and a∗h = pIh − pEh.

Following the same procedure as that in the main analysis, we can obtain the following two main

propositions in market h with a similar assumption of switching cost (m > 3v
5 ). Without loss of

generality, let us focus on the case where 2m(2+rmax)
3v ≤ 1, where rmax is the maximum rh across all
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markets.

Proposition 2.2.1A:Given the entrant’s choice of θh, the optimal prices, number of buyers and

service providers, and profits are as follows:

i If 0 ≤ θ ≤ 2m(2+rh)
3v , p∗Ih = v, p∗Eh = (3+rh)v

2(2+rh)
,w∗

Eh = v
2(2+rh)

,NB∗
Ih = NS∗

Ih =

N(1+rh)
2

(
2− θhv

m(2+rh)

)
,NB∗

Eh = NS∗
Eh =

(N(1+rh)θhv
2m(2+rh)

, πIh∗(θ) =
N(1+rh)v

2

(
2− θhv

m(2+rh)

)
, and

π∗Eh(θ) =
N(1+rh)θhv2
4m(2+rh)

− L(θh(2N+ rhN)).

ii If 2m(2+rh)
3v < θ ≤ 1, then p∗Ih = (2(2+rh)m)

(3θh)
,w∗

Ih = 0, p∗Eh = (3+rh)m
3θh ,w∗

Eh = m
3θh ,N

B∗
I =

NS∗
I = 2N(1+rh)

3 ,NB∗
E = NS∗

E = N(1+rh)
3 , π∗I (θ) = 4Nm(1+rh)(2+rh)

9θh , and π∗E(θ) =

Nm(1+rh)(2+rh)
9θh − L(θh(2N+ rhN)).

We again confirm the entrant’s optimal choice of θh to be no more than 2m(2+rh)
3v . That is, regardless

of the market the entrant is in, it is in the best interest of the entrant not to trigger the incumbent’s

competitive response. Endogenizing θh, we obtain the following proposition.

Proposition 2.2.2A:The optimal θ∗h depends on the value of k:

i If k ≥ 3(1+rh)v3
(16m2N(2+rh)4)

, then θ∗h = (1+rh)v2
8(2+rh)3kNm . The entrant’s profit is

(1+rh)2v4
64km2(2+rh)4

which

decreases with rh.

ii If 0 ≤ k < 3(1+rh)v3
16m2N(2+rh)4

, then θ∗h = 2m(2+rh)
3v . The entrant’s profit is N(1+rh)v

6 −
4kN2m2(2+rh)4

9v2 , which increases with rh if k < 3v3
(32m2N(2+rh)3

Thus, the entrant will choose the market that yields the highest profit as follows:

i If 0 ≤ k ≤ 3v3
(32m2N(2+rmax)3

, the entrant will choose the market with the largest fraction of

incoming mobile users to enter.

ii If 3v3
32m2N(2+rmax)3

< k < 3v3
32m2N(2+rmin)3

, the entrant will choose the market with an interme-

diate fraction of incoming mobile users to enter.
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iii If k ≥ 3v3
32m2N(2+rmin)3

, π∗E = (1+r)2v4
64km2(2+r)4 the entrant will choose the market with the smallest

fraction of incoming mobile users to enter.

Proof of Proposition 2.3.2

We can similarly obtain the demand function as follows:

NS
I = (1− c∗

m
θ)(1+ r)sN (A.11)

NS
E =

c∗

m
θ(1+ r)sN+ θ(1− s)N (A.12)

NB
I = (1− a∗

m
θ+ r)sN (A.13)

NB
E =

a∗

m
θsN+ θ(1− s)N. (A.14)

Following the same procedure as in the main analysis, we can obtain the following two main

propositions givenm > 3v
5 :

Proposition 2.2.1B:Given the entrant’s choice of θ, the optimal prices, transaction quantity, and

profits for the two platforms are as follows:

i If s ≥ m(2+r)
2m+mr+v+rv

(a) If 0 ≤ θ ≤ min
(

2m(1+r)(2+r)s
3(1+r)sv−m(2+r)(1−s) , 1

)
, then p∗I = v, p∗E = 1

2

(
m( 1s − 1) + (3+r)v

(2+r)

)
,w∗

E =

1
2

(
v

2+r −
m(1−s)
(1+r)s

)
,w∗

I = 0,NB∗
I = NS∗

I = N
2

(
θ+ s

(
2+ 2r− θ− (1+r)vθ

m(2+r)

))
,NB∗

E =

NS∗
E = N

2

(
1− s(1− (1+r)v

m(2+r))
)
θ, π∗I (θ) = Nv(m(2+r)(s(2+2r−θ)+θ)−(1+r)svθ)

2m(2+r) , and

π∗E(θ) =
N(m(2+r)(1−s)+(1+r)sv)2θ

4m(1+r)(2+r)s − L(θ(2N+ rN)) .
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(b) Ifmin
(

2m(1+r)(2+r)s
3(1+r)sv−m(2+r)(1−s) , 1

)
< θ ≤ 1, then p∗I = m(2+r)(s(2+2r−θ)+θ)

3(1+r)sθ , p∗E =

m
3 (

(3+2r)(1−s)
(1+r)s + (3+r)

θ ),w∗
E = m

3 (
1
θ−

1−s
(1+r)s ,w

∗
I = 0,NB∗

I = NS∗
I = N (s(2(1+r)−θ)+θ)

3 ,NB∗
E =

NS∗
E = N(s(1+r−2θ)+2θ)

3 , π∗I (θ) =
mN(2+r)(s(2+2r−θ)+θ)2

9(1+r)sθ , and π∗E(θ) =
mN(2+r)(s(1+r−2θ)+2θ)2

9(1+r)sθ −

L(θ(2N+ rN)).

ii If s < m(2+r)
2m+mr+v+rv

(a) p∗I = v, p∗E = v,w∗
E = 0,w∗

I = 0,NB∗
I = NS∗

I = (1 + r)sN,NB∗
E = NS∗

E =

(1− s)Nθ, π∗I (θ) = (1+ r)sNv, and π∗E(θ) = (1− s)Nvθ− L(θ(2N+ rN)).

Endogenizing θ, we obtain the following proposition.

Proposition 2.2.2B:The optimal θ∗ depends on the value of k and the value of s.

i If s ≥ m(2+r)
2m+mr+v+rv

(a) If k ≥ max
(
(m(2+r)(1−s)+(1+r)sv)2(3(1+r)sv−m(2+r)(1−s))

16m2N(1+r)2(2+r)4s2 , (m(2+r)(1−s)+(1+r)sv)2
8mN(1+r)(2+r)3s

)
,

then θ∗ = (m(2+r)(1−s)+(1+r)sv)2
8kmN(1+r)(2+r)3s , which decreases with r and s. The entrant’s profit is

(m(2+r)(1−s)+(1+r)sv)4
64km2(1+r)2(2+r)4s2 and the incumbent’s profit is

v(m3(2+r)3(1−s)3−m(1+r)2(2+r)(1−s)s2v2−(1+r)3s3v3+m2(1+r)(2+r)2s(16kN(1+r)(2+r)2s+(1−s)2v))
16km2(1+r)(2+r)4s .

(b) If 0 ≤ k < max
(
(m(2+r)(1−s)+(1+r)sv)2(3(1+r)sv−m(2+r)(1−s))

16m2N(1+r)2(2+r)4s2 , (m(2+r)(1−s)+(1+r)sv)2
(8mN(1+r)(2+r)3s)

)
,

then θ∗ = min
(

2m(1+r)(2+r)s
(3(1+r)sv−m(2+r)(1−s)) , 1

)
, which weakly increases with r and weakly

decreases with s. When 2m(1+r)(2+r)s
3(1+r)sv−m(2+r)(1−s) < 1, the entrant’s profit is

N((m(2+r)(1−s)+(1+r)sv)2(3(1+r)sv−m(2+r)(1−s))−8km2N(1+r)2(2+r)4s2)
2(3(1+r)sv−m(2+r)(1−s))2 and the incum-

bent’s profit is 2N(1+r)2s2v2
3(1+r)sv−m(2+r)(1−s) . When 2m(1+r)(2+r)s

3(1+r)sv−m(2+r)(1−s) ≥ 1, the entrant’s

profit is N(m(2+r)(1−s)+(1+r)sv)2
(4m(2+r)(1+r)s) − k((2 + r)N)2 and the incumbent’s profit is

Nv(m(2+r)(1+s+2rs)−(1+r)sv)
2m(2+r) .

ii If s < m(2+r)
2m+mr+v+rv ,

103



(a) If k ≥ (1−s)v
2N(2+r)2 , then θ

∗ = (1−s)v
2kN(2+r)2 , which decreases with s and r. The entrant’s

profit is (1−s)2v2
4k(2+r)2 and the incumbent’s profit is (1+ r)sNv.

(b) If 0 ≤ k < (1−s)v
2N(2+r)2 , then θ

∗ = 1, the entrant’s profit isN((1 − s)v − kN(2 + r)2)

and the incumbent’s profit is (1+ r)sNv.

Proof of Proposition 2.3.3

In this case, we only needN service providers to matchN orders in each local market. We can obtain

the demand functions as:

NS
I = (1− c∗

m
θ)N (A.15)

NS
E =

c∗

m
θN (A.16)

NB
I = (1− a∗

m
θ)(1− r)N+ rN (A.17)

NB
E =

a∗

m
θ(1− r)N (A.18)

We then follow the same procedure as in our main analysis to derive the following two main

propositions givenm > 3v
5 :

Proposition 2.2.1C:Given the entrant’s choice of θ, the optimal prices, number of buyers and

service providers, and profits are as follows:

i If 0 ≤ θ ≤ min
(
2(2−r)m
3(1−r)v , 1

)
, then p∗I = v, p∗E = (3−2r)v

2(2−r) ,w
∗
E = (1−r)v

2(2−r) ,w
∗
I = 0,NB∗

I =

NS∗
I = N(2(2−r)m−(1−r)θv)

2(2−r)m ,NB∗
E = NS∗

E = (1−r)Nθv
2(2−r)m , π∗I = Nv(2(2−r)m−(1−r)θv)

2(2−r)m , and

π∗E = (1−r)Nθv2
4(2−r)m − L(2θN).
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ii Ifmin
(
2(2−r)m
3(1−r)v , 1

)
< θ ≤ 1, then p∗I = 2(2−r)m

3(1−r)θ , p
∗
E = (3−2r)m

(3(1−r)θ) ,w
∗
E = m

3θ ,w
∗
I = 0,NB∗

I =

NS∗
I = 2N

3 ,NB∗
E = NS∗

E = N
3 , π

∗
I (θ) =

4N(2−r)m
9(1−r)θ , andπ∗E(θ) =

N(2−r)m
9(1−r)θ − L(2θN).

We again confirm the entrant’s optimal choice of θ to be no more thanmin
(
2(2−r)m
3(1−r)v , 1

)
. That

is, it is in the best interest of the entrant not to trigger the incumbent’s competitive response. Endo-

genizing θ, we obtain the following proposition.

Proposition 2.2.2C:The optimal θ∗ depends on the value of k:

1. If k ≥ max
(

3(1−r)2v3
64m2N(2−r)2 ,

(1−r)v2
32mN(2−r)

)
, then θ∗ = (1−r)v2

32kNm(2−r) , which decreases with r. The

entrant’s profit is (1−r)2v4
256km2(2−r)2 and the incumbent’s profit isNv− (1−r)2v4

64km2(2−r)2 .

2. If 0 ≤ k < max
(

(3(1−r)2v3)
64m2N(2−r)2 ,

(1−r)v2
32mN(2−r)

)
, then θ∗ = min

(
2(2−r)m
3(1−r)v , 1

)
, which weakly

increases with r. When 2(2−r)m
3(1−r)v < 1, the entrant’s profit is Nv

6 −
16kN2m2(2−r)2

9(1−r)2v2 and the

incumbent’s profit is 2Nv
3 . When 4m

3v ≥ 1, the entrant’s profit is N(1−r)v2
4m(2−r) − 4kN2 and the

incumbent’s profit is Nv
2

(
2− (1−r)v

m(2−r)

)
.

Proposition 2.2.2C is qualitatively similar to Proposition 2.2.2. The only difference is that in this

case π∗E(θ) always decreases with r. Since Corollary 2.2.2, 2.2.3 and 2.2.4 directly follow Proposition

2.2.2, these corollaries also remain qualitatively the same, except that in this case, the entrant’s profit

always decreases with r. Specifically, if k = 0, according to Proposition 2.2.2C (ii), θ∗ = 2(2−r)m
3(1−r)v

when 2(2−r)m
3(1−r)v < 1, so Corollary 2.2.2 holds qualitatively. It is easy to verify that in Proposition

2.2.2C, ∂θ
∗

∂r < 0 in (i) and ∂θ∗
∂r > 0 in (ii). Also sincemax

(
3(1−r)2v3)

64m2N(2−r)2 ,
(1−r)v2

32mN(2−r)

)
is a decreas-

ing function of r, for intermediate values of k, as r increases, the region can shift from (ii) to (i), so

Corollary 2.2.3 also holds qualitatively. Lastly, from Proposition 2.2.2C, it is easy to verify that in

both (i) and (ii), ∂π
∗
I (θ)
∂r > 0 and ∂π∗E(θ)

∂r < 0, so Corollaries 2.2.4 remains the same for the incum-

bent’s profit, but the entrant’s profit always decreases with r.
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Proof of Proposition 2.3.4

Given the new demand functions, we can follow the same procedure as that in our main analysis to

derive the following two main propositions, givenm > 3v
5 :

Proposition 2.2.1D:Given the entrant’s choice of θ and θt, the optimal prices, number of buyers

and service providers, and profits are as follows:

1. If 0 ≤ θ(rθt+θ)
2θ+r(θt+θ) ≤ min(2m3v ,

1
2), p

∗
I = v, p∗E = 2rθtv+(3+r)vθ

4θ+2r(θt+θ) ,w
∗
E = v(rθt+θ)

4θ+2r(θt+θ) ,w
∗
I =

0,NB∗
I = NS∗

I = N(1+r)(4mθ+2mr(θt+θ)−vθ(rθt+θ))
2m(2θ+r(θt+θ)) ,NB∗

E = NS∗
E = N(1+r)vθ(rθt+θ)

2m(2θ+r(θt+θ)) , π
∗
I (θ, θt) =

N(1+r)v(4mθ+2mr(θt+θ)−vθ(rθt+θ))
2m(2θ+r(θt+θ)) , and π∗E(θ, θt) =

N(1+r)v2θ(rθt+θ)
4m(2θ+r(θt+θ)) − L(θ(2N+ rN) + θtrN).

2. Ifmin
(2m
3v ,

1
2
)
< θ(rθt+θ)

2θ+r(θt+θ) , p
∗
I = 2m(2θ+r(θt+θ))

3θ(rθt+θ) , p∗E = m
3 (

2
θ +

(1+r)
rθt+θ ),w

∗
E = m

3θ ,w
∗
I =

0,NB∗
I = NS∗

I = 2N(1+r)
3 ,NB∗

E = NS∗
E = N(1+r)

3 , π∗I (θ, θt) = 4mN(1+r)(2θ+r(θt+θ))
9θ(rθt+θ) , and

π∗E(θ, θt) =
mN(1+r)(2θ+r(θt+θ))

9θ(rθt+θ) − L(θ(2N+ rN) + θtrN).

We again confirm that the entrant’s optimal choices of θ and θt satisfy the condition θ(rθt+θ)
2θ+r(θt+θ) ≤

min
(2m
3v ,

1
2
)
. That is, it is in the best interest of the entrant not to trigger the incumbent’s compet-

itive response. The threshold θ(rθt+θ)
2θ+r(θt+θ) is an increasing function of θ and θt and it increases faster

with θ than with θt. When this condition is satisfied, the entrant’s profit is also an increasing func-

tion of θ and θt and it also increases faster with θ than with θt. Thus, endogenizing θ and θt, we ob-

tain the following proposition for the case of k = 0.

Proposition 2.2.2D:When k = 0, the optimal θ∗and θ∗t are

1. If 2m(2+r)
3v ≤ 1, then θ∗ = 2m(2+r)

3v , θ∗t = 0.

2. If 2m(2+r)
3v > 1, θ∗ = 1, and θ∗t =

2m(2+r)−3v
r(3v−2m) when 3v > 4m and θ∗t = 1 when 3v4m.

Note that in case (ii), the entrant obtains all local users and has not triggered a response from the

incumbent. Therefore, it proceeds to advertise to mobile buyers.
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Proof of Proposition 2.3.5

Assume that a∗ is the switching cost of the indifferent user and c∗ is the switching cost of the indif-

ferent service provider. Then, Equations (1)–(4) define the number of buyers and service providers

that select the entrant and the incumbent, respectively. Then, given the utility functions in Equa-

tions (9)–(12), we derive a∗ and c∗ by solving the following two equations simultaneously:

e(1− c∗

m
θ)(1+ r)N+ v− pI = e

(c∗(1+ r))
m

θN+ v− pE − a∗, (A.19)

e(1− a∗

m
θ+ r)N+ wI = e

a∗

m
θN+ wE − c∗. (A.20)

Thus, we obtain a∗ = m(m(pI−pE−eN(1+r))+2eN(1+r)θ(wE−wI−eN(1+r)))
m2−4e2N2(1+r)θ2 and

c∗ =
m(m(wE−wI−eN(1+r))+2eNθ(pI−pE−eN(1+r)))

m2−4e2N2(1+r)θ2 . We can then prove that Lemma 2.2.1 holds in

this extension, that is, the incumbent and the entrant will always choose their prices and wages so

that a∗ = (1+ r)c∗, as long as e < m
4N .

We then follow the same procedure as that in our main analysis to derive the two main proposi-

tions and find that our key results hold qualitatively under conditionsm > 3v
5 and e < v

2N .

Proposition 2.2.1E:Given the entrant’s choice of θ, the optimal prices, number of buyers and

service providers, and profits are as follows:

i If 0 ≤ θ ≤ min

(
4m(2+r)

16eN(1+r)+3v+
√

(16e2N2(1+r)2+9v2)
, 1
)
, then

p∗I =
(2m(2+r)(eN(1+r)+v)−eN(1+r)(6eN(1+r)+8v)θ)

(2m(2+r)−7eN(1+r)θ) , p∗E = m(eN(1+r)2+(3+r)v)−eN(1+r)(eN(1+r)+6v)θ
2m(2+r)−7eN(1+r)θ ,

w∗
E = (m(eN(1+r)(3+2r)+v)−eN(1+r)(5eN(1+r)+2v)θ)

(2m(2+r)−7eN(1+r)θ) ,w∗
I = 0,NB∗

I = NS∗
I = (N(1+r)(2m(2+r)−(6eN(1+r)+v)θ))

(2m(2+r)−7eN(1+r)θ)

NB∗
E = NS∗

E = N(1+r)(v−eN(1+r))θ
2m(2+r)−7eN(1+r)θ ,

π∗I =
2N(1+r)(2m(2+r)−(6eN(1+r)+v)θ)(m(2+r)(eN(1+r)+v)−eN(1+r)(3eN(1+r)+4v)θ)

(2m(2+r)−7eN(1+r)θ)2 , and
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π∗E = (N(1+r)(v−eN(1+r))2θ(m(2+r)−4eN(1+r)θ))
(2m(2+r)−7eN(1+r)θ)2 − L(θ(2N+ rN)).

ii Ifmin

(
4m(2+r)

16eN(1+r)+3v+
√

(16e2N2(1+r)2+9v2)
, 1
)

< θ ≤ 1, then p∗I = (2m(2 + r))/3θ −

2eN(1+ r), p∗E = m2(2+r)(3+r)−3meN(1+r)(8+3r)θ+12eN(1+r)(2eN(1+r))θ2
3θ(m(2+r)−4eN(1+r)θ) ,

w∗
E = (m2(2+r)−meN(4−r)(1+r)θ)

3θ(m(2+r)−4eN(1+r)θ) ,w∗
I = 0,

NB∗
I = NS∗

I = 2N(1+r)(m(2+r)−3eN(1+r)θ)
3(m(2+r)−4eN(1+r)θ) ,NB∗

E = NS∗
E = N(1+r)(m(2+r)−6eN(1+r)θ)

3(m(2+r)−4eN(1+r)θ) ,

π∗I (θ) =
4N(1+r)(m(2+r)−3eN(1+r)θ)2

9θ(m(2+r)−4eN(1+r)θ) , and

π∗E(θ) =
N(1+r)(m(2+r)−6eN(1+r)θ)2

9θ(m(2+r)−4eN(1+r)θ) − L(θ(2N+ rN)).

We again confirm the entrant’s optimal choice of θ to be no more than

min

(
4m(2+r)

16eN(1+r)+3v+
√

16e2N2(1+r)2+9v2
, 1
)
.

That is, it is in the best interest of the entrant not to trigger the incumbent’s competitive re-

sponse. Therefore, the entrant will select θ to maximize π∗E(θ) =
(N(1+r)(v−eN(1+r))2θ(m(2+r)−4eN(1+r)θ))

(2m(2+r)−7eN(1+r)θ)2 −

k(θ(2N + rN))2 under the constraint that θ ≤ min

(
4m(2+r)

16eN(1+r)+3v+
√

16e2N2(1+r)2+9v2
, 1
)
. Because

the first term of π∗E(θ) increases with θ and the second term of π∗E(θ) decreases with θ, we can con-

clude that there exists a k∗ so that the two scenarios in Proposition 2.2.2 hold qualitatively. That

is,

1) when k ≥ k∗, the optimal θ∗ is the solution to ∂π∗E(θ)
∂θ = 0,

and θ∗ ≤ min

(
4m(2+r)

16eN(1+r)+3v+
√

16e2N2(1+r)2+9v2
, 1
)
;

and

2) when k < k∗, θ∗ = min

(
(4m(2+r)

16eN(1+r)+3v+
√

16e2N2(1+r)2+9v2
, 1
)
.

Proof of Proposition 2.3.6

Following the same procedure as that in the proof of Proposition 2.3.5, we can prove that if there

exists an equilibrium where both the entrant and the incumbent have a positive demand, Lemma
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2.2.1 holds in this extension when e is very large—that is, the incumbent and the entrant will always

choose their prices and wages so that a∗ = (1 + r)c∗ when e > m
2Nθ . Then, we show that such an

equilibrium cannot be sustained because the incumbent will always deviate to drive the entrant out

of the market. This is because when e is very large, the highest possible profit that an incumbent can

obtain if giving up xN (x ≤ θ and xN ≥ 1) local buyers and xNmatched service providers to the

entrant is lower than the profit an incumbent can obtain by deviating to prevent these local buyers

and service providers from switching to the entrant.

Specifically, if the incumbent gives up xN local buyers and xNmatched service providers to the

entrant, a buyer’s utility from using the incumbent platform is e(1− x+ r)N+ v− pI and a service

provider’s utility from using the incumbent platform is e(1 − x + r)N + wI. Thus, the highest

possible profit the incumbent can obtain is (2e(1 − x + r)N + v)(1 − x + r)N, by charging

pI = e(1 − x + r)N + v and wI = −e(1 − x + r)N. Its actual profit can be lower because the

incumbent may have to lower its margin to compete with the entrant, so that its (1− x+ r)N buyers

and (1− x+ r)N service providers will not switch to the entrant.

In contrast, if the incumbent deviates to charge pI = e(1 − x + r)N + wE and wI = wE −

e(1 − x + r)N, it can prevent these xN local buyers and xN service providers from switching to

the entrant. This can be shown as follows. The highest possible utility of a buyer switching to the

entrant platform, assuming xN service providers will switch together, is exN + v − pE, which is not

higher than the utility of remaining with the incumbent, which is e(1 + r)N + v − pI, given that

pI = e(1 − x + r)N + wEe(1 − x + r)N + pE. Similarly, the highest possible utility of a buyer

switching to the entrant platform, assuming xN buyers will switch together, is exN + wE, which is

not higher than the utility of remaining with the incumbent, which is e(1 + r)N + wI, given that

wI = wE−e(1−x+r)N. In this case, the profit the incumbent can obtain is 2e(1−x+r)N(1+r)N,

which is higher than the highest possible profit that the incumbent can obtain once it gives up these

local buyers and service providers to the entrant (which is (2e(1− x+ r)N+ v)(1− x+ r)N) when
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e > v
2Nx .

Thus, we find that the condition under which the equilibrium in which the entrant has positive

demand does not exist and the incumbent will take the entire market: e > max
( m
2Nθ ,

v
2Nx
)
. As

xN ≥ 1 and x ≤ θ, the sufficient condition is e > max
(m
2 ,

v
2
)
.

Proof of Proposition 2.3.7

The demand functions are now changed to

NS
I = (1− c∗

ms
θ+ r)N, (A.21)

NS
E =

c∗

ms
θN, (A.22)

NB
I = (1− a∗

mb
θ+ r)N, (A.23)

NB
E =

a∗

mb
θN. (A.24)

Then, we follow the same procedure as that in our main analysis to derive the following two main

propositions givenm > 3v
5 :

Proposition 2.2.1F:Given that the entrant’s choice of θ, the optimal prices, number of buyers and

service providers, and profits are as follows:

1. If 0 ≤ θ ≤ min
(
2(mb+ms+mbr)

3v , 1
)
, p∗I = v, p∗E = (mb+2ms+mbr)v

2(mb+ms+mbr)
,w∗

E = msv
2(mb+ms+mbr)

,NB∗
I =

NS∗
I = N(1+r)

2

(
2− θv

(mb+ms+mbr)

)
,NB∗

E = NS∗
E = N(1+r)θv

2(mb+ms+mbr)
, π∗I (θ) = N(1 +

r) v2
(
2− θ v

(mb+ms+mbr)

)
, and π∗E(θ) =

N(1+r)θv2
4(mb+ms+mbr)

− L(θ(2N+ rN)).
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2. Ifmin
(
2(mb+ms+mbr)

3v , 1
)
< θ ≤ 1, then p∗I =

2(mb+ms+mbr)
3θ ,w∗

I = 0, p∗E = mb+2ms+mbr
3θ ,w∗

E =

ms
3θ ,N

B∗
I = NS∗

I = 2N(1+r)
3 ,NB∗

E = NS∗
E = N(1+r)

3 , π∗I (θ) = 4N(1 + r)mb+ms+mbr
9θ , and

π∗E(θ) = N(1+ r)mb+ms+mbr
9θ − L(θ(2N+ rN)).

We again confirm the entrant’s optimal choice of θ to be no more thanmin
(
2(mb+ms+mbr)

3v , 1
)
.

That is, it is in the best interest of the entrant not to trigger the incumbent’s competitive response.

Endogenizing θ, we obtain the following proposition.

Proposition 2.2.2F:The optimal θ∗ depends on the value of k:

i If k ≥ max
(

3(1+r)v3
16N(2+r)2(mb+ms+mbr)2

, (1+r)v2
8N(2+r)2(mb+ms+mbr)

)
, then θ∗ = (1+r)v2

8kN(2+r)2(mb+ms+mbr)
,

which decreases withmb,ms, and r. The entrant’s profit is (1+r)2v4
64k(2+r)2(mb+ms+mbr)2

and the in-

cumbent’s profit is N(1+r)v
2

(
2− (1+r)v3

8kN(2+r)2(mb+ms+mbr)2

)
.

ii If 0 ≤ k < max
(

3(1+r)v3
16N(2+r)2(mb+ms+mbr)2

, (1+r)v2
8N(2+r)2(mb+ms+mbr)

)
, then θ∗ = min

(
2(mb+ms+mbr)

3v , 1
)
,

which weakly increases withmb,ms, and r. When 2(mb+ms+mbr)
3v < 1, the entrant’s profit is

N(1+r)v
6 −4kN2(2+r)2(mb+ms+mbr)2

9v2 and the incumbent’s profit is 2Nv(1+r)
3 . When 2(mb+ms+mbr)

3v ≥

1, the entrant’s profit is N(1+r)v2−4kN2(2+r)2(mb+ms+mbr)
4(mb+ms+mbr)

and the incumbent’s profit is N(1+r)v
2

(
2− v

mb+ms+mbr

)
.

Comparative statics suggest that ∂π∗E
∂mb

<
∂π∗E
∂ms

< 0 and ∂π∗I
∂mb
≥ ∂π∗I

∂ms
≥ 0.
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B
Appendix for Chapter 3

B.1 Appendix B-1

Proof of Theorem 3.1.1)

Define v = − log(m (d, θ)). For a given θ and IID di ∼ P(ω), vi becomes IID samples of random

variable v. If Ev2i < ∞, for a large number of data points we can use central limit theorem and
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hence,
1
n

n∑
i=1

vi = EP (v) + o
(

C1√
n

)
N (0, 1)

Where C1 is a function of var(v). Note that

EP (v) = −EP (log (m (d, θ))) = −EP (log (P)) + EP (log (P))− EP (log (m (d, θ))) =

−EP (log (P (d))) + EP log
(

P(d)
m(d, θ)

)
= H (P) + KL(P | |m (d, θ)).

Therefore,

− 1
n

n∑
i=1

log (m (di, θ)) = H (P) + KL( P| |m (d, θ) ) + O
(

C1√
n

)
N (0, 1)

Q.E.D.

Proof of Proposition 3.2.1)

From our assumptions in the paper and the asymptotic efficiency of MLE [23], we know that

limn→∞m (d, θn) = P(d)where θn = argmaxθ
∑n

i=1 log (m (di, θ)). Hence, for E| log (m (di, θn)) | <∞

and using the strong law of large number we have

lim
n→∞

− 1
n

n∑
i=1

log (m (di, θn)) = H (P) + KL(P||m (d, θ∞))= H (P) + KL(P||P) = H(P)

Therefore, a model that has been trained onD∞,0 should reach the loss valueH (P0). Assume

d(0) ∼ P0 (d) and d(t) ∼ Pt (d). Consider a model that has been trained on a dataset from time t

(D∞,t) and been tested on a dataset from time 0,D∞,0. In this case, limn→∞m
(
d(t), θn

)
= Pt (d)

where θn,t = argmaxθ
∑n

i=1 log
(
m
(
d(t)i , θ

))
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The test loss value for this model is

lim
n→∞

− 1
n

n∑
i=1

log
(
m
(
d(0)i , θ∞,t

))
= H (P (d)) + KL (P(d)||m (d, θ∞,t)) = H (P0)+KL(P0||Pt)

Since bothH (P0) andKL(P0||Pt) are non-negative functions of distributions [74,97], we conclude

that the loss value is higher thanH (P0). Therefore, a bounded size dataset should reach the loss

valueH (P0) + KL(P0||Pt).

Formalizing this argument, we define a neighborhood aroundH(P0)with the size δ > 0 and

prove that with probability (1− ε), any dataset of bounded size reaches a value in the neighborhood.

Mathematically, for large dataset samples n≫ 1 and δ > 0, using theorem 3.1.1 we have

P

(∣∣∣∣∣− 1
n

n∑
i=1

log
(
m
(
d(0)i , θn,0

))
−H (P0)

∣∣∣∣∣ > δ

)
=

P
(∣∣∣∣KL (P0||Pt)+ O

(
1√
n

)
N (0, 1)

∣∣∣∣ > δ
)

= P
(∣∣∣∣N (KL (P0||Pt) , o( 1√

n

))∣∣∣∣ > δ
)

=

= P
(
N
(
KL
(
P0||Pt

)
− δ, o

(
1√
n

))
> 0
)
+ P

(
N
(
KL
(
P0||Pt

)
+ δ, o

(
1√
n

))
< 0
)

= Φ

δ− KL(P0||Pt)

o
(

1√
n

)


︸ ︷︷ ︸(i)
+ Φ

−δ− KL(P0||Pt)

o
(

1√
n

)


︸ ︷︷ ︸(ii)
Where Φ(.) is the cumulative distribution function of standard Normal. In above equation, since

δ > 0, (i) is bigger than (ii) which means

P

(∣∣∣∣∣− 1
n

n∑
i=1

log
(
m
(
d(0)i , θn,0

))
−H(P0)

∣∣∣∣∣ > δ

)
< 2Φ

δ− KL(P0||Pt)

o
(

1√
n

)

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Since for δ < D(P0||Pt) the numerator is negative,

lim
n→∞

Φ

δ− KL(P0||Pt)

o
(

1√
n

)
 = Φ (−∞) = 0

Therefore, For any ε, δ > 0, ∃ n0 <∞ s.t. ∀ n > n0

P

(∣∣∣∣∣− 1
n

n∑
i=1

log
(
m
(
d(0)i , θn,0

))
−H(P0)

∣∣∣∣∣ > δ

)
< 2Φ

δ− KL(P0||Pt)

o
(

1√
n

)
 < ε

Meaning that a dataset size of n > n0 with probability 1 − ε surpass the performance of infinite

dataset size from time t.

Q.E.D.

Proof of Proposition 3.2.2)

As explained in the main text, the substitution function fn(t1, t2)measures the gain in substitut-

ing a dataset of size n from time t2 with a dataset of same size from time t1. We also proved in the-

orem 3.2.1 (a) that the substitution function is non-negative. In proving the claims, we have two

additional assumptions. First, we assume that the monotonicity result proved in theorem 3.2.1 (b)

is valid for all dataset sizes meaning that fn(t1, t2) is monotonic for all n. Second, we assume that

f1 (t1, t2) = 1 for all t1, t2 ∈ R+ ∪ 0. It is intuitive since, in our model, all elements have non-zero

probability and hence, one data point carries in expectation same amount of information regardless

of when it was sampled.

Now, fixing t2, for all t ∈ R+ ∪ 0 and all n ∈ Nwe have either

• fn (t, t2) < f∞(t, t2)which due to monotonicity means that it is increasing, and the claim is

proved.
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• fn (t, t2) > f∞(t, t2)which means that for t = 0 and n < ∞, n > fn (0, t2) >

f∞ (0, t2) =⇒ 1 > f∞ (0, t2) =∞which is a contradiction.

• Or fn (t, t2) intersects with f∞ (t, t2) in a few points. Suppose t0 is an intersection point.

Since fn(t0, t2) is monotone in n and fn (t0, t2) = f∞ (t0, t2) = c, for all n, fn (t0, t2) = c. If

c ̸= 1, then f1 (t0, t2) ̸= 1 which is a contradiction and hence c = 1. Between the intersection

points if f∞ (t, t2) > 1, fn (t, t2) is increasing since it is monotonic between f1 (t, t2) = 1

and f∞ (t, t2) and if f∞ (t, t2) < 1, fn (t, t2) is decreasing since it is monotonic between

f1 (t, t2) = 1 and f∞ (t, t2).

In conclusion, fn(t1, t2) is increasing in n if fn (t1, t2) > 1 and it is decreasing in n if fn (t1, t2) <

1. Hence, the substitution gain/loss increases with n. Because of Proposition 3.3.1 which states that

a dataset curates over time has a loss value equal to a dataset of same size (n) that is sampled from the

equivalent time, we argue that n is equivalent to the flow of data. Hence, the substitution gain/loss

increases with the flow of data.

Q.E.D.

Proof of Theorem 3.2.1)

a, c) This is a direct result of theorem 3.1.1 and proposition 3.2.1.

b) Due to monotonic decline of effectiveness over time,KL (P0||Pt1) < KL(P0||Pt2) for t2 > t1

andKL (P0||Pt1) > KL(P0||Pt2) for t2 < t1.

For sufficiently large number of datapoints, the modelm(d, θ) almost converged to P(d).

Therefore, due to continuity and differentiability of the learning curve, we can use Taylor

expansion of learning curve’s inverse in the neighborhood of P(d).

n̄Dn,t = EG−1
0 (H (P0) + KL (P0||m (d, θn,t)) ) ∼
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G−1
0
(
H (P0) + KL

(
P0||Pt

))
+E
[(
KL (P0||m (d, θn,t))− KL

(
P0||Pt

)) ∂G−1
0 (q)
∂q

|H(P0)+KL(P0||Pt)

]

= G−1
0
(
H (P0) + KL

(
P0||Pt

))
− E

[(
EP0 log

m (d, θn,t)
Pt (d)

)]
∂G−1

0 (q)
∂q

|H(P0)+KL(P0||Pt)

Using Taylor expansion log (1+ x) ∼ x − x2
2 + x3

3 + o(x4), in the neighborhood of x = 0.

We do this because we expectm (d, θn,t)→ Pt(d). Using Taylor expansion, we have

nDn,t = G−1
0
(
H (P0) + KL

(
P0||Pt

))
−

EP0
(
m (d, θn,t)− Pt(d)

Pt (d)
− 1

2

(
m (d, θn,t)− Pt (d)

Pt (d)

)2
+

1
3

(
m (d, θn,t)− Pt (d)

Pt (d)

)3

+o
(
m (d, θn,t)− Pt(d)

Pt (d)

)4)
× ∂G−1

0 (q)
∂q

|H(P0)+KL(P0||Pt)

Assumingm(d, θ) to be a continuous function of θ, we can use theorem 10.1.12 in23 (Asymp-

totic efficiency of MLE) and approximatem (d, θn,t)with respect to randomization in algo-

rithms and choice of dataset in the training phase. Therefore,

m (d, θn,t) ∼ Pt(d) +
1√
n
N (0, v (θ))

Where v(θ) is the Cramer-Rao lower bound.

n̄Dn,t = G−1
0
(
H (P0) + KL

(
P0||Pt

))
−E

[
EP0

(
1√
n
N
(
0,

v (θ)
Pt (d)

)
− 1

2n

(
N
(
0,

v (θ)
Pt (d)

))2
+

1
3n
√
n

(
N
(
0,

v (θ)
Pt (d)

))3
+ o
(

1
n2

))]

×∂G−1
0 (q)
∂q

|H(P0)+KL(P0||Pt)
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= G−1
0
(
H (P0) + KL

(
P0||Pt

))
+

1
2n

[
EEP0

(
N
(
0,

v (θ)
Pt (d)

))2
+ o
(

1
n2

)]

× ∂G−1
0 (q)
∂q

|H(P0)+KL(P0||Pt)

Since the first and third moment of centered Gaussian distribution is equal to 0.

As a side note, the argument inside the brackets is positive. Since

∂G−1
0 (q)
∂q

< 0

we conclude

1
2n

[
EEP0

(
N
(
0,

v (θ)
Pt (d)

))2
]

∂G−1
0 (q)
∂q

|H(P0)+KL(P0||Pt)
< 0

Hence, n̄Dn,t is an increasing function in n for sufficiently large n.

Back to the prove, we now take the derivative of fn (t1, t2)with respect to n. For large nwe

use the following approximation

f̂n (t1, t2) =
G−1
0
(
H (P0) + KL

(
P0||Pt1

))
+ 1

2n

[
EEP0

(
N
(
0, v(θ)

Pt1 (d)

))2] ∂G−1
0 (q)
∂q |

H(P0)+KL
(
P0||Pt1

)
G−1
0
(
H (P0) + KL

(
P0||Pt2

))
+ 1

2n

[
EEP0

(
N
(
0, v(θ)

Pt2 (d)

))2] ∂G−1
0 (q)
∂q |

H(P0)+KL
(
P0||Pt2

)

=

n̄D∞,t1 +
1
2n

[
EEP0

(
N
(
0, v(θ)

Pt1 (d)

))2] ∂G−1
0 (q)
∂q |

H(P0)+KL
(
P0||Pt1

)
n̄D∞,t2 +

1
2n

[
EEP0

(
N
(
0, v(θ)

Pt2 (d)

))2] ∂G−1
0 (q)
∂q |

H(P0)+KL
(
P0||Pt2

)
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To show the derivative sign, we focus on the for large n (Omitting o
( 1
n3
)
)

=⇒ num

(
∂ f̂n (t1, t2)

∂n

)
∼ 1

2n2

(
n̄D∞,t1

[
EEP0

(
N
(
0,

v (θ)
Pt2 (d)

))2
]

∂G−1
0 (q)
∂q

|
H(P0)+D

(
P0||Pt2

)

−n̄D∞,t2

[
EEP0

(
N
(
0,

v (θ)
Pt1 (d)

))2
]

∂G−1
0 (q)
∂q

|
H(P0)+D

(
P0||Pt1

)
)

Since the argument in the brackets are not a function of n, we can conclude that for large n,

the substitution function fn (t1, t2) is monotonic in n.

Q.E.D.

Proof of Lemma 3.3.1)

Assume datasetDn,t is sampled over time with the density function λt=t0 = 1
n
∑n

i=1 1(ti = t0).

Considering each sample a random variable, number of times event “a” happens i.e. 1 (d ∈ a) = 1

in the dataset is equal to
∑n

i=1 1ti(d ∈ a). Therefore, the expected frequency of the event {d ∈ a} is

equal to

PDn,t (d ∈ a) = E

( n∑
i=1

1ti (d ∈ a)
n

)
=︸︷︷︸

Fubini theorem

1
n

n∑
i=1

E(1ti(d ∈ a)) =
1
n

n∑
i=1

Pti(d ∈ a)

Integrating the density function λt into formulation

Pn,[0,t],λt (d ∈ a) =
1
n

n∑
i=1

Pti(d ∈ a) =
1
n

∫ t

0

n∑
i=1

Ps (d ∈ a) 1 (ti = s) ds

=

∫ t

0
Ps (d ∈ a)

1
n

n∑
i=1

1 (ti = s) ds =
∫ t

0
Ps (d ∈ a) λsds

Q.E.D.
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Proof of Proposition 3.3.1)

Using lemma 3.3.1, we know that dataset’s net distribution is

P[0,t],λt (d ∈ a) =
∫ t

0
Ps (d ∈ a) λsds

Therefore, training on the dataset of infinite size and test it at time 0, the error will be equal to

H (P0) + KL
(
P0||P[0,t],λt

)
= H (P0) + KL

(
P0||

∫ t

0
Ps (d ∈ a) λsds

)

Since KL-divergence is a convex function [31], we use Jensen inequality to derive an upper bound

KL
(
P0||

∫ t

0
Ps (d ∈ a) λsds

)
= KL

(∫ t

0
P0λsds||

∫ t

0
Ps (d ∈ a) λsds

)

=

∫ t

0
λsKL(P0||Ps)ds ≤ max

s∈[0,t]
KL(P0||Ps)

Besides, we know that KL-divergence is non negative which means

KL (P0||P0) = 0 ≤ KL
(
P0||

∫ t

0
Ps (d ∈ a) λsds

)
≤ max

s∈[0,t]
KL(P0||Ps)

Since we assumed in this paper that the function h (t) = D
(
P0||Pt

)
is continuous over time (The

change in distribution is gradual and hence, h(t) is continuous) There exist a time t∗ ∈ [0, t] such

that

KL
(
P0||Pt∗

)
= KL

(
P0||

∫ t

0
Ps (d ∈ a) λsds

)
Therefore

H (P0) + KL
(
P0||Pt∗

)
= H (P0) + KL

(
P0||

∫ t

0
Ps (d ∈ a) λsds

)
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This means that Pt∗ generate the same loss value as P[0,t],λt .

Q.E.D.

Proof of Proposition 3.3.2)

Without loss of generality we focus our attention to the case of monotonic decline in the value of

data. Increase in the substitution gain or loss means that the substitution gain becomes sharper as

the dataset size increase due to an increase in the flow of data i.e. for all t > t2 > t1 > 0, α ≥ 1, and

for the flow rates ψH(t) = αψL(t) > 0

fnH (t1, t2) > fnL (t1, t2)

where
nH =

∫ t
0 ψH(t)dt

nL =
∫ t
0 ψL(t)dt

λH(t) =
ψH(t)
nH

=
αψL(t)
αnL

=
ψL(t)
nL

= λL(t)

Since λL(t) = λH(t), according to Lemma 3.3.1, the net distribution for datasets created from

both flow rates ψH and ψL are identical. Therefore, according to Proposition 3.3.1, both distribu-

tions have identical equivalent times. Lets call the equivalent time for these datasets t2 > 0.

Remember the condition for a successful off-loading iteration from the equivalent time t∗ to t∗∗

is

fn−n0 (t∗∗, t∗) >
n

n− n0

In that case for all t1, t2 > 0 such that offloading for nL is feasible, i.e.

fnL (t1, t2) ≥
nL

nL −
∫ t
t2 ψL(t)dt
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we have

fnH (t1, t2) > fnL (t1, t2) ≥
nL

nL −
∫ t
t2 ψL(t)dt

=
α
α
× nL

nL −
∫ t
t2 ψL(t)dt

=
nH

nH −
∫ t
t2 ψH(t)dt

⇒ fnH (t1, t2) >
nH

nH −
∫ t
t2 ψH(t)dt

meaning that for all t1, t2 > 0 such that offloading is possible for the low flow rate ψL(t), such

offloading is also possible for high flow rate ψH(t) and hence, the equivalent time for the high flow

rate is weakly closer to the prediction time 0 compared to the equivalnet time for low flow rate. And

that completes the proof.

Q.E.D.
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B.2 Appendix B-2

We ran four experiments with different dataset sizes over Reddit data. The up-left Figure shows

the effectiveness curve when we trained the model over 25MB of data. Up-right, down-left, and

down-right show the curves for 50, 100, 200MBs, respectively. As can be seen in these graphs, the

effectiveness curve is becoming steeper as expected. Meaning that substitution gain will be mono-

tonically increasing in the number of samples. For example, looking at the effectiveness value for day

2920, we can see the effectiveness values of roughly 0.55, 0.5, 0.45, and 0.4 in the 25, 50, 100, and

200MBs graphs, respectively.

f25MB (0, 2920) ∼ 1.81

f50MB (0, 2920) ∼ 2.00

f100MB (0, 2920) ∼ 2.22

f200MB (0, 2920) ∼ 2.50
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Figure B.1: Effectiveness graphs for various training sizes
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C
Appendix for Chapter 4

Why Time-Dependency?

Data is time-dependent for many reasons, among which we can mention the change in consumers’

taste or behavior and, more importantly, innovation in products and services. Innovation plays a

key role in time-dependency. It is because it creates new needs that are hard to predict from old data.

Besides, due to innovation, older solutions and technologies are gradually being eliminated, which
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means that data becomes irrelevant in some cases.

As an example, consider data on kerosene’s price and consumption. Before electricity, kerosene

was used on lamps to light homes and offices. With the invention of electric bulbs, kerosene lost its

lighting purpose, and rare is a time to see it being used for lighting. Consequently, consumers have

different price elasticity, which means using kerosene’s price data to study macroeconomic questions

may not be as relevant as it was many years ago. Besides, the invention of electricity created new

consumer needs like refrigerators, air conditioning systems, the Internet, and social media, which

changes consumers’ behavior.

In kerosene’s example, it took decades to witness the change, and the speed of decline for data

appeared to be slow. In contrast, in electronics and particularly the cellphone business, change hap-

pens at a faster pace. Less than two decades ago, smartphones were introduced, and with them came

many innovations in communication methods and devices. Because of these changes, earlier cell-

phones are becoming less usable and, in some cases, not even compatible with telecom infrastruc-

ture.

Similar to our argument on kerosene, using data on old cellphones is not as relevant as using

recent cellphone’s data. It means the speed of change in the cellphone business is even faster than

the speed of change in the energy sector. These observations are market-specific and are affecting

every firm within a market. For example, if consumers’ taste changes fast, all firms should follow the

change quickly or lose the business. Because of it, the speed of change has market level consequences

and may change modes of competition.

Advantages over AlternativeMeasurementMethods

One way to compare different markets/industries with respect to their speed of change is to create

a pool of companies from different industries and study how relevant are the old data to their cur-
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rent problems. For example, we can take companies like Uber in the rideshare business and New

York Times from news and media to study how consumer’s data lose value in time for those specific

companies and generalize it to their industry, respectively.

This method has several challenges. To name a few, we can mention selection biases, algorithmic

differences, and availability. About selection biases, not everyone is doing business with Uber, and

similarly, New York Times readers have a particular taste. Therefore, there are biases in how data is

generated, making the comparison difficult, and not generalizable to other companies in the same

industry.

As of algorithmic difference, we can immediately tell that New York Times and Uber are in dif-

ferent businesses, and therefore, they need data for different purposes. Besides, perishability changes

with the learning curve and scalability of algorithms. Since NYT and Uber use user’s data for dif-

ferent tasks and use different algorithms with distinct scaling behavior, perishability measures, as

defined in chapter 3 are not directly comparable.

Finally, even if we solve selection biases and algorithmic differences issues, it is not easy, if not

impossible, to get users data from companies to do the analysis.

Exponential or Power-lawDecay Functions?

As shown in figure 4.2, there is no unique functional form describing the value loss. Sometimes, the

wind of change blows strongly, and other times the entire world stops. An example of this can be

seen in the politics topic in the years leading to the 2016 U.S. presidential election (Figure 4.3).

Therefore, we consider a functional that takes the difference between training and testing time as

an input, and outputs the effective size. In other words, this functional is independent of the testing

and the training times and only takes the difference as input. This is a valid assumption because of

the measurements provided in chapter 3 on the value loss over entire Reddit data. In that chapter,
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Figure C.1: Power‐law (Left plot) and exponential (Right plot) curve fitting. We expect to see a linear representation in
either graph

the equivalence graphs showed that text data’s value decline is independent of sampling and testing

times. In these graphs, equivalence appears as a function of the difference in testing and sampling

times.

Besides, for this chapter’s purpose, which compares the speed of change between different topics,

we need the function to have only one scalar parameter measuring the decay. This function is de-

creasing and bounded from below by zero, which means that a convex function could be a suitable

candidate.

Consequently, we decide to test the exponential and the power-law functional forms since they

both satisfy the mentioned conditions. The visual inspection, provided in Figure C.1, suggests that

the exponential function describes the value decay better between these functionals.

In Figure C.1 left, we took the log from the time dimension and expected to see a linear func-

tional form if the power-law decay model describes the measurements. As apparent from the graph,

it is not linear. In contrast, taking the log from the effectiveness, it is easy to observe a linear relation

meaning that the exponential decay model describes the measurements best.
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Perishability andData Flow:

As previously shown in chapter 3, for highly time-dependent businesses, the data volume does not

significantly contribute to the scalability of data-driven AI solutions. To such an extent that there

is a finite upper-bound on the effective size of perishable datasets. This bound shows that the data

network effect cycle saturates and does not scale beyond the upper-bound even with a dataset of

infinite sizes (That has shifted distribution).

In this paper, we show that data flow, to some extent, mitigates the scaling limitations. Expanding

the user-base, in the presence of user-wide externalities, or increasing user engagement create the

required data flow. Either way, the increase in data flow leads to an increase in the equivalent size.

The proof requires several theorems. First, we mention in chapter 3, that net distribution, in the

dataset gathered over a period of time, is solely a function of the underlying data distribution and

the sampling density. Hence, multiplying the dataset size by a constant that shows the increase in

the flow does not change the net distribution, yet it improves the dataset’s equivalent size. Second,

we show that in comparison with non-perishable data, it is likelier for the perishable data to offload

(refer to chapter 3) the dataset and move the equivalent time (refer to definitions in chapter 3) closer

to the prediction time. Getting the equivalent time closer to the prediction time increases the upper-

bound limit and, thereby, enhances the effectiveness of data flow in improving quality.

Putting these theorems together, we conclude that data flow derives the scale in time-dependent

business. In a nutshell, the following two forces make the information flow the primary driver of

value creation for a perishable dataset:

• Pushing the equivalent time closer to prediction time through off-loading, which makes

historical data less critical.

• Increasing the upper-bound of equivalent size for equivalent times closer to the prediction
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time, which makes the flow the main scalability driver.

Terminology and definitions

Definitions 1-4: For a dataset (Dn,[0,t],λt) of size n that has been sampled since t periods prior to

prediction time with the density function λt (Where for ∀s ∈ [0, t], λs ∈ [0, 1] and
∫ t
0 λsds = 1) we

define following:

1. Equivalent time t∗ ∈ [0, t] is the time that an IID dataset of size n from the time t∗ (Dn,t∗)

produces the loss value equal to the loss value ofDn,[0,t],λt .

2. Equivalent size nDn,[0,t],λt
is the size (E) in figure 4.1. If the dataset is sampled only at time t

(Dn,t) we use the notation nDn,t .

3. Effectiveness EDn,[0,t],λt
=

nDn,[0,t],λt
n or alternatively EDn,t∗ =

nDn,t∗
n is the ratio of size(E)

size(A) in

figure 4.1.

4. Substitution function fn(t1, t2) =
nDn,t1
nDn,t2

shows the gain in equivalent size when we substi-

tute data from time t2 with a dataset from time t1.

Assumption 1: The equivalent size nDn,t is monotonically decreasing over time.

Definition 5)Datasets from topic/businessH is more perishable comparing to datasets from

topic/business L if, fixing the sampling function λt and the size for both datasets, we have

nHn,t1
− nHn,t2

> nLn,t1 − nLn,t2

For all t1, t2 ∈ [0, t] and t1 < t2.

Theorem C.0.1. Highly time-dependent datasets have equivalent time closer to the prediction time

than less perishable datasets.

130



Proof: We focus on the off-loading mechanism and how it is reasonable for a highly perishable

dataset to off-load more often than a less perishable dataset. To prove the theorem, we first prove

that highly perishable data has a sharper substitution curve meaning fHn (t1, t2) > fLn(t1, t2)where

H,L means high and low perishability. Then, we use this inequality to prove that every off-loading

iteration for a low perishable dataset is also an off-loading iteration for a high perishable dataset.

Therefore, we conclude that high perishable data has equivalent time closer to prediction time.

Definition 5 states that H is more perishable than L if

nHn,t1
− nHn,t2

> nLn,t1 − nLn,t2 (C.1)

Since nLn,0 = nHn,0 = n, we alternatively have nLn,t > nHn,t or ELn,t > EHn,t . In other words, data

from low perishable datasets remain effective for a longer time. Therefore, we have

1
nHn,t2

>
1

nLn,t2

Multiplying above inequality to inequality (C.1) we have

nHn,t1
− nHn,t2

nHn,t2

>
nLn,t1 − nLn,t2

nLn,t2
⇔

nHn,t1

nHn,t2

− 1 >
nLn,t1
nLn,t2

− 1⇔ fHn (t1, t2) > fLn(t1, t2)

Which proves the first step. For the second step, consider a highly perishable datasetHn,[0,t],λt

with identical sampling density function and equal size to a less perishable dataset Ln,[0,t],λt . The

condition for a successful off-loading iteration from the equivalent time t∗ to t∗∗ is

fn−n0(t∗∗, t∗) >
n

n− n0

Since we assumed bothHn,[0,t],λt and Ln,[0,t],λt have identical sizes and sampling density functions,
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deleting identical period’s data from both datasets still makes them have equal sizes. Consequently,

for t1 < t2, any off-loading iteration that changes Ln,[0,t2],λt to Ln−n0,[0,t1],λt is also an iteration for

Hn,[0,t2],λt toHn−n0,[0,t1],λt since:

fHn (t1, t2) > fLn(t1, t2) ≥
n

n− n0

And that completes the proof. Q.E.D.

Theorem C.0.2. The upper-bound on the equivalent size decreases in t. The closer the equivalent time

to the prediction time, the larger the upper-bound on equivalent size.

Proof: The upper-bound is equal to nD∞,t since nDn,t is increasing in the number of data points.

Assuming a monotonic decline in the equivalent size means that this upper bound is indeed decreas-

ing in time. Q.E.D.
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