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Abstract

Going from the description of a model architecture in a figure to its implementation can be a fraught process. This work presents a markup language for specifying model architectures; an associated Python package used to convert models into a runnable format; utilities to import the model into PyTorch; a publicly available model repository; and a tool to visualize the resulting models. This paper also provides a review of some popular machine learning architectures, examples of models created using the markup, and associated experiments. The system is named Agrippa*, determined through a bracket-poll tournament conducted by the author’s roommates.

The language simplifies certain aspects of model development: parameters are named, explicit, and can be specified as being frozen or shared; models can be imported into different projects with few code changes; coherent parts of the architecture can be organized into self-contained blocks; and parameter initialization techniques are explicit.

The language syntax is simply XML. Models compiled using the Agrippa Python package are converted into the ONNX format, a neural network interchange format supported by a variety of machine learning frameworks.

The web component of Agrippa can be found at http://agrippa.build, which contains the visualization tool, model repository, and documentation.†

At this stage of development, the system has a number of limitations: models may not be compiled if they are larger than 2GB due to a formal limit imposed by the ONNX file format; not all operations available in ONNX are supported by the compiler; the visualization tool does not yet support visual editing; and certain techniques, like dropout layers and batch normalization, require workarounds. There are a number of plausible ways each of these limitations may be addressed in the future.

*Marcus Vipsanius Agrippa was the most trusted deputy of the Roman Emperor Augustus. The reader should feel free to devise a related acronym, though none was intended.

†The source code for the web component can be found at https://github.com/gkamer8/agrippa-zoo and the open source Python package repository can be found at https://github.com/gkamer8/agrippa-pkg.
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If you were to travel back in time a few decades with the knowledge you have today about the state of the art in artificial intelligence, you would probably be unable to implement any of your ideas. The first challenge would be hardware. The second challenge would be the lack of associated tools: auto differentiation libraries, Python, PyTorch, JAX,
and so on. The goal of this work is to prototype a system I hope might make dealing with neural networks a bit easier for some people.

The heart of the system is a markup language for machine learning architectures. By declaring the contours of the model in a markup, the language provides a more direct mapping between the kinds of figures you might see in a paper and the underlying implementation. This system also permits straightforward visualization. In an ideal world, many users would rarely deal directly with markup files in favor of visual editing tools. For now, however, the visualization component does not support editing. In any case, the visualization can be a good tool for exposition, education, and debugging. The underlying XML is also straightforward to work with.

1.1 Motivation

There are a variety of problems with how machine learning models are constructed today that this system is intended to alleviate. Many novel architectures are implemented in idiosyncratic codebases. Reading, understanding, and, importantly, modifying models can be more difficult than they should be. The description of a model written in a high-level framework can be under-specified because certain important details about a model are often hidden deep inside library functions, including: the name of a parameter so that you can search for its value; those parameters’ initialization schemes; frozen or shared parameters; and the implementation of certain portions of a model (such as an attention mechanism). Moreover, parts of a model can be dependent on peculiarities of implementation at the far reaches of the codebase.

Consider the case of modifying a pre-trained model. In the HuggingFace Transformers
library, the BioGptModel class is a subclass of BioGptPreTrainedModel, which is a subclass of PreTrainedModel - not to be confused with AutoModel or AutoModelForCausalLM, which is how most documentation accesses models in the library. Editing any number of these classes must be done for many modifications, since the API for configuring the model is restricted to only the most basic hyperparameters. If you want to make a small change in how embeddings are calculated, you may find that inside BioGptModel, there is a reference to nn.Embedding — and now you are in a completely different library. Then, even after these changes, how can you be sure that the pre-trained weights are still mapped how you want them? What if the model you want to use exists in code in a different framework from the few you are comfortable with? The general task of modifying other people’s models is not impossible but also not accessible. For people outside the AI guild, there should be some more direct way to turn the idea for a model into its implementation — or even simply inspect some of the hidden but critical details deep inside the usual layers of abstraction.

1.2 Contributions

The first chapter of this work is a literature review discussing other ML tools (complements and alternatives to this paper’s system) as well as model architecture design spaces that are particularly amenable to a declarative approach. The overview of model architectures is meant to be both expository and provide context to the sections that follow.

Second, the paper gives a technical overview of Agrippa. It explains the basics of the architecture markup language, which is a completely novel approach to packaging ML models; the associated Python package; and the online component to Agrippa, which is com-
prised of a visualization tool and a model zoo. All of the aforementioned software was written by the author for this project with the exception of the ONNX to PyTorch conversion tool, which was merely modified.⁴

The third chapter briefly summarizes some experiments conducted using Agrippa. Two of the experiments are reproductions of existing work, and the third is a short foray into a novel scheme for expanding the length of the context in Transformers.

Finally, the thesis concludes with a discussion of the system’s limitations and possibilities for future work.

⁴The ONNX to PyTorch conversion tool is a utility provided in the Agrippa Python package, for which the author’s main contribution is the XML to ONNX compilation method. The original ONNX to PyTorch conversion package can be found here: https://github.com/ENOT-AutoDL/onnx2torch
The AI-paper-writing industrial complex has grown nearly as much as the parameter counts of our largest models. This AI summer is made possible by conceptual advances in machine learning models as well as their associated scaffolding, including the various machine learning frameworks, data engineering, and so on. This review focuses first on tools
which are analogous or complementary to Agrippa. Second, the review includes an expository section discussing the transformer model and some of its variants. The expository section is meant both to serve as a reference as well as to give context to the design choices explained in the following chapters.

2.1 Software Tools for Machine Learning

The purpose of Agrippa is to make understanding, sharing, building, and re-using AI models easier. A variety of other tools have made similar efforts.

Perhaps the most important of these tools are the main machine learning frameworks, which provide auto-differentiation and pre-packaged model components. PyTorch\(^1\), TensorFlow\(^2\), and JAX\(^3\) are some of the most popular. All of these frameworks are imperative. They are also designed to be performant on GPUs or in multi-node settings, making them especially useful for scaling models beyond a billion parameters. HuggingFace provides a litany of packages built on top of PyTorch that allows for simplified multi-node training, model sharing, tokenization, and other benefits. Agrippa is similar to HuggingFace’s tools and is meant to be complementary to these frameworks.

The Agrippa Python package compiles architecture markups into ONNX\(^4\), which stands for Open Neural Network Exchange. ONNX is an open source specification for neural networks. The ONNX format specifies a computational graph that is meant to be as general as possible. Inference engines such as ONNX Runtime\(^5\) by Microsoft allow ONNX models to be run with high performance. As an interchange format, exporting models to ONNX is supported by PyTorch and TensorFlow. TensorFlow also natively supports importing ONNX files. Agrippa is tied closely to ONNX.
Due to the ONNX format’s graph structure, models can be visualized easily. Netron is an open source tool that takes an ONNX file as input and shows the individual computational nodes of the file, including various other metadata, such as tensor shapes and names. For small models, this visualization is sufficient; however, for large models, the lack of user-identified structure prevents straightforward understanding. This observation is the motivation behind the block construct in Agrippa.

TensorBoard is a tool for working with TensorFlow that allows for visualization of the model weights, the model computational graph, and a variety of metrics. The TensorFlow Graph Visualizer is conceptually similar to the system presented in this work: it takes a
Figure 2.2: A small portion of a Transformer in Netron.
TensorFlow model as input and provides a visualization interface for the computational graph. Unlike in the system presented here, the TensorFlow visualizer tries to automatically construct a reasonable visualization based on patterns found in the TensorFlow computational graph. When using this paper’s system, structural annotations are more explicit, hopefully allowing for greater clarity, unambiguous visual editing, and other benefits. However, the TensorFlow suite of tools is altogether a more developed product.

A smaller existing visualization tool is Net2Vis⁷, which focuses on producing visualizations for publication. The problem identified is that figures in different papers are similar but sometimes lack coherence or even accuracy. The Net2Vis tool provides conceptually uniform figures automatically. The authors note that typically readers want “arbitrary aggregations of multiple layers,” which makes TensorBoard prohibitively inflexible. The Agrippa visualization is not meant to fit the model architecture in one picture, allowing the user to dynamically interact with the graph to see nested subcomponents.

2.2 Transformers

Introduced by scientists at Google in 2017, the Transformer⁸ has become the most popular model for sequence-to-sequence tasks in deep learning. Its modularity provides a large space for architecture search, and, over the years, many variants of the Transformer have emerged. Part of the motivation behind creating Agrippa was to find a way to easily explore the design space of Transformer models. This section provides a detailed review of the architecture as well as a number of popular modifications. The experiments that follow are dependent on a careful understanding of the Transformer.
2.2.1 Base Architecture

This section is unnecessary for those familiar with the Transformer architecture, but it may serve as a good reference. I have tried to provide some additional intuition and clarity on parts that confused me when reading the original paper for the first time a little more than a year ago.

The classical Transformer has two main parts: the decoder and the encoder, which have similar structures. Each takes as input a sequence of tokens, which can be thought of as matrices with one-hot encodings for each of the tokens. Those tokens are embedded with a linear transformation to make a matrix of width equal to the dimension of the model, \(d_{\text{model}}\) (a hyperparameter), and height equal to the length of the sequence. Each row in the matrix represents a token embedding, and within the decoder, those rows are slowly morphed, mostly independently, into target token embeddings. Tokens interact with one another inside the “attention blocks” but not elsewhere. Finally, the embeddings that the decoder produces are inverted, and the result is a matrix with height equal to the length of the sequence and width equal to the size of the vocabulary such that the entries in a row can be used to estimate the probability that the row corresponds to the token represented by the column.

The ultimate goal of the encoder is to produce a matrix of embeddings that distill some knowledge about context that the decoder should act upon. The point of dividing the model into an encoder and a decoder is to allow the encoder to have no mask (each token can interact with every other token) while the decoder has a mask (each token can only see the previous tokens). For example, in the translation context, the encoder can take as input the original language while the decoder can take the target language; each place in the
Figure 2.3: The Transformer, as seen in Vaswani et al. 2017
decoder is attempting to predict the next token, so its attention is masked, but there is no need to mask the interactions in the encoder.

It often goes unstated that none of the parameters has a shape dependent on the length of the input sequence; every place in the sequence is acted on by the same weights, though the tokens interact in the attention block. In a CNN, for example, a pattern that is learned using examples that appear in one location of an image are automatically detected everywhere in the image, due to the properties of convolutions. The analogous property of Transformers is that they can learn properties of a token or combination of tokens without seeing those tokens appear in every possible location in a sequence.

Since the model has no inherent understanding of position in a sequence, it is necessary to morph the learned token embeddings so that they carry some information about their place in the sequence. The standard way to do this is by adding a positional encoding to the token embeddings, though there are other possibilities.*

In both decoder and encoder, the embedding matrix passes through a “multi-head self-attention” block. In this block, token embeddings are altered by three learned linear projections into queries, keys, and values.† It can be thought of as “self-attention” since the three projections take the same matrix as input. Each query and key vector (that is, each row of the matrix) has its dot product taken with respect to each of the others, forming an attention matrix that is square with height and width equal to the length of the sequence (that is, its size is $N^2$, making this procedure quadratic in complexity). Each entry in this matrix can be thought of as an attention score between every pair of tokens. Different learned projections will result in different kinds of attention scores; one set of projections may try

---

*The reader should refer to the original paper for details as well as experiments with alternative methods.
†Some of these projections can be the same, but they don’t have to be.
to find semantically similar words, but another might seek to match nouns with their respective article. There is typically in a model always some projection that simply tries to match each token with the token immediately preceding it. This matrix of attention scores is multiplied by the values$^1$ (a learned linear projection of the input embeddings). Finally, this process can be repeated across different “heads” (learned query/key/value projections), the outputs concatenated, and ultimately projected back into a matrix with width equal to $d_{\text{model}}$.

The output of the self-attention layer is then added to the input to the decoder layer in a residual fashion. This result is then normalized using a Layer Normalization.$^9$ The normalization is necessary if we want the result to have the same scale as the inputs to the residual addition. In an encoder layer, all that remains is to pass the embedding matrix through a position-wise feed-forward neural network; the result is then residually connected and normalized as in the previous step. Each layer in the encoder is stacked on top of one another, and only the final output is sent as input to the decoder.

In the decoder, following the original self-attention, the resulting embedding matrix is passed along with the encoder output into a cross-attention layer. In this layer, the previous self-attention output is projected into values while the encoder output is projected into keys and queries. The same attention operation is performed, but now the token inputs to the decoder are interacting with the outputs of the encoder rather than simply among themselves. The cross-attention output is again residually added and normalized before going through a position-wise feed-forward network, added and normalized again, and

$^1$Actually, the queries and keys are first divided by $\sqrt{d_{\text{queries}}}$ and $\sqrt{d_{\text{keys}}}$. Note also that queries and keys can exist in a space with different dimension than $d_{\text{model}}$ (and similarly for the values). This process reduces computational complexity and promotes numerical stability.
then finally outputted to the next layer.

After the very last layer of the decoder, each token embedding (which is a vector with $d_{\text{model}}$ elements) is up-projected into the size of the entire vocabulary (optionally using the transpose of the original embedding matrix). A final Softmax is performed before the resulting probabilities are compared with the empirical target probabilities. The loss is calculated and backpropogated through the entire model during training. During inference, the probability distribution of tokens is sampled.

A key benefit of the Transformer is that all of the tokens in a sequence are processed in parallel. This behavior is not present in RNNs, which generally process tokens sequentially. This property has allowed Transformers to be scaled to hundreds of billions of parameters trained on hundreds of billions of tokens. It might be damning that the attention mechanism is quadratic in the length of the sequence, but the length of the sequence can be small compared to the dimension of the model at scale. Moreover, every significant operation in a Transformer is a highly-optimized matrix multiply.

### 2.2.2 Architectural Modifications

A recurring challenge during the training of large transformers is to keep the scale of the gradients constant throughout the model. If gradient values grow too large, training can become unstable. In the original paper, the authors used a warmup stage during training: the learning rate for SGD was first raised from a low value before being decreased again. The normalizations are intended to help, but another trick was supposed to be needed in order to remove the need for warmup and make the model more natively stable. It turns out that by moving the first Layer Norm to start of a decoder/encoder layer and the second
to immediately before the FFN is applied, larger models can be trained with more stability and without the warmup at all.\textsuperscript{10} This stability might sometimes come at the cost of decreased performance.

Another solution to the same problem is to better initialize weights in deep models. DeepNet\textsuperscript{11} scaled the initialization of the gain values of a each normalization according to the size of the model. Wang et al. also added a scaling factor to the residual addition. These tweaks permitted an increase in the depth of the Transformer by a couple of orders of magnitude and increased performance.

The training of large models is extremely costly, so architectures are chosen cautiously. A community-led project, BLOOM\textsuperscript{12}, sought to provide an open source alternative to GPT-3. The BLOOM model uses a “Stable Embedding”, a layer-norm immediately following the embedding layer, again to address stability problems during training.

Other modifications are designed to decrease computational complexity. These modifications usually involve changes in the attention block. A “Reformer” Transformer replaces dot-product attention with a “locally-sensitive hashing function”, reducing the complexity of the model from $O(N^2)$ to $O(N\log N)$ (where $N$ is the length of the sequence).\textsuperscript{13} Furthermore, the Reformer changes the computations performed in the Transformer so that each layer’s activations is reversible; during training, it is therefore unnecessary to store intermediate activation values since they can be inferred by the final activations. Another Transformer variant, the “Flashformer”, similarly tries to modify the attention block: it uses an operation based on Gated Linear Units and a corresponding linear approximation to reduce the complexity of attention from $O(N^2)$ to $O(N)$, though there are some complications.\textsuperscript{14}
Many tasks in natural language processing involve questions that tap into the same essential knowledge-base but produce different outputs. For example, a sentiment analysis program might benefit from knowing the impact of relative word positioning, which in turn might also be useful for an automatic sentence diagramming tool. Moreover, data for very specific tasks is usually limited. One way this knowledge can be shared is through pre-training. Pre-training initializes a model with weights formed from another model trained on a larger dataset and a more general task. Hopefully, some of the knowledge from the original model can be repurposed in the new model.

Perhaps the greatest triumph in pre-training is the GPT (Generative Pre-Trained Transformer) series of models. GPT is a decoder-only architecture (we do away with the encoder entirely as well as the corresponding cross-attention mechanism). The objective for the model is simply to predict the next token. We mask future tokens in the usual way, and the target tokens are simply a left-shift of the input. Since there exist billions of tokens of text available on the internet, there is ample training data.

The key insight of GPT is to recognize that simple next-token prediction can require a great deal of knowledge about the world. In the original GPT paper, the goal was to improve performance on a variety of classic NLP problems: the authors found that by first training a GPT on a dataset of a few thousand books, the architecture could be modified slightly, fine-tuned on new problems, and could then beat the state of the art in a number of domains, such as a semantic similarity task. The following version, GPT-2, was found

§More precisely, the input is a right-shift of the target output, and the new beginning token is a special “Beginning of Sequence” token.
to learn tasks that were unexpectedly present in the dataset. For example, an article might naturally give the text of a speech in its original language followed by an English translation. Thus the model learned these tasks in a completely unsupervised fashion. The key development in GPT-3\footnote{17} was that the language model could be given entirely new tasks with just a few examples (few-shot) and perform adequately.

While GPT-3 had clearly many capabilities, it was still essentially just trying to predict the next token. This property required tricks to produce socially desirable output, such as a friendly conversation. The primary development in AI over the past number of months has been the application of Reinforcement Learning with Human Feedback (RLHF) to large language models like GPT-3. RLHF\footnote{18} seeks to bootstrap a reward model with an LLM’s pre-trained weights and train the reward model to predict a give a human-labeled score to text (in practice, this is an ELO score). Feedback from the reward model can be used to update the language model’s weights using stochastic gradient ascent. The relevant algorithm to do the updates has been PPO\footnote{19} for the time being.

Pre-training has also been useful to bootstrap smaller models. Community-led projects have benefited from combining pre-trained models in clever ways. For example, DALLE-Mini\footnote{20} reproduces in a small package (and very cheaply) some results in image generation by using a pre-trained image autoencoder, image embedding model, text embedding model, and Transformer encoder. Only a Transformer decoder is trained.

2.3 Conclusion

This literature review has meant to be expository but also has meant to illustrate the kinds of innovations that might be easier using Agrippa. In each of these cases, models were boot-
strapped using either an existing architectural idea or actual model weights. Navigating heterodoxical code written by academics is unpleasant. The declarative format promotes locality in the code, sensible visualizations, and modularity. It is difficult to tell when a researchers says the he uses a Transformer decoder whether he is also employing any number of the tricks above: novel initialization, normalization schemes, weight sharing, and the like. In a model built using Agrippa, it is straightforward to peer into the structure of a model and access any computational block. Moreover, since parameters are explicit, it is also straightforward to access model weights directly and import them into new places with confidence.
Technical Overview

In broad strokes, the system works like this: first, a user designs an architecture markup; second, the user exports the model using the Agrippa Python package; third, the user trains the model in PyTorch using the PyTorch conversion tool provided in the package; and lastly, the trained model weights can be exported and bundled with the architecture markup.
so that they model can be deployed. Optionally, a user can upload the project to the Agrippa model zoo and at any time use the associated model visualization tool to examine the architecture. Detailed documentation for each step of the process can be found at https://agrippa.build/docs.

3.1 Markup Language

The primary goal of the language is to provide a format that can be easily ingested by visualizers or other development tools. Since a full editing program is not yet developed, it is also human-readable.

First, the specification is meant to be transparent: the details of the model down to the precise computations undertaken are spelled out. Second, the language is meant to provide for a more coherent organization. All of the important details about a particular section of the model are locally concentrated. Lastly, it is meant to be portable: sections of a model can be rearranged into new models, quickly modified, and imported into other projects.

To be concrete, every model is contained inside the root model tag. Inside the model tag are the root exports and imports of the model (the outputs and inputs) and a series of other block tags. Block tags, as well as the blocks nested inside them, contain node tags, which in turn specify the precise operations. Consider a simple linear regression:

```xml
<model>
  <import from="x" dim="[var(n)]" />
  <block title="Linear">
    <node op="Mul" title="Apply Betas">
      <params name="W" dim="[var(n)]" />
      <input src="x" />
      <output name="wx" />
    </node>
  </block>
</model>
```
Here, one root import is provided, which is a vector of variable size “n”. When exporting the model, we can supply the value of “n” in a dictionary of variable bindings. A block titled “Linear” contains all of the operations in this case. The input vector is multiplied element-wise by a vector of weights (named “W”) before being summed and added to a bias term. The export of the model is the output of the last node (titled “Apply Bias”).

Blocks are the primary structural innovation: blocks define logically coherent parts of the model and are collapsed into one unit upon visualization. In the online tool, users can click on a block to see inside, which could include more nested blocks. Blocks can also be sourced from other files using the “src” attribute. Sourced blocks are given a name that determines how you can pass inputs and use their outputs in the rest of the project.

Another useful abstraction is the usage of bindings for tag attributes. In the above example, the size of the first dimension of the input vector is bound to “n”. In a more complex situation, the dimensions of an operation could be bound to a list of variables like “[var(nbatch), var(height), var(width), var(channels)]”. Making dimensionality explicit and human-readable can greatly increase the transparency of the model.
3.2 Python Package

The Python package contains code to compile the architecture files, among some other utilities. The compiled format is an ONNX file, which can then be imported into PyTorch using the provided package. The Agrippa package can be installed with pip using “pip install agrippa”. Here is some driver code to perform a linear regression:

```python
import agrippa
import torch

proj_name = "lin-reg"

onnx_out = 'testing.onnx'

bindings = {
    'n': 5
}

agrippa.export(proj_name, onnx_out, bindings=bindings)
torch_model = agrippa.onnx_to_torch(onnx_out)
target_weights = torch.rand((bindings['n'],))
target_bias = torch.rand((1,))

def get_pair():
    x = torch.rand((bindings['n'],))
    y = torch.sum(target_weights * x) + target_bias
    return x, y

optimizer = torch.optim.SGD(torch_model.parameters(), lr=0.1)
loss_fn = torch.nn.MSELoss()

for _ in range(5000):
    x, y = get_pair()
    optimizer.zero_grad()
    outputs = torch_model(x)
    loss = loss_fn(outputs, y)
    loss.backward()
```
This code assumes that we have placed our architecture file in a directory called “lin-reg”. We set $n = 5$ and export the model to an ONNX file. The ONNX file is imported into PyTorch, and we use an ordinary PyTorch training loop to train the model using Stochastic Gradient Descent. Here, we generate the data by first randomly selecting target weights and a target bias term. After 5000 examples, the model parameters will converge to their target values. After training, we save the PyTorch model's weights (only a model first imported using the package tool will save correctly). To check that our model is correct, we can use some additional utilities provided by the package:

```python
biases = agrippa.utils.find_params("b", proj_name)
weights = agrippa.utils.find_params("W", proj_name)

print(f"Target weights: {target_weights}")
print(f"Actual weights: {weights}")
print()
print(f"Target bias: {target_bias}")
print(f"Actual bias: {biases}")
```

Here, a utility is being used to find the parameters’ values from the project’s weights file based on the names we assigned to those parameters.

### 3.3 ONNX Format

The Open Neural Network Exchange (ONNX) format developed at MIT is an open standard for machine learning interoperability. ONNX files can be efficiently deployed on
Microsoft Azure using Microsoft’s ONNX Runtime inference engine. In the ONNX specification, models are stored as a computational graph in which nodes specify operations. The nodes are given as input other nodes or tensors (parameters) that are stored in the file. The ONNX documentation details which operations are supported and gives their associated conventions. Many of the operations are based off of Numpy or PyTorch operations. The Agrippa node op types mostly mirror the ONNX operators.

### 3.4 PyTorch Import

ONNX Runtime nominally supports network training, but the support is lackluster and seems like it might be deprecated sometime soon. Therefore, utilities are provided to import ONNX into PyTorch. This support is native in some frameworks (namely Tensor-Flow) but not in PyTorch, though there are community tools for doing so. It should be noted that in the markup language, there are methods for specifying certain properties of training: for example, the “frozen” parameter changes whether a parameter should be allowed to change during training. There is no effect on the compiled ONNX file except as to modify the parameter’s name to signal that it is a constant. Only by using the provided PyTorch import tool is the frozen value loaded into PyTorch as a constant buffer, not a model parameter.

### 3.5 Visualizer

Online at [https://agrippa.build](https://agrippa.build), users can make accounts and upload their projects. After uploading, the project can be viewed inside the Workspace, which provides a visualization of each of the architecture files. The visualization is made with respect to users’ blocks.
When a block is clicked, users can see nested blocks or nodes contained inside. The following figures show what a Transformer Decoder might look like inside the tool. In the second example, the user has navigated to the attention block and selected the Softmax operation.

An offline version of the visualization tool could be added to the Python package in the future.

3.6 Zoo

The Agrippa website also contains a model zoo featuring uploaded models.* Creators can specify input and output tags that describe what their model is meant to accept as input and produce as output. For example, in the case of a Transformer, the input tags could be “text”, “tokens”, and “2d matrix”. The output tags could be “probabilities” and “2d matrix”.

One problem with existing model repositories is that there is little distinction made between very specific instantiations of a model and the more general architecture being used. For example, it is hard to find a plain CNN or GPT without a variety of tricks that tie the model close to a particular problem. Uploaders can tag their models as “canonical” if they are meant to represent a general architecture.

---

*Ryan Linnihan and Jared Simpson, my roommates, performed some programming work on the website. Specifically, they are responsible for input validation on user authentication requests as well as the search feature for the documentation.
Figure 3.1: A Transformer Decoder as seen in the model visualization tool. In this implementation, the attention scalar, mask, and positional embedding matrix as inputs in addition to the tokens. The model outputs both the final linear projection as well as the Softmax of the projection.
Figure 3.2: An attention block inside a Transformer Decoder. In this example, the Softmax operation has been selected and its details are provided in a sidebar.
Testing the system required a variety of experiments. Some are reproductions of existing work, the descriptions of which are recapitulated here for reference and additional exposition. The context embedding experiment is original. Details about the experimental setup can be found in Appendix A, and code is available along with other tests in the “tests”
directory inside the Agrippa package GitHub repository**: [https://github.com/gkamer8/agrippa-pkg](https://github.com/gkamer8/agrippa-pkg).

### 4.1 Wikipedia GPT

First, I trained a decoder-only Transformer on a dataset of Wikipedia articles. The architecture is shown in Figure 4.1. The weights between the input embeddings and the final linear projection are shared. The input embeddings are put through a layer norm before the positional embedding is added; this technique is used in the BLOOM model.† The decoder layer itself uses a Pre-LN architecture.† You can see that in the implementation, every constant used in the model is passed as an input; this design need not be the case using the more advanced features of the language developed after this experiment was completed.‡ The dataset used is available in Appendix A.

Over-parameterized machine learning models are usually considered a black box. However, there is some structure that allows an analysis of some of the interior. When testing the model, I found that the model often continues the sentence “Abraham Lincoln was an American layer, politician, and a” with the token, “Republican”. Because the model is small and only saw the Abraham Lincoln Wikipedia page a few times in its dataset, I was surprised to see that the model had seemingly memorized the fact that Abraham Lincoln was a Republican.

There are two questions we might like to ask: does the model really know that Lincoln was a Republican, and if so, what weights are responsible? The residual addition as well as

---

*The relevant directory is tests/transformers/\{embed, exp-wiki, translate2\}
†Anecdotally, the precise variant of Transformer did not seem to affect performance too much in this case. The model and dataset are both unambitious.
‡The future experiments do not have this feature.
Figure 4.1: The architecture used in the Wikipedia GPT experiment, seen using the Agrippa visualization tool
Figure 4.2: The DecoderLayer used in the Wikipedia GPT experiment, seen using the Agrippa visualization tool
the embedding weight sharing gives an inductive bias toward minor modifications of the tokens as they traverse each layer in the model. We can apply the reverse embedding and Softmax at each intermediate layer to see the status of the generation. This modification is relatively straightforward using Agrippa. These values are given in figures 4.3 and 4.4. Since the token begins as the end of sequence token (appearing in the column marked “eos”), the value for end of sequence is high until the final layer. Other positions in the sequence depend on information given in the original token, so that its value is high is not a surprise; however, it might be surprising to note that it is so high even up to the last layer.

Instead of just looking at the word “Republican”, we can examine its predicted probability relative to other words that might fit, such as “Democrat” and “person”. The token

---

\(^6\) Other tokens were examined, but “person” seemingly worked well as a control.
“the” is also included as an example of a common token that does not fit the context, forming a kind of control token. In the Lincoln case, the Republican token first appears significant after layer 3, but increases 20 fold in the final layer. The probability associated with “Democrat” is lower and first appears later in layer 4. Probabilities for the control token “person” were slightly less than for “Republican” until layer 5 and similarly for Democrat.

Has the model actually learned that Lincoln was a Republican? I test this idea by comparing the model dynamics to a similar sentence: “Joe Biden was an American lawyer, politician, and a”. In this case, the model also predicts “Republican” with high probability and “Democrat” with about the same probability as before. The internal layer activations are also extremely similar; at layer 5, the relative probabilities for “Republican” are the same to four decimals between the Lincoln and Biden sentences. It seems likely the model instead learned to associate the names Joe Biden and Abraham Lincoln to political contexts, or the dataset included a lot of articles about Republicans.

4.2 En-De Translation

A traditional encoder-decoder Transformer was also tested. This time, I used the experiment setup of the original paper and tested English to German translation on a standard dataset. The model seen here is the “base” version. The performance of this model did not reach the original’s performance, though some tricks were left out, like dropout layers and beam decoding. The performance was not good enough to merit a reasonable BLEU score. However, it appears that the model can write German that is somewhat related to the English.

*Part of the problem might be that the dataset seemed to have many mismatched pairs (on the order of 1 in 20). The English to French dataset was even worse: sometimes passages appeared in Russian, and obvious
I declare resumed the session of the European Parliament adjourned on Friday 17 December 1999, and I would like once again to wish you a happy new year in the hope that you enjoyed a pleasant festive period.


Ich erinnere Sie daran, dass das Europäische Parlament am Montag, dem 15. Oktober, eine Sitzungsperiode abgehalten hat, und ich hoffe, dass Sie eine Sitzungsperiode für das kommende Jahr haben werden, um eine Sitzung des Parlaments zu veranstalten.

Figure 4.5: Sample output from the English to German translation model using greedy decoding.

Appearing in figure 4.5 is a sample translation from the test set. The model starts correctly, matching “I” to “Ich” and also gives the correct second token, “er”, the beginning of the word “erkläre”. However, the second phoneme of “erkläre” is incorrectly given as “innere”. The word “erinnere” can be translated as “remind”, “remember”, or “recall”.

The model learns that days of the week in English should match days of the week in German, but it matches the wrong one: “Friday” in German is “Freitag”, “Montag” is “Monday”. Moreover, the date is wrong: the model translates “17 December” as “15. Oktober”.

Clearly the model learns some German, but the faithfulness of the translation is poor.

problems were spotted in something on the order of 1 in 5 examples. It is unclear to me whether this problem exists in the WMT 2014 dataset or just the version available on HuggingFace, which was the one used here.
4.3 Context Embedding Model

Transformers improve on RNNs by processing a sequence in parallel; however, the computational complexity of RNNs is linear in the length of the sequence, while Transformers’ complexity is quadratic. The context lengths of even the most ambitious models are only a few thousand tokens. If Transformers are to draw inferences from texts of, say, a book length, there needs to be some way to compress the context in a way a Transformer can understand. There is some work on addressing this issue, usually by overhauling the attention mechanism\(^\text{13}\)\(^\text{14}\) or by storing in some way previous activations recurrently\(^\text{21}\)\(^\text{22}\).

In this section, I experiment with a novel approach that encodes a sequence into one embedding (a vector of length equal to the dimension of the model). That embedding provides conditioning information to a decoder, effectively increasing its context length. During training, the context embedding is prepended to a decoder’s input, and the decoder is meant to generate the original text given the embedding. The embedding is the last output of the encoder, which corresponds to a special summarize token. The encoder and decoder each have the same architecture, which is simply the GPT architecture used in the above Wikipedia experiment.\(^\) Any ordinary Transformer could be fine-tuned using this procedure to produce or use document embeddings; there are no architectural modifications.

There are a few tricks in the implementation that might be worth explaining. The output from the encoder is a matrix with rows corresponding to each token and columns corresponding to each dimension of the model. That output is masked using element-wise multiplication. Here, the mask contains 0’s in all places except the last row. The decoder’s

\(^\)However, the encoder’s mask is all zeros, while the decoder’s mask is not. Also, this model scales input embeddings by \(\sqrt{d_{\text{model}}}\) as in the original Transformer paper. Details are in Appendix A.
Robert Boulter is an English film, television and theatre actor. He had a guest starring role on the television series The Bill in 2000. This was followed by a starring role in the play Herons written by Simon Stephens, which was performed in 2001 at the Royal Court Theatre. He had a guest role in the television series Judge John Deed in 2002. In 2004 Boulter landed a role as “Craig” in the episode “

embeddings are masked using the complementary matrix (following the input embedding step) and added to the masked encoder output. The positional embeddings are modified so that the final row has the embedding it would have if it were first in the sequence, and the decoder’s mask is similarly modified such that every token can see the final one (the document embedding) but the document embedding cannot see any other embeddings. It is possible using this implementation to allow the encoder to output any number of embeddings in any places and for the decoder to properly receive those embeddings, provided the user sets up the positional embeddings and masks correctly."

Figures 4.6 through 4.8 show some sample input and output from a checkpoint of the model. First, we will look at the output from the decoder for an example in the test set, given the encoder output for that example (just as would appear in training). Next, we will feed the decoder the correct text (about British actor Robert Boulter) but the wrong embedding. The “anti-example” is from the Wikipedia article for Japanese Ise-class Battleships from World War 2.

First we can note that the model, with the correct embedding, predicted the word “actor” before the built-up context had mentioned anything about acting. In the version with the wrong embedding, the model produced “naval” instead. Moreover, with the wrong

**The implementation is provided in the Agrippa model zoo.**

36
The sisters were then reduced to reserve until they were sunk during American airstrikes in July. After the war they were scrapped in 1946–47.

The design of the Fusō class battleships was shaped both by the ongoing international naval arms race and a desire among Japanese naval planners to maintain a fleet of capital ships powerful enough to defeat the United States Navy in an encounter in Japanese territorial waters. The IJN’s fleet of battles

---

**Figure 4.7:** Anti-example from the Wikitext dataset

<table>
<thead>
<tr>
<th>Actual Token</th>
<th>Top Prediction</th>
<th>w/ Wrong Embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robert</td>
<td>Robert</td>
<td>“</td>
</tr>
<tr>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>oul</td>
<td>oul</td>
<td>oul</td>
</tr>
<tr>
<td>ter</td>
<td>ter</td>
<td>ter</td>
</tr>
<tr>
<td>is</td>
<td>is</td>
<td>was</td>
</tr>
<tr>
<td>an</td>
<td>a</td>
<td>considered</td>
</tr>
<tr>
<td>English</td>
<td>American</td>
<td>American</td>
</tr>
<tr>
<td>film</td>
<td>actor</td>
<td>naval</td>
</tr>
<tr>
<td>,</td>
<td>actor</td>
<td>that</td>
</tr>
<tr>
<td>television</td>
<td>directed</td>
<td>but</td>
</tr>
<tr>
<td>and</td>
<td>and</td>
<td>note</td>
</tr>
<tr>
<td>theater</td>
<td>television</td>
<td>it</td>
</tr>
<tr>
<td>actor</td>
<td>star</td>
<td>not</td>
</tr>
</tbody>
</table>

**Figure 4.8:** Output of the context embedding decoder given masked tokens from the example, with either the matching embedding from the encoder or the embedding from the anti-example. (tokens 8-20)
embedding, the model used the past tense verbs “was” and “considered” while the correct model predicted present-tense verbs, matching their respective embedding contexts.

One potential application for these context embeddings is to use them as measures of semantic similarity between text for search or other tasks. Unfortunately, the cosine similarity between embeddings does not seem to be a good measurement of semantic similarity. Using the STSBenchmark test dataset\textsuperscript{23}, context embedding cosine similarity scores have a 0.27 Pearson correlation with the label scores.

While these embeddings might not function well at the moment as search embeddings, the fact remains that the embedding gives successfully helps model perplexity.\textsuperscript{††} Moreover, if one finds that it is not effective for longer sequences to compress context into one token of information, it is possible that the decoder could be trained to glean information from multiple embeddings, each for some small part of the context (perhaps 100 tokens or so). Future work on larger models should consider using this type of embedding to increase effective context without increasing computational cost.

\textsuperscript{††}Training graphs are available in Appendix A. There is some ambiguity here over how to compare this model and the original Wikipedia GPT experiment. It would be strange if, given the context embedding over nothing, the decoder performed worse. Moreover, the previous experiment operated on a different sequence length and dataset. A proper benchmark might involve testing this approach against other context-compressors in the literature, though no other method is exactly analogous. Further work is needed to evaluate this method.
This paper presents a first step in a quest for a better framework for working with large machine learning models. The dominant imperative approach does not seem to match the way the models are actually presented. Model architectures are reasoned about like graphs. Unlike a regular computer program, researchers want to swap out chunks of that graph, and doing so should not cause the model to cease functioning. Moreover, researchers often
want associated data from files to remain mapped to part of the program. This behavior is not what is optimized for in the imperative context. One can almost think of the Agrippa style like using HTML, CSS, and Javascript: XML (HTML) to define an architecture, a weights file (CSS) to give non-structural information about the architecture, and Python (Javascript) to drive the model.

Before this system can be competitive with other modern approaches, a variety of problems must be dealt with. Some of these problems can be fixed with time, but others might guide researchers toward related but separate systems.

With more work, visual editing of the markup should be straightforward. More operations from the ONNX specification can be added, including the ONNX feature that allows users to define their own operations. Simpler methods for Dropout layers and Batch normalization should also be added. ONNX has a feature that permits models to have separate behavior for inference and training; this distinction could be added, though it could complicate the PyTorch conversion process. The frozen weight feature is an example of a similar modification that is already implemented.

Researchers might also be able to fix deeper flaws with the system developed here. For example, the “rep” and “stretch” attributes (allowing simple repeated blocks) greatly complicates the compilation and leads to some unintuitive behavior. It might be better to simply let users explicitly define loop constructs themselves, such as in System Verilog, that are meant to be unrolled during compilation.

In the long term, future work could turn a system like this into a proper IDE for AI models. In addition to web development (with its complicated stack of development environments), computer graphics might offer a good analogy. Programs like Xcode combine
linkers, graphics files, code, and visualizations to make designing applications on OSX and iOS significantly easier. If the architecture is analogous to a frontend layout, then a markup language would be a better way to specify it. Python packages alone do not seem to be an adequate tool for integrating the spiderweb of dependencies in a state of the art model.
A.1 Initialization

In every experiment, Layer Normalization gain parameters were initialized to 1 and bias parameters to 0. All other parameters were initialized using Xavier initialization.
A.2 Token Embeddings

Input and output embeddings were shared in all cases. Furthermore, the input embeddings (but not the output embeddings) were scaled by a factor of $\sqrt{d_{\text{model}}}$ in the translation and context embedding experiments. This mimics the procedure in the original paper. All models were trained using the GPT-2 Tokenizer.

A.3 Hyperparameters

“Embed” is the context embedding model, “Wikipedia” is the GPT trained on Wikipedia, and “Translate” is the En-De translation model.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Embed</th>
<th>Translate</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max seq length</td>
<td>100</td>
<td>100</td>
<td>64</td>
</tr>
<tr>
<td>$d_{\text{model}}$</td>
<td>512</td>
<td>512</td>
<td>1024</td>
</tr>
<tr>
<td>$d_{\text{values}}$</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$d_{\text{queries}}$</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$d_{\text{keys}}$</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$n_{\text{heads}}$</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>$n_{\text{layers}}$</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>FFN hidden dim</td>
<td>2048</td>
<td>2048</td>
<td>4096</td>
</tr>
<tr>
<td>Full batch size</td>
<td>$640^*$</td>
<td>256</td>
<td>1000$^*$</td>
</tr>
<tr>
<td>Warmup</td>
<td>4000</td>
<td>4000</td>
<td>2000</td>
</tr>
</tbody>
</table>

The learning rate decay schedule in all experiments is the same as the “Noam (Shazeer)” schedule found in the original Transformer paper. In the case of the context embedding
experiment, the batch size was increased from 256 to 640 after 5 epochs. For the Wikipedia GPT, the batch size was increased from 400 to 1000 after 8000 optimization steps.

A.4 Datasets

The context embedding experiment used a dataset of English Wikipedia available on Hugging Face. The Wikipedia GPT used a slightly different dataset of Wikipedia articles with different formatting, available at this link: https://huggingface.co/datasets/lucadiliello/english_wikipedia/tree/main/data. The files used from that link were 5, 7, 8, 9, 10, 12, 13, 14, 16, 19, and 20; others were not used due to hardware and time constraints.

The En-De translation dataset was WMT 14, which was accessed using HuggingFace datasets: https://huggingface.co/datasets/wmt14.

A.5 Hardware

All experiments were conducted on 1 NVIDIA A100 (40gb, variably PCIe or SXM4) rented from the Lambda Labs GPU cloud.

A.6 Training Graphs
Figure A.1: Training loss for the Wikipedia GPT experiment
Figure A.2: Training loss for the En-De translation experiment
Figure A.3: Training loss for the context embedding experiment
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