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Search for Evidence of Dark Matter Production in Monojet Events with the ATLAS Detector

Abstract

Dark Matter production at colliders may be evinced in topologies with an energetic jet recoiling against large missing transverse momentum, known as the “monojet” final state. This thesis presents a search for new physics in a sample of monojet events obtained from proton–proton collision data corresponding to an integrated luminosity of $3.2 \text{ fb}^{-1}$ and center–of–mass energy $\sqrt{s} = 13 \text{ TeV}$ collected in 2015 with the ATLAS detector at the Large Hadron Collider. Monojet events are required to have at least one jet with a transverse momentum above $250 \text{ GeV}$ and no leptons. Several signal regions are constructed with sequential missing transverse momentum thresholds ranging from $E_T^{\text{miss}} > 250 \text{ GeV}$ to $E_T^{\text{miss}} > 700 \text{ GeV}$. The number of events observed in data is consistent with Standard Model predictions. In the absence of an excess, limits are placed on the dark matter production cross section and compared to constraints from direct detection experiments and other collider searches.
# Contents

0 Introduction  

I Dark Matter  

1 Cosmological Dark Matter  
  1.1 Galactic Rotation Curves  
  1.2 Galactic Clusters  
  1.3 The Cosmic Microwave Background  
  1.4 The Standard Model of Particle Physics  
  1.5 WIMP Dark Matter  

2 Detecting Dark Matter  
  2.1 Dark Matter at Colliders  
  2.2 Direct Detection  
  2.3 Indirect Detection  
  2.4 Interpretation Framework  
  2.5 Relic Density Calculation  

II Experimental Background  

3 The Large Hadron Collider  
  3.1 Accelerator Design  
  3.2 Instantaneous luminosity  
  3.3 Beam Cleaning and Beam Halo  

4 The ATLAS Detector  
  4.1 Magnetic Field  
  4.2 Inner detector  
  4.3 Calorimeters  
  4.4 Muon spectrometer  
  4.5 Trigger system
Appendix A  Jet Quality Variables  123
A.1  Good and Fake Jet Topologies  .......................................................... 123
A.2  Correlations between Jet Quality Variables ........................................ 128
A.3  Jet Quality Variables at Low $p_T$ ..................................................... 131

Appendix B  Beam Background Tagging Efficiency  135

Appendix C  Search for Dijet Resonances  138
C.1  Overview ......................................................................................... 138
C.2  Limits ............................................................................................. 139

References  142
### Listing of figures

1.1 Rotation curve of a dwarf spiral galaxy ........................................ 5
1.2 Diagram of gravitational lensing ............................................. 6
1.3 The reconstructed mass density not associated with visible galaxies in a galactic cluster .................... 7
1.4 Sensitivity of a CMB power spectrum model to four fundamental cosmological parameters .................. 8
1.5 The CMB power spectrum ....................................................... 9
1.6 Summary of selected Standard Model cross-section measurements ............................................... 10
1.7 Comoving number density of a WIMP in the early universe ............. 12

2.1 Diagrams depicting DM detection methods .................................. 14
2.2 Illustration of a hypothetical limit on the DM-nucleon interaction cross-section .............................. 16
2.3 Exclusion upper limits for the spin-independent DM-nucleon cross section ....................................... 17
2.4 Exclusion upper limits for the spin-dependent DM-nucleon cross-section ........................................ 17
2.5 The gamma ray spectrum of the galactic center ........................................ 18
2.6 Fermi-LAT upper limits on the DM annihilation cross-sections for various channels .......................... 19
2.7 An example comparison of an LHC result to the Fermi-LAT limit ................................................. 23
2.8 The predicted relic density $\Omega h^2$ in the $(m_{\text{med}}, m_X)$ plane ........................................ 25

3.1 A diagram of the LHC ring with the four main experiments ............... 28
3.2 Scattering and absorption of the beam halo by the LHC collimation system ........................................ 31

4.1 A full diagram of the ATLAS detector ....................................... 33
4.2 The ATLAS coordinate system ................................................ 34
4.3 Geometry of magnet and predicted field integral ........................................ 35
4.4 Layout of the ATLAS Inner Detector system ........................................ 36
4.5 A candidate Z boson event in the dimuon decay with 25 reconstructed vertices .......................... 37
4.6 Layout of the ATLAS calorimeter system ...................................... 39
4.7 Diagram of the EM calorimeter in the barrel ...................................... 40
4.8 The LAr detector signal shape ................................................. 42
4.9 The ATLAS muon system ....................................................... 44
4.10 ATLAS trigger rates .............................................................. 46

5.1 Illustration of particle interactions in ATLAS .................................. 48
5.2 Efficiency to extend a track ...................................................... 49
9.2 The $E_{T}^{\text{miss}}$ distributions and ratio of $\gamma$+jets and $Z(\mu\mu)$+jets ......................... 117
9.3 Jet multiplicity in the signal region with the $N_{\text{jet}}$ cut removed .......................... 120
9.4 Expected excluded $(m_{\chi}, m_{\text{med}})$ phase space for dark matter production when constraining the background uncertainties with the nominal and two-dimensional fitting schemes . . . 120

10.1 Projected sensitivities for near-future experiments .................................................. 122

A.1 Distributions of $p_{T}$, $\eta$, and $\phi$ for the good and fake jet selections ..................... 125
A.2 Distributions of $p_{T}$ as a function of $\eta$ for good and fake jets .............................. 126
A.3 Distributions of $p_{T}$ as a function of $\phi$ for good and fake jets ......................... 126
A.4 Distribution of $\eta$ as a function of $\phi$ for good and fake jets ............................... 127
A.5 Distribution of $\eta$ as a function of $t_{\text{jet}}$ for good and fake jets .............................. 127
A.6 Distributions of $f_{\text{ch}}$ as a function of $f_{\text{max}}$ for good and fake jets .................. 128
A.7 Distributions of $f_{Q}^{\text{HEC}}$ as a function of $f_{\text{HEC}}$ for good and fake jets ........ 129
A.8 Distributions of $f_{Q}^{\text{HEC}}$ as a function of $\langle Q \rangle$ for good and fake jets ........ 129
A.9 Distributions of $f_{Q}^{\text{LAr}}$ as a function of $\langle Q \rangle$ for the good and fake jets ........ 130
A.10 Distributions of $E_{\text{neg}}$ as a function of $f_{Q}^{\text{HEC}}$ for good and fake jets ............ 130
A.11 Distributions of $p_{T}$, $\eta$, and $\phi$ in the loose good jets sample ............................ 131
A.12 Distributions of $f_{Q}^{\text{LAr}}, \langle Q \rangle$, and $f_{Q}^{\text{HEC}}$ in the loose good jets sample .......... 132
A.13 Distributions of $f_{\text{EM}}, f_{\text{HEC}},$ and $f_{\text{max}}$ in the loose good jets sample ............ 133
A.14 Distributions of $E_{\text{neg}}$ and $t_{\text{jet}}$ in the loose good jets sample ........................... 134
A.15 Distributions of $f_{\text{ch}}$ and $f_{\text{ch}}/f_{\text{max}}$ in the loose good jets sample .................. 134

B.1 The BIB tagger efficiency as a function of jet time ................................................. 137
B.2 The evolution of the fake jet rate in the full dataset ................................................. 137

C.1 The reconstructed dijet mass $m_{jj}$ distribution using the data collected by the ATLAS detector in 2015 and 2016 ............................................................ 139
C.2 95% CL upper limits on predicted cross-section obtained from the $\sqrt{s} = 8$ TeV $m_{jj}$ distribution ................................................................. 140
C.3 95% CL upper limits on predicted cross-section obtained from the $\sqrt{s} = 13$ TeV $m_{jj}$ distribution ................................................................. 140
C.4 95% CL upper limits on predicted cross-section obtained from the $\sqrt{s} = 13$ TeV trigger-level $m_{jj}$ distribution ......................................................... 141
C.5 95% CL upper limits on predicted cross-section obtained from the $\sqrt{s} = 13$ TeV dijet + ISR $m_{jj}$ distribution ......................................................... 141
Listing of tables

3.1 LHC nominal and operational parameters .............................................. 30
4.1 ATLAS inner detector parameters ................................................................. 36
6.1 Trigger efficiency for the $E_{T}^{\text{miss}}$ trigger requirement .................. 70
6.2 Signal region event selection criteria applied ........................................... 74
6.3 Signal region selection cut flow for a simplified axial-vector model ........ 75
7.1 Summary of the methods and control samples used to constrain the different background contributions in the signal regions ........................................ 77
7.2 Data and SM background prediction, before and after the fit, in the 1–muon control region ................................................................. 79
7.3 Data and SM background prediction, before and after the fit, in the 1–electron control region ................................................................. 80
7.4 Data and SM background prediction, before and after the fit, in the 2–muon control region ................................................................. 81
7.5 Evaluation of the BIB tagger efficiency and mistag rate .......................... 84
7.6 Number of fake jet events in the full 3.2 fb$^{-1}$ of data collected in 2015 .... 85
7.7 Total amount of non–collision background in the specified regions ........ 86
7.8 Amount of NCB in the signal region with and without applying the Tight cleaning criteria ................................................................. 86
7.9 $WZ_{\text{transfer}}$ uncertainties ................................................................. 92
7.10 Final $V+$jets systematic uncertainties ...................................................... 93
7.11 Data and background predictions in the control regions before and after the fit is performed for $E_{T}^{\text{miss}} > 250$ GeV ...................................................... 99
8.1 Data and SM background predictions in the signal region for several inclusive and exclusive missing transverse momentum selections ...................................... 103
8.2 Data and SM background predictions in the signal region ......................... 103
8.3 Observed and expected 95% CL upper limits on the number of signal events ................................................................. 106
9.1 MC event yield and purity with 5 fb$^{-1}$ luminosity ........................................... 118
9.2 Impact of experimental systematics on signal region yield when constrained with a fit only to the control regions .................................................. 119
9.3 Upper 95% CL limit on $\mu$ for different signal points using both the nominal fit and two-dimensional fit. .................................................. 119
I owe a debt of gratitude to the many people whose time, help, and support made the completion of this thesis possible. An acknowledgments section that would truly do everyone justice might comprise a hundred-page document in and of itself. The following acknowledgments are certainly too terse but perhaps more readable.

First and foremost I would like to thank my advisor Masahiro Morii for his constant support and advice for the past five years. Thank you for your patience and perspective in everything from ATLAS magnetic field simulation to American election results.

Valerio Ippolito, thank you for teaching me how to properly pronounce mai una gioia. Also, you have my deep gratitude for your invaluable guidance, mentorship, and trust over the past two years. Thank you for taking the time to discuss the finer points of both physics and Italian cuisine.

Many of results presented in this thesis were produced as a collaborative effort with other physicists, especially Giuliano Gustavino, who I would additionally like to thank for being an excellent colleague and friend. David Lopez Mateos deserves thanks for his indispensable guidance in matters of jets and jetty physics, as well as Nikola Makovec and Caterina Doglioni for their advice and assistance during the jet cleaning saga.

I would like to thank Melissa Franklin, Joao Guimaraes da Costa, and John Huth for sharing valuable advice and interesting stories: never have I been more terrified at the prospect of kayaking. Matt Reece, thank you for your insightful comments and suggestions. I am grateful to Stefano Zambito for many interesting and fruitful discussions (especially those concerning muons), Chris Rogan for taking the time to explain the intricacies of the razor and jigsaw, and Geraldine Conti for sharing her expertise with me.
The past five years would not have been the same without my partners-in-crime Tomo Lazovich and Siyuan Sun. Thank you for years of science, cooking, laughter. Upon conferral of my degree, I would humbly request that you refer to me only by the following title: “Queen Emma of Palfrey, cleaner of jets, hunter of dark matter, and khaleesi of the great electromagnetic ring”\(^1\). Also, I acknowledge that I shouldn’t make bets with Tomo Lazovich that allow him to add sentences to my thesis.

All of the current and former graduate students deserve thanks: Laura Jeanty for showing me the ropes, Brian Clark for many varied and interesting conversations, Stephen Chan for superb tea, Tony Tong and Karri DiPetrillo for being the new *moral center*, Jennifer Roloff for fighting the good fight, Julia Gonski for picking up the torch, and Ann Wang for appreciating the birds. Gareth Kafka, LPPC confederate and taco Tuesday veteran, thank you for being a fellow beer snob. To all my cherished friends in Boston and dear friends in Geneva: thank you all for everything.

Finally, I would like to thank my mother and father, who have been there since the beginning, my brother, for his unwavering support, and David, for accompanying me on this journey.

\(^1\)The crime is doing good physics.

\(^2\)Alternative titles: 'The Doctor formerly known as Emma', 'DJ Jazzy Emma', 'The Emma-nator'.
Introduction

Several astrophysical and cosmological anomalies observed in the universe are inconsistent with our current understanding of gravitation and particle physics [1]. The existence of a new non–luminous, non–interacting “dark matter” (DM) particle could explain these phenomena. Several theories [2] propose that dark matter will take the form of a weakly interacting massive particle (WIMP), which would couple very weakly to the Standard Model and might be produced in proton-proton collisions at the LHC.

Although WIMP Dark Matter is invisible to the ATLAS detector, the creation of Dark Matter can be inferred when it is produced in association visible particles such as jets, photons, or electroweak bosons. This event topology is known as the “mono-X” signature, and is typified by a visible particle “X” recoiling against the missing transverse momentum vector missing transverse momentum . Mono-X searches with the ATLAS experiment [3] look for new physics in signal regions composed of events with large missing transverse momentum, strict quality requirements on “X”, and a lepton veto to reduce contributions from processes such as $W \rightarrow \ell\nu$. Background processes are constrained using control regions constructed by
inverting signal region vetoes. The monojet search looks for dark matter production in association with jets from initial state radiation \[4\]. It is the most sensitive mono-X channel, as X (the jet) has \(\alpha_s\) coupling to initial state quarks, as opposed to \(\alpha\) for a photon or \(\alpha_W\) for a \(W\) or \(Z\) boson.

This dissertation presents dark matter searches in monojet states with the ATLAS \[3\] experiment with proton–proton center–of–mass energies of 13 TeV in data corresponding to an integrated luminosity of 3.2 fb\(^{-1}\). Results are interpreted within a simplified model framework, and the complementary of mono-X search limits with dijet resonance constraints and dark matter direct detection experiments are presented.

Chapter 1 provides an overview cosmological evidence for dark matter, including galactic rotation curves, and gravitational lensing, and the cosmic microwave background power spectrum. Weakly interacting massive particles are presented as a well-motivated candidate for dark matter.

Chapter 2 presents a short discussion of Dark Matter detection strategies, including reviews and indirect detection experiments and their complementarity with LHC searches. The WIMP simplified models used as benchmark signal models in this thesis are presented, and specific mediator and parameter choices are motivated.

Chapter 3 provides an overview of the Large Hadron Collider and Chapter 4 reviews the detector systems of the ATLAS experiment. Chapter 5 covers the reconstruction of physics objects at ATLAS, including jets, electrons, muons, and missing transverse energy.

Chapter 6 presents the criteria used to select events that are used in the analysis, and provides details on the Monte Carlo simulation used to estimate background an signal yields.

Chapter 7 covers the background estimation strategy. All of the backgrounds and the corresponding techniques for estimating their contributions to the monojet topology are discussed. Analysis uncertainties and the results of background fits are presented.

Chapter 8 presents the analysis results and interpretation. The final results are used to set limits on the production of Dark Matter. These LHC limits are then compared to the results of direct detection experiments and other LHC searches.

Chapter 9 discusses limitations of the analysis, possible avenues toward increasing sensitivity, and future prospects for searching for Dark Matter at the LHC. Chapter 10 concludes the thesis.
Part I

Dark Matter
Cosmological Dark Matter

The kinematics of galaxies, the dynamics of galactic clusters, and anisotropies of the cosmic microwave background are all incompatible with modern gravitation and known matter. These anomalies are all consistent with the existence of a new “dark” particle. This chapter presents an overview evidence for cosmological dark matter and WIMP dark matter motivations.

While many of these anomalies can be resolved by modifying dynamical laws rather than introducing a new kind of matter [5], there is no single modified dynamical theory that accounts for all of the anomalies while satisfactorily describing the observed universe [1]. As such, the following overview of cosmological anomalies discusses them in the framework of the Dark Matter hypothesis, rather than introducing additional contrivances.
1.1 Galactic Rotation Curves

Galactic kinematics indicate that something is missing from our understanding of cosmology or gravitation. The kinematics of a galaxy can be studied via the Doppler shift of the 21-cm line emitted by galactic hydrogen. In this way the circular velocity can be mapped as a function of the distance from the galactic center. The expected circular velocity according to Newtonian dynamics is \( v(r) = \sqrt{GM(r)/r} \), where \( M(r) \equiv 4\pi \int \rho(r)r^2dr \) and \( \rho(r) \) is the dynamical mass density profile. When compared with the distribution of visible mass in a galaxy, determined with optical surface photometry, a massive discrepancy between this visible mass and the dynamical mass is observed, as shown in Figure 1.1. Additional non-luminous “dark” mass in galaxies would account for this difference [1]. The fact that the observed \( v(r) \) is approximately constant implies the existence of a dark halo with \( M(r) \propto r \) and \( \rho(r) \propto r^{-2} \).

![Figure 1.1: Rotation curve of dwarf spiral galaxy NGC 6503 [6]. Circular velocity \( v_c \) is plotted as a function of distance to the galactic center. The gravitational contributions of gas (dotted) and stellar matter (dashed) cannot explain the observed radial velocity. However, an additional halo of dark matter (dash-dotted) would explain the observed dynamics, shown as the three-parameter dark halo fit (solid).](image-url)
1.2 Galactic Clusters

The mass and kinematics of a galactic cluster can be determined with several different methods. All of the techniques discussed below reveal a discrepancy between the visible and dynamical or gravitational mass of galactic clusters. Specifically, the visible mass is much smaller than the gravitational mass, implying the prevalence of invisible dark matter at galactic cluster scales.

The virial theorem [7] as applied to the observed distribution of radial galactic velocities relates the total kinetic energy of the objects to the total gravitational potential energy under the assumption that the objects are contained in the gravitational potential well. This technique yielded one of the first observations of dark matter in a galactic cluster via the substantial discrepancy between visible and dynamical mass [8]. Similarly, the x-rays produced via thermal bremsstrahlung of hot emitting gas can be used to estimate the kinematics of non–stellar mass, and reveal a similar discrepancy [9].

Gravitational lensing can be used to determine the mass of heavy objects. According to General Relativity, light propagates along geodesics which deviate from straight lines when passing near intense gravitational fields. A strong field can bend light rays from a single source in a way that allows multiple rays to reach an observer, resulting in multiple images of the source object, as shown in Figure 1.2. The distortion and multiplication of background sources can be used to infer the shape of the gravitational potential well [10]. This principle is applied to galactic clusters to determine the total gravitational mass and examine the gravitational mass not associated with visible mass, as shown in Figure 1.3.

![Diagram of gravitational lensing](image)

Figure 1.2: Diagram of gravitational lensing. A strong gravitational field can bend light rays from a single source in a way that allows multiple rays to reach an observer, resulting in multiple images of the source object.
The reconstructed mass density not associated with visible galaxies in galactic cluster CL 0024 shown as a contour plot (white contours), superimposed on an image from the Hubble Space Telescope for reference [11]. The mass density is determined from gravitational lensing. On scales larger than 10 kpc the distribution of dark matter becomes smooth. Mass density contours for this dark mass are shown at intervals of 0.1 $\Sigma_c$ in projected mass density, where $\Sigma_c = 4497 \times 10^5 h^{-1} M_\odot \text{pc}^2$. The dimensionless distance ratio $d_{0.57}^{-1} = 1 \pm 0.15$ contains the uncertainty in the source redshift. $h$ is a parameter in the range $0.5 < h < 0.75$ reflecting the uncertainty in the value of the Hubble constant $H$ for the rate of expansion of the universe: $h = \frac{H}{100 \text{ km/s/Mpc}}$.

1.3 The Cosmic Microwave Background

In the early universe, free electrons, photons, and baryons acted as a tightly coupled photon-baryon fluid [12]. As the universe expanded and cooled to 3000K, electrons combined with protons to form neutral hydrogen, decoupling photons from matter. The cosmic microwave background (CMB) is the thermal background radiation created by these photons.
The CMB is remarkably smooth, unlike the distribution of matter in the universe. While inhomogeneities in the distribution of matter grow due to gravitational instability, radiation pressure keeps the distribution of photons uniform. Nevertheless, there are small fluctuations in temperature of the CMB, known as the power spectrum. The position and amplitude of acoustic peaks in the power spectrum put strong constraints on cosmological density parameters \cite{13}, as shown in Figure 1.4.

Figure 1.4: Sensitivity of a CMB power spectrum model to four fundamental cosmological parameters \cite{13}: the curvature of the universe $\Omega_{\text{tot}}$ (a), the dark energy density $\Omega_{\Lambda}$ (b), the physical baryon density $\Omega_{b}h^2$ (c), and the physical matter density $\Omega_{m}h^2$ (d). Measuring the position and amplitude of acoustic peaks in the observed power spectrum of Figure 1.5 puts strong constraints on these cosmological density parameters.
The CMB power spectrum as measured by the Planck Collaboration [14] is shown in Figure 1.5. From analysis of the power spectrum, the abundance of baryonic matter in the universe is found to be:

$$\Omega_b h^2 = 0.022$$ (1.1)

where $h$ is the Hubble constant in units of $100 \text{ km s}^{-1} \text{ Mpc}^{-1}$. However, the matter density is found to be:

$$\Omega_m h^2 = 0.14$$ (1.2)

This discrepancy is attributed to non-baryonic dark matter, with a relic density of:

$$\Omega_c h^2 = 0.12$$ (1.3)

Thus dark matter must comprise $\sim 30\%$ of the total energy density of the universe and $\sim 86\%$ of all matter in the universe.
1.4 The Standard Model of Particle Physics

The Standard Model of particle physics is a quantum field theory that describes all known fundamental particles and their interactions [15–20]. The Standard Model is a powerful and accurate model, successfully predicting a wide range of experimental results, as shown in Figure 1.6.

In the Standard Model, the fundamental constituents of matter are spin 1/2 particles known as fermions. Their interactions are mediated by integer spin particles called gauge bosons. Strong interactions are mediated by gluons $g$, electromagnetic interactions by the photon $\gamma$, and weak interactions by the $W^\pm$ and $Z^0$ bosons (often truncated to $W$ and $Z$). Finally, the spin-zero Higgs boson $H^0$ arises from the Higgs mechanism of electroweak symmetry breaking. The fermions are arranged into three generations of quarks and leptons. Quarks ($u, c, t$ and $d, s, b$) interact with all three forces, charged leptons ($e, \mu, \tau$) interact via...
electromagnetic and weak interactions, and neutral leptons ($\nu_e$, $\nu_\mu$, $\nu_\tau$) interact only via the weak force. Each particle also has a corresponding antiparticle with the same mass and opposite quantum numbers.

No particle in the Standard Model can explain the cosmological phenomena presented in Section 1. Dark Matter is nonluminous, noninteracting, and long-lived, which rules out the bosons, quarks, and charged leptons. Dark matter is non–baryonic, and thus cannot be a neutral combination of quarks such as the neutron. Finally, neutrinos are too light to account for the observed relic density of Dark Matter; the CMB power spectrum implies $\Omega_\nu h^2 \leq 0.0067$ [1]. A viable dark matter candidate must be found beyond the Standard Model (BSM).

1.5 WIMP Dark Matter

There are many potential particle candidates for dark matter, including sterile neutrinos [22], axions [23], and Kaluza–Klein states [24]. A stable weakly interacting massive particle is predicted by supersymmetry [2] and several other BSM theories [1]. This thesis will focus on the motivation and theoretical framework for thermal WIMP dark matter of the Dirac fermion variety.

WIMP dark matter would exist in thermal equilibrium in the early universe before freezing out and leaving a relic density, similar to the decoupling of the CMB. When the temperature of the universe $T$ exceeds the mass of the particle $m_\chi$, equilibrium abundance is maintained by annihilation of the particle with its antiparticle $\bar{\chi}$ into lighter Standard Model particles $\chi \bar{\chi} \rightarrow f \bar{f}$ and vice versa. However, once the universe cools to $T < m_\chi$, the equilibrium abundance drops exponentially until the rate for the annihilation reaction falls below the expansion rate $H$, at which point the interactions which maintain thermal equilibrium “freeze out” leaving a relic cosmological abundance of $\chi$ and $\bar{\chi}$. The relic density is approximately [2]:

$$\Omega_\chi h^2 \approx 3 \times 10^{-27}\text{cm}^3\text{s}^{-1}/\langle \sigma v \rangle$$

(1.4)

where $\langle \sigma v \rangle$ is the annihilation cross section. The relationship between, $\langle \sigma v \rangle$, the relic density, and universal expansion are shown in Figure 1.7.
Figure 1.7: Comoving number density of a WIMP in the early universe \[2\]. The dashed curves show the predicted abundance as a function of the thermal annihilation cross section \(\langle \sigma v \rangle\). The solid curve shows the equilibrium abundance as a function of \(x\), a dimensionless parameter which scales as \(1/T\). As the universe cools the interactions which maintain thermal equilibrium “freeze out” leaving a relic cosmological abundance of WIMPs. A higher thermal interaction cross section leads to a later freezeout and therefore lower relic density.

If a new particle with weak-scale interactions \(g_{\text{weak}} \approx 0.1\) and a mass of \(\sim 100\ \text{GeV}\) exists, then its annihilation cross section is approximately \[2\]:

\[
\langle \sigma v \rangle \sim g_{\text{weak}}^4 (m)^{-2} \sim 10^{-25} \text{cm}^3\text{s}^{-1}
\]

Using Equation 1.4, this corresponds to an expected relic density is \(\Omega_{\text{wimp}} h^2 \approx 0.01\). This is remarkably close to the measured dark matter relic abundance is \(\Omega_c h^2 = 0.12\), especially considering that there is no reason for a weak-scale interaction to have any relation to the cosmological parameter \(\Omega_c\). This coincidence is known as the “WIMP miracle”, and is compelling motivation to search for new particles at the electroweak scale.
Although all evidence for dark matter is gravitational, the WIMP dark matter hypothesis allows for the possibility of detecting particle dark matter through other channels. If WIMPs were in thermal equilibrium with Standard Model particles in the early universe, they must have some nonzero coupling to ordinary matter. This chapter presents an overview of experimental strategies to detect cosmological dark matter, prospects for dark matter production and detection at the Large Hadron Collider, and simplified models of dark matter.

There are three principal strategies for detecting WIMP dark matter:

- Dark matter production at a particle collider via WIMP pair production.
- *Direct detection* of dark matter via cosmological WIMPs scattering off ordinary matter.
- *Indirect detection* of dark matter via cosmological WIMP pair–annihilation into ordinary matter.

These three processes are illustrated in Figure 2.1.
2.1 Dark Matter at Colliders

If dark matter couples to standard model particles, it may be possible to create dark matter at a particle collider through $f \bar{f} \rightarrow \chi \bar{\chi}$. One advantage of collider searches is that they are independent of astrophysical uncertainties on the density and velocity of cosmological dark matter.

There is no clean, distinct signature for dark matter production at a collider. Any WIMPs produced in a collision would be invisible to all detector systems. Therefore, instead of directly looking for dark matter production, collider searches look for WIMPs produced in association with other particles.

Invisible dark matter produced in association with a visible particle “X” appears as tracks and energy deposits consistent with X recoiling against nothing in a particle detector. Conservation of momentum can be applied to the energy measured in the transverse plane to construct the missing transverse momentum ($E_T^{\text{miss}}$). For an event in which all visible objects are perfectly reconstructed, the $E_T^{\text{miss}}$ perfectly corresponds to the vector sum of transverse momentum of any invisible particles.

At a proton–proton collider such as the LHC [25], a hadronic jet is a natural choice for X, as a gluon is likely to be produced as initial state radiation from the initial colliding partons. The resulting final state with a jet and $E_T^{\text{miss}}$ is called the monojet topology.

Even if a WIMP is discovered at the LHC, the existence of a new massive, stable, invisible particle would not be sufficient enough to prove that the new particle is cosmological dark matter. Results from direct detection experiments, indirect detection observations, and cosmological measurements are needed to validate any discoveries from collider searches.
2.2 Direct Detection

If our galaxy is embedded in a halo of WIMP dark matter, then hundreds to thousands of WIMPS must pass through every square centimeter of the Earth’s surface every second [2]. Direct detection of these particles may be possible by observing the nuclear recoil from DM-nucleus elastic scattering, although the weak coupling of WIMPs would make this interaction very rare. Direct detection experiments attempt to measure, and distinguish from background, the tiny energy deposited by the very occasional DM-nucleus interaction. Alternatively, without any such signal these experiments set a strong limit on the rate of interactions between the local dark matter halo and atomic nuclei [26].

Two classes of interactions are probed with direct detection techniques. First, axial-vector and pseudoscalar interactions result from couplings to the spin content of a nucleon, and are therefore spin–dependent (SD). The cross sections for these interactions are proportional to \( J(J + 1) \), where \( J \) is the total nuclear spin. Because this coupling is independent of the number of nucleons in the target nucleus, little sensitivity is gained by using heavier target nuclei. However, scalar and vector mediator scattering is spin–independent (SI). The cross sections for both of these interactions increase dramatically with the mass of the target nuclei. For a scalar interaction with zero momentum transfer, the cross section for a WIMP to scatter from an atomic nucleus is:

\[
\sigma = \frac{4m_r^2}{\pi} \left( Z f_p + (A - Z) f_n \right)^2 \tag{2.1}
\]

where \( m_r \) is the DM-nucleon reduced mass, \( f_p \) is the DM-proton coupling, \( f_n \) is the DM-neutron coupling, and \( Z \) and \( A - Z \) are the numbers of protons and neutrons in the nucleus, respectively. Similarly, the vector interaction cross section is:

\[
\sigma = \frac{m_r^2}{64\pi} \left( 2Z f_p + (A - Z) f_n \right)^2 \tag{2.2}
\]

The direct detection limits on spin-independent interactions are much stronger than spin-dependent scattering in current experiments which use heavy atoms as targets [1].
There are a large number of direct detection experiments that use different target nuclei and different detection technologies. The relevant experiments for the results discussed in this thesis are XENON100 [27], LUX [28], and PICO [29, 30]. XENON100 and LUX employ liquid xenon detection masses in time-projection chambers to identify individual particle interactions, whereas PICO uses a bubble detector of superheated chlorofluorocarbon (Freon) as the active mass and is more sensitive to spin–dependent interactions. The qualitative dependence of various detector properties on a direct detection limit is shown in Figure 2.2. An overview of different direct detection limits is given in Figures 2.3 and 2.4.

![Figure 2.2: Illustration of a hypothetical limit on the DM-nucleon interaction cross-section as function of WIMP mass (black) from a direct detection experiment (black), with limit variations corresponding to changes in the detector design or properties (colored lines).](image)

Direct detection limits set some of the strongest bounds on WIMP-matter interactions. However, these experiments cannot detect light dark matter with $m_{\text{target}} \gg m_\chi$, when dark matter is too light for DM-nucleus recoil to be observable. Additionally, they lose sensitivity for high values of dark matter mass. Given the expected local dark matter relic density, as the mass of the particle becomes larger the expected dark particle flux through the earth becomes smaller.
2.3 Indirect Detection

Cosmological WIMPs may pair–annihilate into Standard Model particles. Indirect detection experiments search for evidence of energetic particles created by dark matter annihilation. The Fermi Large Area Telescope [32] (Fermi-LAT) is an imaging, wide field-of-view, high-energy γ-ray telescope which is sensitive to γ-ray energies from 20 MeV to 300 GeV. Fermi-LAT places 95% CL constraints on the self-annihilation cross section from observations of dwarf spheroidal galaxies [33] for both $\chi \chi \rightarrow \gamma \gamma$ and $\chi \chi \rightarrow f \bar{f}$ with subsequent γ-ray cascades. Cross section limits as a function of $m_\chi$ are presented in Figure 2.6.
The galactic dark matter halo model predicts a high density of dark matter at the center of our galaxy. In fact, the inner Milky Way is expected to be the brightest source of dark matter annihilation radiation in the sky. However, this region is also astrophysically complex, containing the supermassive black hole Sagittarius A* and a myraid of other stellar objects. Separating the dark matter annihilation signal from backgrounds is challenging. Nevertheless, when known gamma ray sources are subtracted from the spectrum measured by Fermi–LAT, an excess remains in the galactic center. This excess could be consistent with dark matter annihilation \[^{[34]}\] as shown in Figure 2.5, but may also be explained by more mundane sources of gamma radiation \[^{[35, 36]}\].

Figure 2.5: The gamma ray spectrum within 0.5° (left) and 3° (right) of the dynamical center of the Milky Way Galaxy, measured by Fermi-LAT \[^{[34]}\]. The dashed line denotes the predicted spectrum from a 28 GeV dark matter particle annihilating to \(b\bar{b}\) with a cross section of \(\sigma v = 9 \times 10^{-26} \text{ cm}^3/\text{s}\). The dotted and dot-dashed lines denote the contributions from the previously discovered TeV point source located at the Milky Way’s dynamical center and the diffuse background, respectively. The solid line is the sum of these contributions. This excess may also be consistent with more mundane sources of gamma radiation \[^{[35, 36]}\].

2.4 Interpretation Framework

A simplified model framework allows LHC dark matter results to be compared with direct and indirect dark matter detection experiments and dark matter relic density measurements \[^{[38, 39]}\].
Figure 2.6: Fermi-LAT upper limits on the cosmological Majorana fermion DM annihilation cross-sections $\langle \sigma v \rangle$ as a function of DM mass for various channels \[33\]. Each plot shows the cross section upper limit on $\chi \chi \rightarrow f \bar{f}$ assuming a 100% branching fraction into $f \bar{f}$ for various species of $f \bar{f}$: $e^+e^-$, $\mu^+\mu^-$, $b\bar{b}$, $\tau^+\tau^-$ and $W^+W^-$. The dashed gray curve corresponds to the thermal relic cross section from Reference \[37\] needed to explain the relic abundance of dark matter. When the upper limit on $\langle \sigma v \rangle$ is smaller than the thermal relic cross section the model may be considered excluded. However, different assumptions for the DM particle species and branching fractions change the limits on $\langle \sigma v \rangle$ and the predicted thermal relic cross section.

2.4.1 Simplified Models

A theory of dark matter is needed to interpret production cross section limits from collider searches and relate these bounds to constraints from direct direct and indirect detection experiments. Several theories offer a complete theoretical framework that could account both the Standard Model and dark matter.
However, the preferred theoretical treatment remains agnostic to any physics beyond the dark matter particle and its interaction with the Standard Model [38].

An effective field theory [40] would comprise the most general treatment of dark matter and Standard Model interactions, without relying on any assumptions on mediator particles and their masses. However, the EFT approach breaks down if the momentum transfer of the interaction approaches the scale of new physics. The large momentum transfer inherent in LHC WIMP pair production threatens EFT validity [41].

Unlike EFTs, simplified models are able to describe correctly the full kinematics of dark production at the LHC at the cost of adding an additional particle which mediates the interaction [38]. This mediator particle connects the Standard Model quarks to dark matter WIMPs through an $s$–channel or $t$–channel exchange. The model depends on four parameters: mass of the dark matter particles $m_\chi$, mass of the mediator $m_{\text{med}}$, the flavor-universal coupling between the mediator and the quarks $g_q$, and the coupling between the mediator and dark matter particles $g_\chi$. The mediator is assumed to have minimal width, only decaying to dark matter or quarks.

As direct detection experiments provide powerful constraints on spin independent DM-matter interactions, only models with a pseudoscalar mediator $\phi$ or axial vector mediator $A$ are considered in this thesis. The Lagrangian for the pseudoscalar mediator model is:

$$L_\phi = -ig_\chi \phi \overline{\chi} \gamma^5 \chi - ig_q \frac{\phi}{\sqrt{2}} \sum_{q=u,d,s,c,b,t} y_q \overline{q} \gamma^5 q$$

where $y_q = \sqrt{2}m_q/v$ are the quark Yukawa couplings with the Higgs vacuum expectation value $v = 246$ GeV. The mediator to dark matter coupling is parameterized by $g_\chi$ rather than by a Yukawa coupling $y_\chi = \sqrt{2}m_\chi/v$ to remain agnostic to the mass generation mechanism for dark matter. Assuming that all particles are kinematically accessible, the mediator width is:

$$\Gamma_\phi = \frac{g_\chi^2 m_\phi}{8\pi} \left( 1 - 4 \frac{m_\chi^2}{m_\phi^2} \right)^{1/2} + \sum_q \frac{3g_q^2 y_q^2 m_\phi}{16\pi} \left( 1 - 4 \frac{m_q^2}{m_\phi^2} \right)^{1/2} + \frac{\alpha g_q^2 m_\phi^2}{32\pi^2 v^2} \left| f_\phi \left( 4 \frac{m_q^2}{m_\phi^2} \right) \right|^2 \quad (2.4)$$
where

\[
f_\phi(x) = x \arctan^2 \left( \frac{1}{\sqrt{1 - x}} \right)
\]

(2.5)

The first term in Equation 2.4 corresponds to the decay to dark matter, the second to quarks, and the third to gluons. The Lagrangian for the axial vector mediator model is:

\[
L_A = -g_A A_{\mu} \bar{\chi} \gamma^\mu \gamma^5 \chi - g_q \sum_{q=u,d,s,c,b,t} A_{\mu} \bar{q} \gamma^\mu \gamma^5 q
\]

(2.6)

and the corresponding width is:

\[
\Gamma_A = \frac{g_A^2 m_a}{12\pi} \left( 1 - 4 \frac{m_\chi^2}{m_a^2} \right)^{3/2} + \frac{g_q^2 m_a}{4\pi} \left( 1 - 4 \frac{m_q^2}{m_a^2} \right)^{3/2}
\]

(2.7)

assuming that the particles are kinematically accessible. The first term corresponds to the decay to dark matter and the second to the decay to quarks.

Couplings are subject to perturbativity bounds [42]:

\[
g_q, g_\chi < 4\pi
\]

(2.8)

but otherwise the specific choice of couplings for a given model is a matter of preference, although couplings cannot be reduced arbitrarily without coming into tension with thermal relic density motivations. Models with other couplings are examined, but the main results of this thesis are presented for couplings:

\[
g_q = 0.25 \quad g_\chi = 1
\]

(2.9)

This choice allows for a consistent comparison across collider results within a given simplified model, ensuring that the mediator has \( \Gamma_{\text{med}}/m_{\text{med}} \approx 10\% \) and that the theory is far from the strong coupling regime. Additionally, the choice of \( g_\chi > g_q \) and \( g_q = 0.25 \) for spin-1 mediators is motivated by the desire to circumvent dijet constraints from the LHC and earlier hadron colliders, although as shown in Figures 8.6 and 8.7 this is best achieved with \( g_q = 0.1 \) and \( g_\chi = 1.5 \).
2.4.2 Direct Detection

Direct detection experiments set limits on the DM-nucleon scattering cross section for both spin-independent and spin-dependent interactions. As pseudoscalar and axial-vector bosons mediate the latter, only the SD case is considered below. Additionally, unlike other interactions the pseudoscalar mediator case has additional velocity-suppression in the non-relativistic limit [39]. As a consequence, direct detection experiments are not sensitive to pseudoscalar interactions. Only the axial-vector mediator limits are compared to direct detection experiments in this thesis.

The spin-dependent scattering cross section for an axial vector mediator is:

\[ \sigma_{SD} = \frac{3f^2(g_q)g_\chi^2\mu_{n\chi}^2}{\pi m_a^2} \]  

(2.10)

where \( f \) is the nucleon form factor and \( \mu_{n\chi} \) is the DM-nucleon reduced mass. If the coupling \( g_q \) is equal for all quarks then \( f(g_q) = 0.32g_q \), and the scattering cross section may be written as:

\[ \sigma_{SD} \simeq 2.4 \times 10^{-42} \text{cm}^2 \cdot \left( \frac{g_q g_\chi}{0.25} \right)^2 \left( \frac{1\text{TeV}}{m_a} \right)^4 \left( \frac{\mu_{n\chi}}{1\text{GeV}} \right)^2 \]  

(2.11)

This relation is used to translate limits on the dark matter production cross section to limits on the DM-nucleon scattering cross section, as shown in Figure 8.5.

2.4.3 Indirect Detection

Indirect detection experiments set limits on the cross section for dark matter to annihilate to a single particle-anti-particle final state. These limits assume that dark matter is a Majorana fermion, which can be compared to limits on Dirac fermion dark matter though a simple rescaling by a factor of two [39]. The axial-vector mediator annihilation process \( \chi\bar{\chi} \rightarrow A \rightarrow q\bar{q} \) is helicity suppressed [38]. As such, only interpretation for the pseudoscalar mediator is considered. The annihilation into a \( q\bar{q} \) final state for the
pseudoscalar mediator model is \[39\]:

\[
\langle \sigma v_{\text{rel}} \rangle_q = \frac{3m_q^2}{2\pi v^2} \left( \frac{g_q^2 g_q^2}{M_{\phi}^2} \right) m_\chi^2 \sqrt{1 - \frac{m_q^2}{m_\chi^2}}
\]

(2.12)

In principle this expression can be used to compare LHC limits to constraints from indirect detection such as Fermi-LAT, but the 3.2 fb\(^{-1}\) ATLAS results lack sensitivity to the pseudoscalar mediator models. A qualitative comparison using a hypothetical LHC limit is shown in Figure 2.7. LHC results are expected to have superior sensitivity at low values of dark matter mass.

2.5 Relic Density Calculation

The relic density measured by the Planck experiment provides an additional constraint to any dark matter model. The relic density of thermal WIMP dark matter strongly depends on the strength of the coupling between dark matter and Standard Model particles. If the coupling is large, dark matter will readily decay.
into matter and the relic abundance will be smaller. If the coupling is small, dark matter will freeze out when the universe is smaller and the corresponding relic density will be higher. The calculation of the dark matter relic abundance for the simplified models relies on the following assumptions:

- Dark matter only couples to the Standard Model via the mediator.
- No additional undiscovered particles couple to the mediator.
- No additional undiscovered particles couple to dark matter.

A numerical calculation of the relic density is performed using the program MadDM [43], which considers all tree-level $2 \rightarrow 2$ interaction modes between DM and SM particles. The processes are thermalized and the resulting relic density is computed.

Figure 2.8 shows the dark matter relic density in the $m_{\text{med}} - m_{\text{DM}}$ plane for the benchmark scalar, pseudo-scalar, vector, and axial vector mediator simplified models [38]. Solid contours indicate regions where the calculated relic density is consistent with the observed value. Regions where the relic density is either higher or lower than the observed value are referred to as over- and under-abundance regions, respectively. In all coupling scenarios, over-abundance of dark matter is observed for $m_\chi < M_{\text{med}}$. The size of this region is generally anti-correlated with the coupling strength $g_q$. For larger values of $g_q$, dark matter can more easily annihilate into quarks, reducing the expected relic density and decreasing the size of over-abundance regions. In the axial vector mediator model the generic overabundance region extends to higher $m_\chi$ than in the vector mediator case. The region of under-abundance along $m_\chi = M_{\text{med}}/2$ is generated by resonant DM annihilation into the mediator particle. The calculated relic density for models with scalar and pseudo-scalar couplings is additionally shaped by top–quark processes.
Figure 2.8: The predicted relic density $\Omega h^2$ in the $(M_{\text{mediator}}, m_\chi)$ plane for a vector (top left) and axial-vector mediator (top right), both with couplings $g_\ell = 0.25$ and $g_k = 1.0$, and for a scalar (bottom left) and pseudo-scalar mediator (bottom right) with couplings $g_\ell = g_\chi = 1.0$ [44]. The contour lines correspond to the region where the relic density is consistent with the value $\Omega h^2 = 0.1185 \pm 0.0020$, as measured by the Planck collaboration. Red regions correspond to an over-abundance of dark matter, while pale blue regions indicate an under-abundance. In all coupling scenarios, over-abundance of dark matter is observed for $m_\chi < M_{\text{med}}$. The size of this region is generally anti-correlated with the coupling strength $g_\ell$. For larger values of $g_\ell$, dark matter can more easily annihilate into quarks, reducing the expected relic density and decreasing the size of over-abundance regions. In the axial vector mediator model the generic overabundance region extends to higher $m_\chi$ than in the vector mediator case. The region of under-abundance along $m_\chi = M_{\text{med}}/2$ is generated by resonant DM annihilation into the mediator particle. The calculated relic density for models with scalar and pseudo-scalar couplings is additionally shaped by top–quark processes.

Part II

Experimental Background
The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle collider [25]. It consists of 27 kilometers of over 8000 superconducting magnets and accelerating structures designed to achieve a proton-proton collision center of mass energy of $\sqrt{s} = 14 \text{ TeV}$ at an instantaneous luminosity of $1 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$. The unprecedented center-of-mass energy and luminosity allows for the discovery of the Higgs Boson, precision measurements of the Standard Model, and the ability to search for and constrain the production of BSM particles such as dark matter candidates.

3.1 Accelerator Design

Protons accelerated in the LHC originate from a bottle of hydrogen gas. An electric field strips the electrons from the hydrogen to create protons, which are then passed to a series of accelerators: Linac 2 accelerates the protons to 50 MeV, the Proton Synchrotron Booster (PSB) pushes the protons to 1.4 GeV, the Proton Synchrotron (PS) brings the beam energy up to 25 GeV, and the Super Proton Synchrotron (SPS)
accelerates the protons to 450 GeV. Finally, the protons are transferred to the LHC.

A single magnetic dipole field cannot be used to collide two counter-rotating proton beams as in particle–anti–particle colliders. The LHC uses a twin-bore [47] design in which both proton rings are contained within one cryostat but subject to separate magnetic fields and vacuum systems, with common sections only at the insertion regions where the experimental detectors are located [25]. The beams are bent around the ring with a 8.33 T magnetic field produced by superconducting dipole magnets, which are cooled to a
temperature of 1.9 K with superfluid helium.

Within the ring protons are accelerated with RF cavity systems running at 400 MHz. After accelerating the proton beams from the injection energy of 450 GeV to 7 TeV, the RF acceleration compensates for the 7 keV of energy lost per beam per revolution due to synchrotron radiation. The LHC receives protons in bunches of approximately $10^{11}$ particles, which accelerated around the ring in RF buckets. Each collision event can result in multiple proton–proton interactions, of which only one might occasionally manifest interesting physics. The superfluous collisions are known as pileup.

The two beams collide at four experiments around the ring: ATLAS (A Toroidal LHC ApparatuS), CMS (the Compact Muon Solenoid), ALICE (A Large Ion Collider Experiment), and LHCb [3, 48–50]. Figure 3.1 shows a schematic of the LHC ring and experiments.

3.2 Instantaneous luminosity

The rate of physics events for a specified physics process $R_{\text{events}}$ expected from the accelerator is dependent on the instantaneous luminosity $L$ of the machine and the cross section $\sigma$ of the physics process:

$$R_{\text{events}} = L \sigma.$$  

The instantaneous luminosity of the LHC is determined by numerous factors related to beam parameters and conditions [45]:

$$L = \frac{N_b^2 n_b f_{\text{rev}} \gamma r \gamma \epsilon_n^F}{4\pi \epsilon_n \beta^*}$$  \hspace{1cm} (3.1)

$N_b$ is the number of protons per bunch and $n_b$ is the number of bunches per beam. $f_{\text{rev}}$ is the revolution frequency of the accelerator, and is fixed by the size of the LHC tunnel and the velocity of the protons. $\gamma$ is the relativistic Lorentz factor. $\epsilon_n$ is the normalized transverse beam emittance, a measurement of the average spread of the particles in position and momentum space. $\beta^*$ is the $\beta$ function at the interaction point, which relates the emittance to the Gaussian width of the beam with $\sigma_{\text{beam}} = \sqrt{\epsilon \cdot \beta}$. Finally, $F$ is a geometric factor related to the crossing angle of the beams at the interaction point. If the crossing angle $\theta_c$ is small, then $F \approx 1/\sqrt{1 + (\theta_c / \sigma_z)^2}$ where $\sigma_z$ is the RMS length of each bunch.

The instantaneous luminosity can be maximized by tuning the parameters of equation 3.1. Increasing the number of bunches in the beam or the number of protons per bunch raises the luminosity. However,
this number cannot be increased arbitrarily as too many particles in the beam can lead to damage to the detectors or accelerator if control of the beam is lost. A smaller crossing angle will result in higher luminosity, but can also create collisions outside of the interaction point [46], which is not ideal for reconstructing the results of the collision or avoiding damage to expensive detector systems. The main parameter which can be controlled by the LHC operation is $\beta^*$, where lower $\beta^*$ corresponds to higher luminosity. The target peak luminosity for both the ATLAS and CMS experiments is $L = 10^{34}$ cm$^2$/s$^1$ [25]. The main parameters of the LHC beam are displayed in Table 3.1.

### 3.3 Beam Cleaning and Beam Halo

The proton beams are not perfect. Off–momentum and off–orbit particles circulating in the LHC ring are known as “beam halo”. These particles are largely absorbed by the collimation system to avoid damaging accelerator and detector components. At special beam cleaning insertions (shown in Figure 3.1) primary collimators intercept particles that have drifted from the beam core. A secondary collimator is designed to stop any particles that that scatter from the primary collimator and remain in the beam, known as secondary halo. The combined efficiency of this system is greater than 99.9%$^\dagger$, but some particles persist in the beam as tertiary halo. The cleaning process is shown in Figure 3.2. A small fraction of the beam

$^\dagger$Local beam cleaning inefficiency is the ratio of losses in a segment of beam to distance-normalized losses in the collimator system: $\epsilon = N_{\text{lost}}/(\Delta s \cdot N_{\text{col}})$ where $\Delta s = 10$ cm [52].
halo intersects with the collimators close to interaction points, and the subsequent particle showers will interact with detector systems. Additionally, protons in the beam can scatter off of residual particles in the vacuum system, creating another source of non-collision interactions with detector systems [46].

Figure 3.2: Scattering and absorption of the beam halo by the LHC collimation system [46].
The A Toroidal LHC Apparatus (ATLAS) is a particle detector built to study proton-proton collisions at energies up to $\sqrt{s} = 14$ TeV at the LHC [3]. ATLAS is a multi-purpose detector capable of measuring of Standard Model physics processes with extreme precision and searching for evidence of new physics at hitherto unexplored energies. Particles created in proton–proton collisions can pass through four detector systems:

- The inner detector (ID), which measures the momentum charged particles
- The electromagnetic (EM) calorimeter, which measures the energy of electrons and photons and contributes to the energy measurement of hadronic showers
- The hadronic calorimeter, which measures the energy of hadronic showers
- The muon spectrometer, which measures the momentum of muons

This chapter reviews the geometry and materials of these detector systems.
ATLAS uses a right-handed coordinate system with origin at the proton–proton interaction point in the center of the detector, $z$-axis along the beam pipe, and $x-y$ plane transverse to the beam direction, as shown in Figure 4.2. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. \(^1\) Particles traveling perpendicular to the beam pipe will have $\eta = 0$ and particles traveling parallel to the beam pipe will have $\eta = \pm \infty$. The ATLAS detector has nearly $4\pi$ coverage in solid angle around the interaction point with layers of tracking detectors up to $|\eta| = 2.5$, calorimeters up to $|\eta| = 4.9$, and muon chambers up to $|\eta| = 2.7$.

Figure 4.1 shows an overview of the detector. Cylindrical “barrel” elements of the detector surround the beam line cylindrically in the central low-$\eta$ region. In the forward high-$\eta$ region “endcap” elements are arranged as disks perpendicular to the beam line.

---

\(^1\)Pseudorapidity is the massless approximation of rapidity, the angle used to parameterize boosts in special relativity.
4.1 Magnetic Field

Magnetic fields can be used to measure the momentum of a charged particle via the relationship between the Lorenz force and the particle speed $F = qv \times B$. ATLAS exploits this to measure the particle momentum in the inner detector and the muon spectrometer with two independent magnet systems.

The inner detector is surrounded by a solenoid providing a 2 T axial magnetic field which bends particle tracks in the transverse plane to allow for particle momentum measurement. The magnetic field in the muon spectrometer is provided by a system of three large air-core toroid magnets. These magnets provide 1.5 to 5.5 T·m of bending power at $0 < |\eta| < 1.4$ and approximately 1 to 7.5 T·m in the endcap region of $1.6 < |\eta| < 2.7$. Figure 4.3 shows the predicted field integral as a function of $|\eta|$ [3].

A simulation of the magnetic field is necessary to study particle reconstruction and generate the expected detector signatures of various physics processes in simulation. The magnetic field is modeled using the geometry and electric current in the toroid and solenoid systems in conjunction with perturbations from the calorimeter iron. The precise location and deformation of each toroid under the field is determined by

Figure 4.2: The ATLAS coordinate system. The $z$ direction corresponds to the beam axis, while $x$ and $y$ define the transverse plane. $\theta$ is the angle relative to the beam axis and $\phi$ is the azimuthal angle. $\eta$, the pseudorapidity, approaches infinity at small angles relative to the beam axis.
fitting the simulated magnetic field to magnetic field readings from sensors in barrel and endcaps.

Figure 4.3: (Left) Geometry of magnet windings and tile calorimeter steel, showing the eight barrel toroid coils interleaved with the endcap coils [3]. (Right) Predicted field integral as a function of $|\eta|$ for the ATLAS magnet system [3].

4.2 Inner detector

The inner detector is the closest detector system to the beamline, and is the first system traversed by particles created in a proton–proton collision. The inner detector provides precise and efficient tracking for charged particles using pixel and silicon microstrip (SCT) trackers in conjunction with the straw tubes of the Transition Radiation Tracker (TRT). Figure 4.4 shows the layout of each of these components. Specific parameter values are given in Table 4.1.

Proton–proton collisions in the ATLAS detector are not singular. Up to twenty or more proton–proton collisions can occur in each event, as shown in Figure 4.5. The inner detector has enough fidelity to assign particles and jets to different primary vertices and correct the measurement of missing transverse energy for contributions from low-energy particles. Information about track vertices is also used to distinguish and measure secondary vertices to identify tracks consistent with the decay of long-lived particles such as $\tau$ leptons, kaons, lambda baryons, and $B$-hadrons. Additionally, inner detector tracks are used to identify electrons and measure their position, identify photon conversions, and measure the momentum of muons in combination with the muon spectrometer.
Figure 4.4: Layout of the ATLAS Inner Detector system [53]. A 10 GeV charged particle at $\eta = 0.3$ will successively traverse the beryllium beam-pipe, the four cylindrical silicon-pixel layers, the four cylindrical double layers of silicon-microstrip sensors, and approximately 36 axial straws modules in the barrel transition-radiation tracker [3].

### 4.2.1 Silicon Detectors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Pixels</th>
<th>SCT</th>
<th>TRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$ coverage</td>
<td>2.5</td>
<td>2.5</td>
<td>2.0</td>
</tr>
<tr>
<td>Number of hits on track</td>
<td>4</td>
<td>8</td>
<td>36</td>
</tr>
<tr>
<td>Radius of innermost layer (cm)</td>
<td>5.0</td>
<td>30</td>
<td>56</td>
</tr>
<tr>
<td>Total number of channels</td>
<td>$8 \times 10^7$</td>
<td>$8 \times 10^6$</td>
<td>$3.5 \times 10^5$</td>
</tr>
<tr>
<td>Cell size ($R_{\phi} \times z/R$)</td>
<td>$50 \mu m \times 400 \mu m$</td>
<td>$80 \mu m \times 12 cm$</td>
<td>$4 mm \times 70 cm$</td>
</tr>
<tr>
<td>Resolution in $R_{\phi}$ ($\mu m$)</td>
<td>10</td>
<td>16</td>
<td>170</td>
</tr>
<tr>
<td>Resolution in $Z/R$ ($\mu m$)</td>
<td>80</td>
<td>580</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: ATLAS inner detector parameters [3].
Figure 4.5: A candidate Z boson event in the dimuon decay with 25 reconstructed vertices \cite{54}. The upper left image shows tracks and energy deposits in the transverse plane, the right-center image shows the same features in the $R$-$z$ plane, and the bottom image is a magnified view of the interaction point. Muons created by the Z boson decay are highlighted in yellow. This event was recorded on April 15th 2012.

The innermost three to four layers of the inner detector are the pixel detectors, followed by four layers of SCT detectors. Both of these systems are silicon detectors. This type of detector consists of a bulk material that is made of a n-type Si semiconductor wafer. The passage of a charged particle creates electron-hole pairs that are separated by the electric field. These detectors allow for a huge resolution improvement over previous detectors such as spark, cloud, bubble, or wire chambers. However, the systems are much more
expensive, require complex cooling, and are more susceptible to radiation damage.

The pixel detectors are optimized for high resolution position measurements close to the beam line and consist of three layers in the endcap and four in the barrel. The high granularity of this system is crucial for precision tracking and vertex reconstruction. The intrinsic accuracies of the sensors are 10 $\mu$m in $R$-$\phi$ and 115 $\mu$m in $z$ (or $R$ for the endcap).

The semiconductor tracker (SCT) consists of 6.4 cm long sensors that are connected into strips with a strip width of 80 $\mu$m [3]. Each SCT layer has two semiconductor planes with strips placed at a 40 mrad angle to allow the measurement of the second coordinate. There are four layers of detector pair for a total of eight position measurements in $R$-$\phi$ and four in $z$ for a particle passing through the system. The intrinsic accuracies are 17 $\mu$m in $R$-$\phi$ and 580 $\mu$m in $z$ (or $R$ in the endcap).

Both the pixel and SCT detectors have readout times faster than the 25 ns LHC bunch interval, allowing for the differentiation of hits from different bunch crossings.

4.2.2 Transition radiation tracker

The transition radiation tracker (TRT) is the outermost layer of the inner detector. The TRT is a gaseous detector that consists of multiple straw tubes arranged parallel to the beam line in the barrel and radially in the endcap. The 4 mm diameter straw tubes are filled with a 70/27/3% gas mixture of xenon, carbon dioxide, and oxygen to provide tracking of charged particles. Although the spatial resolution of 170 $\mu$m is less precise than the silicon detector systems, the longer lever arm allows TRT hits to contribute more to the track momentum measurement.

The TRT makes use of the transition radiation that is emitted when a charged particle passes through the boundary of two regions with different dielectric constants. This radiation creates ionization in the gas volume and the resulting cascade produces a signal that is proportional to the amount of energy lost in the transition radiation, which in turn is proportional to the Lorentz factor of the particle passing through the detector. The transition radiation measurement is primarily used for discrimination between electrons and pions or other charged hadrons.
4.3 Calorimeters

The calorimeter systems surround the inner detector. The ATLAS calorimeters measure the energy and position of electrons, photons, mesons, and hadronic jets, and are used to calculate the missing transverse momentum in each event.

![Figure 4.6: Layout of the ATLAS calorimeter system [3].](image)

4.3.1 Electromagnetic Calorimeters

The ATLAS electromagnetic (EM calorimeter) calorimeter measures the energy of electrons and photons. When a high-energy photon or electron is incident on a thick absorber, photon pair production and electron bremsstrahlung will generate more electrons and photons with lower energy than the original particle. The number of particles in this electromagnetic shower is proportional to the energy of the original particle. The longitudinal intensity of the shower attenuates exponentially with distance [55]:

\[ I(x) = I_0 e^{-x/X_0} \]  

(4.1)
where $I$ is the intensity, $x$ is the distance traveled, and $X_0$ is the radiation length. The ATLAS EM calorimeter is designed to have more than 22 radiation lengths in the barrel and 24 in the endcap [3] to ensure that the shower is contained.

The EM calorimeter is a sampling calorimeter with alternating layers of lead and liquid argon (LAr) constructed using an accordion geometry. The calorimeter is segmented into four segments, three of which are shown in Figure 4.7. A thin LAr presampler layer corrects for energy lost before a particle reaches the calorimeter. Next, the preshower detector provides a precise measurement of particle $\eta$ to enhance photon–pion discrimination and contribute to the measurement of shower direction. The third and thickest section is designed to absorb the majority of the shower energy, and the final section is used to correct the energy measurement for leakage outside the calorimeter. The EM calorimeter is divided into a barrel portion that extends to $|\eta| < 1.475$ and an endcap portion going from $1.375 < |\eta| < 3.2$. The region where these two units overlap is called the “transition region”. The calorimeter is segmented by $\eta$ and $\phi$ into “cells.” Sequential longitudinal cells are called “towers.”

![Figure 4.7: Diagram of the EM calorimeter in the barrel with visible calorimeter segmentation. [3].](image-url)
4.3.2 Hadronic Calorimeters

The hadronic calorimeters are the second calorimeter system shown in Figure 4.6 and are designed to measure the energy of hadrons. Three different calorimeter technologies are used for the hadronic calorimeters:

1. The TileCal is a scintillating tile calorimeter that uses steel as the absorber and plastic scintillator tiles as the active material.

2. The hadronic endcap (HEC) uses LAr as the active material and copper as the absorber.

3. The forward calorimeter (FCal) is another LAr calorimeter that uses an inner module with copper absorbers and an outer module with tungsten.

The hadronic calorimetry in the range $|\eta| < 1.7$ is provided by a scintillator-tile calorimeter (Tile), which is separated into a central barrel and two smaller extended barrel cylinders, one on either side of the central barrel. The HEC covers $|\eta| > 1.5$ and the FCal extends the coverage to $|\eta| = 4.9$. Hadronic shower attenuation is measured with the hadronic interaction length. The hadronic calorimeter depth is approximately $9.7\lambda$ in the barrel and $10\lambda$ in the endcap. The outer calorimeter supports contribute an additional $1.3\lambda$. Together this is sufficient to limit punch-through of showers to the muon system [3]. As in the EM calorimeter, the hadronic and forward calorimeters are segmented into four and three layers, respectively [56].

4.3.3 Liquid Argon Detectors

LAr calorimeters are used in both the EM and hadronic calorimeter systems. Although the detector systems have different geometries and absorber materials, the readout, calibration, and monitoring systems are designed to be uniform across the LAr systems [56].

When charged particles traverse the detector they ionize the liquid argon located in the gap between electrodes and absorbers. The ionization electrons are subject to an electric field which draws them towards the electrode, inducing a current proportional to the energy deposited in the liquid argon, shown
in Figure 4.8. The calorimeter signal $s_j$ is used to compute the cell signal amplitude $A$ [57]:

$$A = \sum_{j=1}^{N_{\text{samples}}} a_j (s_j - p)$$  \hspace{1cm} (4.2)

where $p$ is the ADC pedestal and $a_j$ are the Optimal Filtering Coefficients (OFC) computed per cell. The signal peak time $t_{\text{cell}}$ is obtained with [57]:

$$t_{\text{cell}} = \frac{1}{A} \sum_{j=1}^{N_{\text{samples}}} b_j (s_j - p)$$  \hspace{1cm} (4.3)

where $b_j$ are time-OFCs. In a perfectly timed detector all signals produced in-time particles $t_{\text{cell}}$ must be close to zero. The measured pulse in a given LAr calorimeter cell is compared to the expected pulse shape from simulation of the electronics response, a useful metric for discriminating between noise and real energy deposits. The quadratic difference $Q_{\text{cell}}^\text{LAr}$ between the measured and expected pulse shapes is
defined as [57]:

$$Q_{\text{cell}}^{L\text{Ar}} = \sum_{j=1}^{N_{\text{samples}}} (s_j - A \cdot (g_j - \tau g_j'))^2,$$

(4.4)

where $A$ is the measured amplitude of the signal, $\tau$ is the measured time of the signal, $s_j$ is the amplitude of each sample, $j$, in ADC counts, $g_j$ is the normalized predicted ionization shape and $g_j'$ is its derivative. The number of samples used to calculate this variable is $N_{\text{samples}} = 4$. $Q_{\text{cell}}^{L\text{Ar}}$ is stored as a 16-bit unsigned integer and any values above $2^{16} - 1$ are set to the maximum value.

4.4 Muon spectrometer

The outermost detector system is the muon spectrometer, which measures the momentum and position of muons. Four different technologies are used in this system. Muon Drift Tubes (MDT) and Cathode Strip Chambers (CSC) are used for precision tracking. Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC) are used for triggering (described in Section 4.5) in the barrel and endcap respectively. The entire muon system covers the range $0 < |\eta| < 2.7$ and is shown in Figure 4.9.

The MDTs are gaseous detectors filled with a 93/7% mixture of argon and CO$_2$ with trace amounts of water. A charged particle traversing the tube will ionize the gas, creating electrons that drift towards the wire at the center of the tube. The drift time of the electron cascade can be used to reconstruct the trajectory of the particle through the tube with an average resolution of 80 $\mu$m per tube. The maximum drift time is approximately 700 ns. The tubes are oriented so that they give precision measurement in $\eta$ and run along $\phi$.

MDTs provide muon tracking up to $|\eta| < 2.7$, but in the innermost layer of the endcap only spans up to $|\eta| < 2.0$ [3] because individual MDT tubes can only sustain a hit rate of 150 Hz/cm$^2$, which is exceeded in this region.

Muon tracking in the innermost endcap region of $2.0 < |\eta| < 2.7$ is performed with the CSCs. This system is composed of multiwire proportional chambers filled with an 80/20% gas mixture of argon and CO$_2$ [3]. Charged particles passing through the chambers ionize the gas, and electrons are drawn to two sets of cathode readout strips one for precision measurement and the other perpendicular to the first
to provide the transverse coordinate. The drift time is approximately 40 ns.

As the two precision tracking technologies have particle drift times greater than the 25 ns LHC bunch interval time, systems with more precise timing measurement are needed to assign muons to specific proton–proton collisions. In the barrel region ($|\eta| < 1.05$) RPCs are used for triggering. These gaseous electrode-plate detectors consist of two resistive plates separated by a distance of 2 mm and filled with a gas mixture used is a 94.7/5/0.3% mixture of C$_2$H$_2$F$_4$, Iso-C$_4$H$_{10}$, and SF$_6$. The thin gas gap results in a quick signal response time of approximately 5 ns.

In the endcap, TGCs serve as the trigger chambers and provide azimuthal coordinate measurement. The TGCs are multiwire proportional chambers that contain a gas mixture of CO$_2$ and $n$-pentane. They have finer spatial resolution as compared to the RPCs to maintain the muon trigger transverse momentum threshold at high $\eta$ and distinguish muon hits from signals arising from neutron and photon background in the endcap.
4.5 Trigger system

The LHC provides ATLAS with $\mathcal{O}(10^9)$ proton–proton collisions per second. However, limited bandwidth, processing power, and storage capacity limits the recorded events to $\mathcal{O}(10^2)$ per second. Fortunately only a subset of all proton–proton collisions are useful for physics measurements and searches. These interesting events are selected by the ATLAS trigger system. The trigger system saves events with signatures of physics objects such as muons, electrons, missing transverse momentum, or jets.

The trigger consists of two levels. A fast, hardware-based system called the Level-1 (L1) trigger consists of independent dedicated detector sub-components that can seed regions of interest (RoIs) for further analysis downstream. The RPCs and TGCs in the muon system and coarsely grained sections of calorimeter cells called towers are used to construct RoIs. Once regions of interest are seeded, a software-based system called the High Level Trigger (HLT) reconstructs objects and integrates information from different parts of the detector. At each stage, all information in an event passing a trigger is sent to the next level of processing.

The maximum trigger rate that the L1 trigger can handle is 75 kHz. In the HLT, the rate of events written to disk is approximately 400 Hz. Figure 4.10 shows the trigger rates for different L1 triggers in 2015 for ATLAS [58].
Figure 4.10: ATLAS trigger rates for Level-1 triggers as a function of instantaneous luminosity in 2015 operation. These are single object triggers for electromagnetic clusters (EM), muons (MU), jets (J), missing energy (XE), and τ leptons (TAU). The threshold of the trigger is given in the legend entry in GeV [38].
Object Reconstruction in ATLAS

The characteristic event topology of dark matter production in the ATLAS detector is a jet with large transverse momentum ($p_T$) recoiling against missing transverse momentum ($E_T^{\text{miss}}$). As such, a detailed understanding of how hadronic objects interact with the detector is needed to constrain background arising from non-collision processes. Additionally, Standard Model background processes are studied in a similar event topology with additional electrons or muons. The following chapter covers the reconstruction of jets, leptons, and missing energy in the ATLAS Detector. An illustration of various particles interacting with the ATLAS Detector is shown in Figure 5.1.

5.1 Inner Detector Tracks

Any long-lived charged particle produced in a proton–proton collision will interact with the inner detector and create hits in the different systems described in Section 4.2. These tracks are used to identify electrons and muons traversing the inner detector and are used to characterize the charged particle content of jets.
The inside-out algorithm is used to identify tracks created by particles originating directly from the proton–proton collision or from the decay of a particle with lifetime shorter than $3 \times 10^{-11}$s [60]. First, three dimensional space points are constructed from hits in the Pixel and SCT detectors. Triples of points are used to construct track seeds, which are then extended by adding additional points using a combinatorial Kalman filter [60]. After ambiguities in the silicon detector track candidates are resolved, the tracks are extended to include the TRT hits. The efficiency of track extension at different stages of the algorithm is shown in Figure 5.2.

Tracks are reconstructed within the full acceptance of the ID $|\eta| < 2.5$ from individual hits of charged particles in the ID sub-detectors. Tracks are required to have transverse momentum of at least 400 MeV, in addition satisfying the following quality criteria [61]:

![Figure 5.1: Illustration of particle interactions in ATLAS [59]. Charged particles leave tracks in the inner detector, photons and electrons leave energy deposits in the EM calorimeter, hadrons leave energy deposits in the hadronic calorimeter, and muons will pass through all systems and leave tracks in the muon spectrometer.](image-url)
1. Number of silicon hits $\geq 7$

2. Number of hits shared with other tracks $\leq 1$

3. Number of silicon holes$^1 \leq 2$

4. Number of pixel holes $\leq 1$

Reconstructed tracks are used to identify primary vertices with an iterative vertex finding algorithm [62]. First, a seed vertex is taken at global maximum in the distribution of track $z$ coordinates at the closest approach to the beamspot. Then, an adaptive vertex fitting algorithm is used to assign tracks to the seed vertex. Any tracks incompatible with the seed vertex are used to construct new seed vertices, and this procedure is repeated until no unassociated tracks are left in the event or no additional vertex can be found.

Two variables are used to characterize a track’s distance from the interaction point. The distance at the closest approach to the $z$–axis is $d_0$. The $z$-coordinate at the point of closest approach to the $z$–axis is $z_0$. An illustration of these two track impact parameters is shown in Figure 5.3.

Figure 5.2: Efficiency to extend a track reconstructed in the pixel detector to the SCT (left) and efficiency to extend a silicon detector track to the TRT (right) [61]. The Tight track criteria require more hits in the ID systems compared to the Loose criteria. Both of the efficiencies are affected by the amount of material between the respective detector volumes.

$^1$Missing track points, also called “holes”, are defined as intersections of the reconstructed track trajectory with a sensitive detector element that do not result in a hit.
5.2 Jet Reconstruction and Calibration

A quark or gluon produced in proton–proton collisions cannot be measured directly in ATLAS. Instead, a parton will produce a collimated spray of hadrons known as a jet. A jet leaves energy deposits in the EM and hadronic calorimeters, and charged particles will create tracks in the inner detector.

Jets are reconstructed in ATLAS by constructing “topological clusters” from the energy deposits in the calorimeters [63, 64]. Seed cells are chosen with energy measurements exceeding four times the amount of expected noise \( \sigma \). Adjacent cells with at least 2\( \sigma \) energy measurements are added to the cluster, and then a final layer of clusters with positive energy above 0\( \sigma \) are included. The clusters are further grouped into jets using the anti-\( k_T \)-jet clustering algorithm [65] with a distance parameter of \( R = 0.4 \).

The energy response of the calorimeter must be properly characterized in order to reconstruct the true jet energy. The details of the jet energy calibration are presented in reference [66]. First, jets are built from cells calibrated with the EM calibration, which correctly measures the energy deposited by electromagnetic showers in the calorimeter. The jet energy is corrected for pile–up effects, then correction factors dependent on energy, \( \eta \), and other qualities are applied. These stages of ATLAS jet calibration are shown in

\( R \) appears in the denominator of the clustering distance metric and determines the radial size of the jet in \( \eta-\phi \) space.
Figure 5.4. The stages of EM jet calibration [66].

Figure 5.4. The energy calibration of a jet needs to account for several different effects:

1. **Calorimeter non-compensation**: the different calorimeter responses to electromagnetic and hadronic showers. Corrections are derived from the jet energy response (JES) in Monte Carlo and in data with balanced γ–jet events. In principle, the energy of the photon and the jet should be equivalent, and any discrepancy is due to non-compensation.

2. **Dead material and leakage**: energy lost in inactive areas of the detector or not contained in the calorimeter, respectively. These effects are mitigated with correction factors that depend on the topology of energy deposits in the calorimeter. For example, a shower with most of its energy in the outermost layer of the calorimeter was likely not fully contained, resulting in a smaller measured energy compared to the true energy.

3. **Out-of-calorimeter jet**: energy of particles which are not included in the reconstructed jet. This effect is compensated for with by studying the JES, the difference between the true particle energy and the reconstructed energy in simulation.

4. **Energy deposits below noise thresholds**: clusters are only formed by energy deposits which are much larger than the background noise. To determine the true energy of a jet, jet calibration must account for particles that do not form clusters and particles that fall outside the region of the topological clustering algorithm.

5. **Pile-up**: multiple proton–proton collisions in the same bunch crossing and residual signals from other bunch crossings will affect the energy deposition of jets. This effect is reduced using an area-
based subtraction method to remove the pile-up energy density and a residual pile-up correction to adjust the measured jet momentum as a function of the total amount of event pile-up.

The EM jet energy scale response as a function of jet $\eta$ is shown in Figure 5.5.

![Figure 5.5: Jet response $p_T^{\text{reco}} / p_T^{\text{true}}$ of EM-scale jets after calibration as a function of true jet $\eta$ in simulation [67]. Jet response is affected by detector geometry. The response is lower in transition regions where a jet will deposit energy in multiple calorimeter systems.](image)

5.2.1 Track Association

Tracks in the inner detector are assigned to jets through ghost association [68] that treats them as 4-vectors of infinitesimal magnitude during jet reconstruction. In addition to the baseline track requirements, jet tracks are required to have transverse momentum of at least 500 MeV and are either used in the fit to the selected primary vertex or have the longitudinal impact parameter with respect to the primary vertex satisfying $|z_0 \sin \theta| < 3.0$ mm.

5.3 Jet Identification and Cleaning

Jets produced in proton-proton collisions must be distinguished from misidentified jets of non-collision origin. The main backgrounds for jets coming from collision events are the following:
1. Beam induced background (BIB) due to proton losses upstream of the interaction point. These proton losses induce secondary cascades leading to muons that can reach the ATLAS detector and become a source of background for physics analyses [69]. The energy depositions created by these muons can be reconstructed as fake jets with energy as high as the beam energy. The rate of BIB is proportional to the beam current and depends on the operational conditions of the LHC, such as machine optics, collimator settings, residual gas densities, and filling scheme.

2. Cosmic-ray showers produced in the atmosphere overlapping with collision events. Since ATLAS is deep underground, the particles reaching the ATLAS detector are predominantly muons.

3. Calorimeter noise from large scale coherent noise or isolated pathological cells. Calorimeter cells which are permanently or sporadically very noisy are masked\(^3\) prior to the jet and missing transverse momentum reconstruction. The former is always masked in the event reconstruction, while the sporadically very noisy cells are masked on an event-by-event basis. Events are discarded if they are identified as having a large amount of coherent noise. Most of the noise is already identified and rejected by the data quality inspection [70] performed shortly after the data taking based on standardised quality criteria. A small fraction of calorimeter noise remains undetected and needs to be rejected by additional criteria.

The two first sources of background are referred to as non-collision backgrounds.

**Jet Quality Variables**

Several variables were introduced to discriminate fake and good jets (defined in Appendix A) in References [69, 71] and can be divided into three categories: variables based on signal pulse shape in the LAr calorimeters, energy ratio variables, and track-based variables. Pulse shape variables provide good discrimination against noise in the LAr calorimeters. The energy ratio variable and track-based variables are effective at rejecting calorimeter noise in the LAr and Tile calorimeters, in addition to rejecting beam-induced background and cosmic muon showers.

\(^3\)The fraction of cells permanently masked is smaller than one per mil and the fraction of cells that are conditionally masked is smaller than one per mil.
In order to reject fake jets due to significant coherent or sporadic noise in the LAr calorimeters, the characteristic ionisation signal shape can be used to discriminate between real and fake energy deposits. The cell-level quantity \( Q_{\text{LAr cell}} \) introduced in Section 4.3.3 is used to define several jet-level quantities:

- \( \langle Q \rangle \): The average jet quality is defined as the energy–squared weighted average of the pulse quality of the calorimeter cells \( Q_{\text{LAr cell}} \) in the jet. This quantity is normalized such that \( 0 < \langle Q \rangle < 1 \).

- \( f_{\text{LAr}} \): Fraction of the energy in the LAr calorimeter cells of a jet with poor signal shape quality defined as \( Q_{\text{LAr cell}} > 4000 \).

- \( f_{\text{HEC}} \): Fraction of the energy in the HEC calorimeter cells of a jet with poor signal shape quality defined as \( Q_{\text{LAr cell}} > 4000 \).

Finally, since sporadically noisy cells in the calorimeter can generate large fake energy deposits as well as large fake negative energy deposits, a variable, \( E_{\text{neg}} \), summing the energy of all cells with negative energy is introduced. The presence of negative energy in a good jet is due to the electronic and pile-up noise. The distributions of these four variables can be found in Figure 5.6 in the good and fake jets enriched samples.

In the good jet enriched sample, the variables \( \langle Q \rangle, f_{\text{LAr}}, \) and \( f_{\text{HEC}} \) have a high population of jets at zero. Values different from zero are due to electronic and pile-up noise which can distort the measured pulse shape. Non-zero values are also caused by differences in the pulse shape between data and the expectation used in the calculation of \( Q_{\text{LAr cell}} \). Since the simulation uses a consistent pulse shape, it predicts values closer to zero generated only by the electronic and pile-up noise. Simulated distributions are therefore not shown for these three variables. In the fake jets enriched sample, the variables \( \langle Q \rangle, f_{\text{LAr}}, \) and \( f_{\text{HEC}} \) contain a higher proportion of jets with larger values. Values close to one are mainly due to large coherent noise or sporadically very noisy cells in the calorimeters and intermediate values are mainly due to beam-induced background.

Most of the jets have a low value of \( |E_{\text{neg}}| < 50 \text{ GeV} \), except a population of fake jets with \( |E_{\text{neg}}| > 60 \text{ GeV} \) which also has large values of \( f_{\text{HEC}} \). Those jets are mainly due to sporadic noise bursts in the HEC [71]. Good agreement is observed between data and the simulation in the good jets enriched sample at low values but discrepancies in the tails are observed where the simulation over–predicts the data.
Energy ratio variables

Jets originating from beam-induced background or calorimeter noise tend to be more localised longitudinally in the calorimeters than jets from proton-proton collisions. Therefore, the jet energy deposits along
the expected direction of the shower development can be employed to discriminate between good jets and jets arising from non-collision backgrounds. The electromagnetic fraction \( f_{\text{EM}} \) is defined as the ratio of the energy deposited in the electromagnetic calorimeter to the total energy of the jet. Similarly, the HEC energy fraction \( f_{\text{HEC}} \) is defined as the ratio of the energy deposited in the HEC calorimeter to the total energy. The ATLAS calorimeters are segmented in depth and the maximum energy fraction in any single calorimeter layer \( f_{\text{max}} \) can be used as a discriminating variable between fake and good jets. All of these ratio variables are computed at the electromagnetic energy scale. The distributions of three variables can be found in Figure 5.7. Figure 5.8 shows \( f_{\text{LAr}} \) as a function of the electromagnetic fraction for the fake and good jets enriched samples.

Good jets have a smooth distribution for these three variables. Jets that fall outside of the HEC acceptance exhibit a peak at \( f_{\text{HEC}} = 0 \). The fake jets distribution has very high or very low values for both \( f_{\text{EM}} \) and \( f_{\text{HEC}} \), and high values for \( f_{\text{max}} \). Good agreement is observed between data and the simulation for good jets.

**Track based variables**

Most real jets contain charged hadrons which can be reconstructed by the ID tracking system for jets in the tracker acceptance. The jet charged fraction \( f_{\text{ch}} \) is defined as the ratio of the scalar sum of the \( p_T \) of the tracks coming from the primary vertex (see Section 5.1) associated to the jet divided by the jet \( p_T \). This variable is used to discriminate between jets produced in collision events from fake jets, for jets within the tracking acceptance.

The ratio between the jet charged particle fraction and the jet energy fraction in the layer with maximum energy deposit \( f_{\text{ch}}/f_{\text{max}} \) was also found to discriminate between good and fake jets.

The distributions of these variables are given in Figure 5.9 for jets with \(|\eta| < 2.4\) and Figure 5.10 shows the jet charged fraction as a function of the electromagnetic fraction for the fake and good jets enriched samples. The fake jets have low values for \( f_{\text{ch}} \) and \( f_{\text{ch}}/f_{\text{max}} \) while only a small fraction of good jets have low values. Good agreement is observed between data and the simulation for good jets.
Figure 5.7: Distributions of \( f_{EM} \) (a), \( f_{HEC} \) (b), and \( f_{max} \) (c) in the good jets enriched sample for both data (black points) and the simulation (blue histograms). Distributions from the fake jets enriched samples are also superimposed (red points). Good jets have a smooth distribution for these three variables. Jets that fall outside of the HEC acceptance exhibit a peak at \( f_{HEC} = 0 \). The fake jets distribution has very high or very low values for both \( f_{EM} \) and \( f_{HEC} \), and high values for \( f_{max} \).
Figure 5.8: Distribution of $f_{\text{LAr}}$ as a function of the electromagnetic fraction for the good (a) and fake (b) jets enriched samples in data. Since the EM calorimeter is a LAr system, good jets with high $f_{\text{EM}}$ are more likely to have high $f_{\text{LAr}}$. Fake jets with high $f_{\text{LAr}}$ and low $f_{\text{EM}}$ are due to noise.

Figure 5.9: Distributions of $f_{\text{ch}}$ (a) and $f_{\text{ch}}/f_{\text{max}}$ (b) for $|\eta| < 2.4$ in the good jets enriched sample for both data (black points) and the simulation (blue histograms). Distributions from the fake jets enriched samples are also superimposed (red points). The fake jets have low values for $f_{\text{ch}}$ and $f_{\text{ch}}/f_{\text{max}}$ while only a small fraction of good jets have low values.
**Jet Quality Selection**

Two selections to identify fake jets are defined: BadLoose and BadTight. The BadLoose selection, initially introduced in References [69, 71]⁴, is designed for high good jet efficiency, while maintaining as high fake jet rejection as possible. A jet is identified as a BadLoose jet if it satisfies at least one of the following criteria:

1. \( f_{\text{HEC}} > 0.5 \) and \( |f_{\text{Q}}^\text{HEC}| > 0.5 \) and \( \langle Q \rangle > 0.8 \)
2. \( |E_{\text{neg}}| > 60 \text{ GeV} \)
3. \( f_{\text{EM}} > 0.95 \) and \( L\text{ArQuality} > 0.8 \) and \( \langle Q \rangle > 0.8 \) and \( |\eta| < 2.8 \)
4. \( f_{\text{max}} > 0.99 \) and \( |\eta| < 2 \)
5. \( f_{\text{EM}} < 0.05 \) and \( f_{\text{ch}} < 0.05 \) and \( |\eta| < 2 \)
6. \( f_{\text{EM}} < 0.05 \) and \( |\eta| \geq 2 \)

---

⁴This working point was called Looser in these references.
The first two criteria are introduced to identify jets mainly due to sporadic noise bursts in the HEC. The third selection has the purpose to identify jets due to large coherent noise or isolated pathological cells in the electromagnetic calorimeter. The last three requirements are more general and are used to identify hardware issues, beam-induced background and cosmic muon showers.

The BadTight selection is designed to provide a much higher fake jet rejection with an inefficiency for good jets of up to a few percent. It adds a single criterion which is based on the ratio between the $f_{ch}$ and $f_{max}$. This ratio is very efficient at discriminating fake jets (which have preferentially $f_{ch}$ close to 0 and $f_{max}$ close to 1) and jets from proton-proton collisions which have preferentially $f_{ch} > 0$ and $f_{max} < 1$ as shown in Figure 5.9. A jet is identified as a BadTight jet if it is a BadLoose jet or if it satisfies: $f_{ch}/f_{max} < 0.1$ for $|\eta| < 2.4$.

These criteria were initially introduced in the ATLAS search for new phenomena in final states with an energetic jet and large missing transverse momentum [72]. This analysis is one of the those which needs the most restrictive jet selection due to the similar event topology of non-collision backgrounds and the final states analysed. Usage of BadTight criteria in this search reduced the non-collision backgrounds to a negligible level compared to the Standard Model backgrounds from proton-proton collisions for this analysis that is highly sensitive to calorimeter noise, beam-induced background, and cosmic muon showers.

A jet is identified as a Loose jet if it is not identified as a BadLoose jet, and a jet is identified as a Tight jet if it is not identified as a BadTight jet. Figure 5.11 show kinematic distributions for the fake jets enriched sample before the jet quality selection and after applying the Loose and Tight jet selections. The Tight selection provides very good rejection of the fake jets enriched sample, in particular at high jet transverse momentum. The peaks at $\phi = 0$ and $\pm \pi$, which are characteristic of beam background [69], are eliminated by the Tight selection. It should also be noted that the beam-induced background peaks at low $|\eta|$ values due to the requirements on the jet transverse momentum and the jet timing [69].

**Jet Selection Efficiency Measurement**

The efficiencies of the jet quality selections are measured using a “tag-and-probe” method. Good dijet events, as described in Appendix A, are selected by modifying the jet transverse momentum criterion to be
Figure 5.11: Jet transverse momentum (a), $H_T^{miss}$ (b), $\eta$ (c), and $\phi$ (d) distributions for the fake jets enriched sample before and after the jet quality selection. The Loose criteria does not have strong rejection power, but the Tight criteria rejects $O(10^3)$ of the fake jets. Surviving events have low jet $p_T$ and $H_T^{miss}$.
greater than 20 GeV instead of 70 GeV.

The tag jet is required to pass the Tight version of the jet quality selections, and to be back-to-back in the transverse plane with the probe jet. Among the two leading jets, each jet can play the role of the probe jet as long as the other jet satisfies the tag criteria. The sample of probe jets is used to measure the jet quality selection efficiency defined as the fraction of probe jets that are not rejected by the jet quality selection criteria as a function of \( \eta \) and \( p_T \) of the probe jets.

The resulting efficiencies for anti-\( k_T \) jets with \( R = 0.4 \) for the two selection criteria are shown as a function of \( \eta \) for \( p_T > 100 \text{ GeV} \) in Figure 5.12. The jet quality selection efficiency of the Loose selection is greater than 99.9\% over all \( \eta \) bins except in one bin at very high \( \eta \). The Tight selection efficiency is lower in the central-\( \eta \) region due to the cut on \( f_{ch}/f_{max} \). Otherwise, the Tight selection has > 99.5\% efficiency over all \( \eta \) bins except in one bin at very high \( \eta \).

Similarly, Figure 5.13 shows the jet quality selection efficiencies\(^5\) as a function of \( p_T \) for various \( \eta \) ranges. The jet quality selection efficiency of the Loose selection is greater than 99.5\% over all \( p_T \) bins. The Tight selection efficiency is lower in the central-\( \eta \) region due to the cut on \( f_{ch}/f_{max} \). Otherwise, the Tight selection has an efficiency greater than 95\% over all \( p_T \) bins. Jet quality selection efficiencies in data are compared to the simulation and very good agreement is observed.

---

\(^5\)It should be noted that for jets with \( p_T < 50 \text{ GeV} \) and within the tracker acceptance, additional criteria were designed to select jets from the hard-scatter and to reject pile-up jets using the jet-vertex-tagger described in Reference [73]. When this tagger is employed, an inefficiency at selecting signal jets is introduced which is of the order of 10\% for \( p_T = 20 \text{ GeV} \). The jets rejected by this tagger have a large overlap with those rejected by the \( f_{ch}/f_{max} \) requirement of the tight selection, making the efficiency of the tight cut close to 100\% at 20 GeV for jets selected using the jet-vertex-tagger.
Figure 5.12: Jet quality selection efficiency for anti-$k_T$ jets with $R = 0.4$ measured with a tag-and-probe technique as a function of $\eta$ for $p_T > 100$ GeV, for the Loose and Tight selection criteria. Only statistical uncertainties are shown. The lower portion of the figure shows ratios of efficiencies measured in data and Monte Carlo simulation (PYTHIA). The Tight criteria is only defined within $|\eta| < 2.4$. 
Figure 5.13: Jet quality selection efficiency for anti-$k_T$ jets with $R = 0.4$ measured with a tag-and-probe technique as a function of $p_T$ in $\eta$ ranges, for the Loose and Tight selection criteria. Only statistical uncertainties are shown. The lower portion of the figure shows ratios of efficiencies measured in data and Monte Carlo simulation.
5.4 Electrons and Muons

Electrons traversing the ATLAS detector are recorded as tracks in the inner detector and energy deposits in the electromagnetic calorimeter. Electrons with $p_T > 7$ GeV and $|\eta| < 2.47$ are reconstructed. In the EM calorimeter, seed clusters are constructed with a sliding window algorithm \(^6\) that searches for towers with transverse energy larger than 2.5 GeV. Cluster kinematics are reconstructed using an extended window. In the ID, seed tracks are selected that are incompatible with pions and have $p_T > 1$ GeV. These tracks are re-fit to ID hits using a Gaussian Sum Filter (GSF) algorithm to estimate electron parameters [74]. Electron candidates are built by matching seed tracks to seed clusters [75]. The energy is taken from the calibrated cluster, and the $\eta$ and $\phi$ directions are taken from the matched track.

Electron candidates must be distinguished from hadronic jets or converted photons. Calorimeter shower shapes, transition radiation, track-cluster matching quantities, track properties, and variables measuring bremsstrahlung effects are used to construct a set of electron identification criteria. A likelihood-based multivariate analysis technique evaluates several properties of the electron candidates and calculates an overall probability for the object to be signal or background [75]. Figure 5.14 shows the algorithm’s reconstruction efficiency for true and fake electrons for three different identification criteria.

\[ \text{Figure 5.14: Reconstruction efficiency as a function of electron } E_T \text{ for both true electrons (left) and hadrons (right) for three different identification criteria [75]. Tighter quality requirements result in decreased efficiency but increased rejection.} \]

\(^6\) The sliding window has a size of $3 \times 5$ in units of $0.025 \times 0.025$ in $\eta \times \phi$, corresponding to the granularity of the EM calorimeter middle layer.
Muons pass through all layers of the ATLAS detector, leaving tracks in the ID and muon spectrometer. Muon reconstruction begins by building local straight line tracks, called segments, in each muon chamber. These segments are fit to larger tracks traversing the entire muon spectrometer, called “standalone” muon tracks. The standalone tracks are matched to ID tracks construct “combined” muons with both tracks determining the momentum and direction of the muon [76]. Combined muons are reconstructed with $|\eta| < 2.5$ and $p_T > 10$ GeV. Muon identification criteria are constructed using the $\chi^2$ match between the ID and MS tracks, the number of hits in the ID, overall ID and MS track fit quality, and additional variables. Figure 5.15 shows the muon reconstruction efficiency.

![Figure 5.15: Muon reconstruction efficiency as a function of muon $\eta$ [76]. At $|\eta| < 0.1$ the ATLAS muon spectrometer is only partially instrumented to allow for cabling and services to the calorimeters and inner detector.](image)

5.5 **Missing Transverse Energy**

Long-lived particles that do not interact via the strong or electromagnetic forces will pass through ATLAS without interacting with any of the detector systems. Although the net longitudinal momentum of the
incoming partons that collide is not known \(^7\), protons have no net momentum in the plane transverse to the beam line. Therefore, if all particles in the final state can be reconstructed in the ATLAS detector, by conservation of momentum the total transverse momentum should be zero. Similarly, if the final state contains one or more invisible particles the reconstructed topology will have nonzero total transverse momentum. The magnitude of the momentum vector that restores transverse momentum conservation is called missing transverse momentum \((E_T^{\text{miss}})\).

\(E_T^{\text{miss}}\) is reconstructed using calibrated objects, and is calculated as \([77, 78]\):

\[
\begin{align*}
E_x^{\text{miss}} &= E_{x, e} + E_{x, \gamma} + E_{x, \tau} + E_{x, \text{jets}} + E_{x, \mu} + E_{x, \text{soft}} \\
E_y^{\text{miss}} &= E_{y, e} + E_{y, \gamma} + E_{y, \tau} + E_{y, \text{jets}} + E_{y, \mu} + E_{y, \text{soft}}
\end{align*}
\]

(5.1)

The terms for jets, charged leptons, and photons are the negative sum of the momenta for the respective objects. Double-counting of objects in the detector is avoided by keeping track of calorimeter deposits, which are associated to objects in the following order: electrons \((e)\), photons \((\gamma)\), hadronically decaying tau-leptons \(\tau\), jets, and muons \((\mu)\). The soft term is calculated from ID tracks not associated with any of the jets, electrons, or muons entering the \(E_T^{\text{miss}}\) calculation.

\(^7\)Each colliding parton carries an fraction of the proton’s momentum
Part III

Searching for Evidence of Dark Matter in Mono–Jet Events
The mono–jet topology must be defined by a specific set of cuts applied to the events collected by the ATLAS Detector. This is the “signal region”: a part of event phase space in which dark matter production may be evident. Background processes will also produce events that enter this signal region. \( W \) and \( Z \) bosons produced in association with jets, top quark processes, and diboson events are all backgrounds to Dark Matter production.

Any excess of observed events above the number expected from known physics may be evidence of dark matter. The contribution of background processes must be well understood in order to determine if a signal is arising from true new physics or poor background modeling. This chapter describes the Monte Carlo simulation, data sample, and signal region event selection.
6.1 Data Sample and Trigger

The data sample considered in this thesis was collected with tracking detectors, calorimeters, muon chambers, and magnets fully operational, and corresponds to a total integrated luminosity of 3.2 $fb^{-1}$. The data were selected online using a trigger logic that selects events with $E_{T}^{\text{miss}}$ above 70 GeV, as computed at the final stage of the two-level trigger system of ATLAS. With the final analysis requirements, the trigger selection is fully efficient for $E_{T}^{\text{miss}} > 250$ GeV, as determined using a data sample with muons in the final state, as shown in Table 6.1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SR</th>
<th>CR1$\mu$</th>
<th>CR1$\mu$ + muon trigger</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z \rightarrow \nu\nu$ MC</td>
<td>0.998 ± 0.001</td>
<td>0.998 ± 0.001</td>
<td>0.998 ± 0.001</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$ MC</td>
<td>1.000 ± 0.003</td>
<td>1.000 ± 0.001</td>
<td>1.000 ± 0.002</td>
</tr>
<tr>
<td>$m_{\chi} = 50$ GeV, $m_{A} = 10$ TeV</td>
<td>1.000 ± 0.001</td>
<td>1.000 ± 0.001</td>
<td>1.000 ± 0.001</td>
</tr>
</tbody>
</table>

Table 6.1: Trigger efficiency for the $E_{T}^{\text{miss}}$ trigger requirement for different samples in different regions with jet $p_{T}$ > 250 GeV. The turn-on point for $Z \rightarrow \nu\nu$ in SR is around $E_{T}^{\text{miss}} = 150$ GeV, while the plateau is reached around $E_{T}^{\text{miss}} = 210$ GeV.

6.2 Background and Signal Simulation

The kinematics of all Standard Model background processes are estimated using Monte Carlo simulation. The estimation of yields from these processes is described in Chapter 7. The kinematics and cross sections of WIMP signal models is also determined from Monte Carlo. This section describes the generators and settings used to simulate these background and signal processes.

Events containing $W$ or $Z$ bosons with associated jets are simulated using the SHERPA-2.1.1 [79] generator. Matrix elements (ME) are calculated for up to two partons at next-to-leading order (NLO) and four partons at leading order (LO) using the Comix [80] and OpenLoops [81] matrix element generators and merged with the SHERPA parton shower (PS) [82] using the ME+PS@NLO prescription [83]. The CT10 [84] parton distribution function (PDF) set is used in conjunction with a dedicated parton shower tuning developed by the authors of SHERPA. The MC predictions are initially normalized to next-to-next-to-leading-order (NNLO) perturbative QCD (pQCD) predictions according to DYNNLO [85, 86].
using MSTW2008 90% CL NNLO PDF sets [87].

For the generation of $t\bar{t}$ and single top-quarks in the $Wt$-channel and $s$-channel the POWHEG-BOX v2 [88] generator with the CT10 PDF sets in the matrix element calculations is used. Electroweak $t$-channel single top-quark events are generated using the POWHEG-BOX v1 generator. This generator uses the four-flavor scheme for the calculations of NLO matrix elements with the fixed four-flavor PDF set CT10. The parton shower, fragmentation, and underlying event are simulated using PYTHIA-6.428 [89] with the CTEQ6L1 [90] PDF sets and the corresponding Perugia 2012 set of tuned parameters (P2012 tune) [91]. The top-quark mass is set to 172.5 GeV. The EvtGen v1.2.0 program [92] is used to model the decays of the bottom and charm hadrons. Finally, diboson samples ($WW$, $WZ$, and $ZZ$ production) are generated using SHERPA-2.1.1 with CT10 PDFs and are normalized to NLO pQCD predictions [93]. The diboson samples are also generated using POWHEG interfaced to PYTHIA-8.1.86 and using CT10 PDFs for studies of systematic uncertainties.

WIMP signals are simulated in POWHEG-BOX v2 [94–96] using revision 3049 of the DMV model implementation of WIMP pair production with $s$-channel spin-1 mediator exchange at NLO precision including parton showering effects, introduced in Ref. [97]. Renormalization and factorization scales are set to $H_T/2$ on an event-by-event basis, where $H_T = \sqrt{m_{\chi\chi}^2 + p_{T,j1}^2 + p_{T,j1}^2}$ is defined by the invariant mass of the WIMP pair ($m_{\chi\chi}$) and the transverse momentum of the hardest jet ($p_{T,j1}$). A Breit–Wigner distribution is chosen to describe the mediator propagator. Events are generated using the NNPDF30NLO [98] parton distribution functions and interfaced to PYTHIA-8.205 with the ATLAS A14 tune for parton showering. Couplings of the mediator to WIMPs and quarks are set to $g_{\chi} = 1$ and $g_{q} = 0.25$, leading to narrow-width mediators with $\Gamma_A/m_A \lesssim 5\%$. A grid of samples is produced for WIMP masses ranging from 1 GeV to 1 TeV and mediator masses between 10 GeV and 2 TeV.

Differing pileup conditions as a function of the instantaneous luminosity are taken into account by overlaying simulated minimum-bias events generated with PYTHIA onto the hard-scattering process. The MC-generated samples are processed with a full ATLAS detector simulation [99] based on the GEANT4 program [100]. The simulated events are reconstructed and analyzed with the same analysis chain as for

---

In the generation of the samples, the $\text{bornktmin}$ and $\text{bornsuppfact}$ MC parameters [94] are set to 150 GeV and 1 TeV, respectively, in order to suppress the generation of events at low $E_T^{\text{miss}}$. 
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the data, using the same trigger and event selection criteria.

6.3 Object Selection

The signal region is defined using the jets, leptons, and missing transverse momentum in each event. The reconstruction of these objects is covered in detail in Chapter 5. Additional cuts and requirements are applied to the objects used in the analysis, described below.

6.3.1 Jets

Jets are reconstructed from energy deposits in the calorimeters using the anti-kt jet algorithm \[101\] with the radius parameter (in $\eta-\phi$ space) set to 0.4. The measured jet transverse momentum is corrected for detector effects, including the noncompensating character of the calorimeter, by weighting energy deposits arising from electromagnetic and hadronic showers differently. In addition, jets are corrected for contributions from pileup, as described in Ref. \[102\]. Jets with corrected $p_T > 20$ GeV and $|\eta| < 2.8$ are initially considered in the analysis. In order to remove jets originating from pileup collisions, for central jets ($|\eta| < 2.4$) with $p_T < 50$ GeV a significant fraction of the tracks associated with each jet must have an origin compatible with the primary vertex, as defined by the jet-vertex tagger \[73\].

6.3.2 Leptons

The presence of leptons (electrons or muons) in the final state is used in the analysis to define control samples and to reject background contributions in the signal regions (see Chapter 7). Electron candidates are initially required to have $p_T > 20$ GeV and $|\eta| < 2.47$, and to satisfy the loose electron shower shape and track selection criteria described in Refs. \[103, 104\]. Overlaps between identified electrons and jets in the final state are resolved by discarding jets if their separation $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ from an identified electron is less than 0.2. The electrons separated by $\Delta R$ between 0.2 and 0.4 from any remaining jet are removed.

Muon candidates are formed by combining information from the muon spectrometer and inner tracking detectors as described in Ref. \[103\] and are required to have $p_T > 10$ GeV and $|\eta| < 2.5$. Jets with
\( p_T > 20 \text{ GeV} \) and less than three tracks with \( p_T > 0.4 \text{ GeV} \) associated with them are discarded if their separation \( \Delta R \) from an identified muon is less than 0.4. The muon is discarded if it is matched to a jet that has at least three tracks associated with it.

### 6.3.3 Missing Transverse Momentum

The \( E^\text{miss}_T \) is reconstructed using all energy deposits in the calorimeter up to pseudorapidity \( |\eta| = 4.9 \). Clusters associated with either electrons or photons with \( p_T > 20 \text{ GeV} \) and those associated with jets with \( p_T > 20 \text{ GeV} \) make use of the corresponding calibrations for these objects. Softer jets and clusters not associated with these objects are calibrated using tracking information [105]. As discussed below, in this analysis the \( E^\text{miss}_T \) is not corrected for the presence of muons in the final state.

### 6.4 Signal Region Event Selection

The following selection criteria, summarized in Table 6.2, define the signal region.

- Events are required to have a reconstructed primary vertex for the interaction with at least two associated tracks with \( p_T > 0.4 \text{ GeV} \) and location consistent with a primary collision. When more than one such vertex is found, the vertex with the largest summed \( p_T^2 \) of the associated tracks is chosen.

- Events are required to have \( E^\text{miss}_T > 250 \text{ GeV} \). The analysis selects events with a leading (highest \( p_T \)) jet with \( p_T > 250 \text{ GeV} \) and \( |\eta| < 2.4 \) in the final state. A maximum of four jets with \( p_T > 30 \text{ GeV} \) and \( |\eta| < 2.8 \) are allowed. A separation in the azimuthal plane of \( \Delta \phi \) (jet, \( E^\text{miss}_T \)) > 0.4 between the missing transverse momentum direction and each selected jet is required. This cut reduces the multijet background contribution where the large \( E^\text{miss}_T \) originates mainly from jet energy mismeasurement.

- Events are rejected if they contain any jet consistent with non–collision background. Jet quality selection criteria [106] involve quantities such as the pulse shape of the energy depositions in the cells of the calorimeters, electromagnetic fraction in the calorimeter, calorimeter sampling fraction,
or charged-particle fraction, as described in Section 5.2. The Loose criteria are applied to all jets with \( p_T > 20 \text{ GeV} \) and \(|\eta| < 2.8\), dealing efficiently with coherent noise and electronic noise bursts in the calorimeter producing anomalous energy depositions [107]. Non-collision backgrounds are further suppressed by applying the Tight selection criteria to the leading jet: the ratio of the jet charged-particle fraction to the calorimeter sampling fraction, \( f_{\text{ch}}/f_{\text{max}} \), is required to be larger than 0.1. These requirements have a negligible effect on the signal efficiency, as shown in Table 6.3.

- Events with identified muons with \( p_T > 10 \text{ GeV} \) or electrons with \( p_T > 20 \text{ GeV} \) in the final state are vetoed.

This monojet signal region is further subdivided into inclusive and exclusive signal regions defined with increasing \( E_T^{\text{miss}} \) thresholds from 250 GeV to 700 GeV, shown in Table 6.2. The effect of these cuts on the expected yield of a representative WIMP sample is shown in Table 6.3.

<table>
<thead>
<tr>
<th>Selection criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary vertex</td>
</tr>
<tr>
<td>( E_T^{\text{miss}} &gt; 250 \text{ GeV} )</td>
</tr>
<tr>
<td>Leading jet with ( p_T &gt; 250 \text{ GeV} ) and (</td>
</tr>
<tr>
<td>At most four jets with ( p_T &gt; 30 \text{ GeV} ) and (</td>
</tr>
<tr>
<td>( \Delta\phi(\text{jet}, E_T^{\text{miss}}) &gt; 0.4 )</td>
</tr>
<tr>
<td>Jet quality requirements</td>
</tr>
<tr>
<td>No identified muons with ( p_T &gt; 10 \text{ GeV} ) or electrons with ( p_T &gt; 20 \text{ GeV} )</td>
</tr>
</tbody>
</table>

**Inclusive signal region**

<table>
<thead>
<tr>
<th>( E_T^{\text{miss}} ) (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 250</td>
</tr>
<tr>
<td>&gt; 300</td>
</tr>
<tr>
<td>&gt; 350</td>
</tr>
<tr>
<td>&gt; 400</td>
</tr>
<tr>
<td>&gt; 500</td>
</tr>
<tr>
<td>&gt; 600</td>
</tr>
<tr>
<td>&gt; 700</td>
</tr>
</tbody>
</table>

**Exclusive signal region**

<table>
<thead>
<tr>
<th>( E_T^{\text{miss}} ) (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>250–300</td>
</tr>
<tr>
<td>300–350</td>
</tr>
<tr>
<td>350–400</td>
</tr>
<tr>
<td>400–500</td>
</tr>
<tr>
<td>500–600</td>
</tr>
<tr>
<td>600–700</td>
</tr>
<tr>
<td>700–( \infty )</td>
</tr>
</tbody>
</table>

Table 6.2: Signal region event selection criteria applied.
<table>
<thead>
<tr>
<th>SR</th>
<th>Cut</th>
<th>DM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Evts</td>
<td>3719</td>
</tr>
<tr>
<td></td>
<td>Trigger</td>
<td>3529</td>
</tr>
<tr>
<td></td>
<td>Event Cleaning</td>
<td>3529</td>
</tr>
<tr>
<td></td>
<td>Bad jet veto</td>
<td>3517</td>
</tr>
<tr>
<td></td>
<td>Electron veto</td>
<td>3516</td>
</tr>
<tr>
<td></td>
<td>Pre-Selection</td>
<td>3514</td>
</tr>
<tr>
<td></td>
<td>Muon veto</td>
<td>3390</td>
</tr>
<tr>
<td></td>
<td>$N_{\text{jet}} \leq 4$</td>
<td>3220</td>
</tr>
<tr>
<td></td>
<td>$\Delta \phi(\text{jet}, p_T^{\text{miss}}) &gt; 0.4$</td>
<td>3168</td>
</tr>
<tr>
<td></td>
<td>Leading jet quality requirements</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Leading jet with $p_T &gt; 250$ GeV and $</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>missing transverse momentum $&gt; 250$ GeV</td>
<td>958</td>
</tr>
<tr>
<td></td>
<td>Signal Region</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$250$ GeV $&lt; E_T^{\text{miss}} &lt; 300$ GeV</td>
<td>188</td>
</tr>
<tr>
<td></td>
<td>$300$ GeV $&lt; E_T^{\text{miss}} &lt; 350$ GeV</td>
<td>194</td>
</tr>
<tr>
<td></td>
<td>$350$ GeV $&lt; E_T^{\text{miss}} &lt; 400$ GeV</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>$400$ GeV $&lt; E_T^{\text{miss}} &lt; 500$ GeV</td>
<td>196</td>
</tr>
<tr>
<td></td>
<td>$500$ GeV $&lt; E_T^{\text{miss}} &lt; 600$ GeV</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td>$600$ GeV $&lt; E_T^{\text{miss}} &lt; 700$ GeV</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss}} &gt; 700$ GeV</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 6.3: Signal region selection cut flow for a simplified axial-vector model ($m_A = 150$ GeV, $m_A = 1$ TeV). The number of signal events corresponds to the expectations for a total integrated luminosity of 3.2 fb$^{-1}$. For each cut level the expected events and acceptance at reconstructed level are given.
Background Estimation

Searching for an excess of events in the monojet topology requires a detailed understanding of monojet background processes. The principal background processes are \(Z \rightarrow \nu\nu + \text{jets}\), which is irreducible, and \(W \rightarrow \ell\nu + \text{jets} (\ell = e, \mu, \tau)\), which can manifest as monojet events when the \(e\) or \(\mu\) fail reconstruction or identification, or the \(\tau\) decays hadronically. Understanding the \(W\) and \(Z\) boson \(p_T\) spectrum is necessary to constrain the \(E_T^{\text{miss}}\) in monojet events. The \(W + \text{jets}\), \(Z \rightarrow \nu\nu + \text{jets}\), \(Z \rightarrow \tau\tau + \text{jets}\), and \(Z \rightarrow \mu\mu + \text{jets}\) backgrounds are estimated using MC samples normalized with data in selected control regions. The normalization factors are extracted simultaneously using a global fit that includes systematic uncertainties to properly take into account correlations.

Other standard model background processes include \(Z \rightarrow ee + \text{jets}\), \(t\bar{t}\), single-top, and diboson (\(WW\), \(WZ\), \(ZZ\)) processes, and are determined using MC simulated samples. Contributions from top production associated with additional vector bosons (\(t\bar{t} + W\), \(t\bar{t} + Z\), or \(t + Z + q/b\) processes) are negligible.

Multijet events can be reconstructed with fake \(E_T^{\text{miss}}\) and enter the signal region selection. Additionally,
the topology of non-collision background processes is a jet and $E_{T}^{\text{miss}}$, and will dominate the signal region in the absence of strict jet quality criteria. The contributions from both of these processes are estimated using data-driven techniques.

The methodology and the samples used for estimating the background are summarized in Table 7.1. In the following subsections, details of the definition of the $W/Z + \text{jets}$ control regions and of the data-driven determination of the multijet and beam-induced backgrounds are given. This is followed by a description of the background fit strategy.

<table>
<thead>
<tr>
<th>Background process</th>
<th>Method</th>
<th>Scale Factor</th>
<th>Control Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z \rightarrow \nu\nu + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_1$</td>
<td>-</td>
</tr>
<tr>
<td>$W \rightarrow e\nu + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_2$</td>
<td>1–electron</td>
</tr>
<tr>
<td>$W \rightarrow \tau\nu + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_2$</td>
<td>1–electron</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_1$</td>
<td>1–muon</td>
</tr>
<tr>
<td>$Z \rightarrow \mu\mu + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_3$</td>
<td>2–muon</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau + \text{jets}$</td>
<td>MC and control samples in data</td>
<td>$k_2$</td>
<td>1–electron</td>
</tr>
<tr>
<td>$Z \rightarrow ee + \text{jets}$</td>
<td>MC only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$, single top</td>
<td>MC only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>MC only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multijets</td>
<td>data-driven</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-collision</td>
<td>data-driven</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Summary of the methods and control samples used to constrain the different background contributions in the signal regions.

7.1 $W/Z + \text{jets}$ Background and Control Regions

Three control regions are used to constrain the $W/Z + \text{jets}$ background processes. They are constructed to be kinematically similar to the signal region, enriched in background processes, insensitive to any dark matter production, and orthogonal to the signal region selection. This is achieved by inverting the signal region lepton veto to require the presence of one muon, one electron, or two muons respectively for each control region.

In the course of the analysis, an additional 2—electron control region was studied for constraining the
$Z \rightarrow ee+\text{jets}$ and $Z \rightarrow \nu\nu+\text{jets}$ background contributions. This control region provided an insignificant improvement in reducing the total background uncertainty and is not used in the full background estimation scheme.

### 7.1.1 1–muon Control Region

The 1-muon control region is constructed to be enriched in $W \rightarrow \mu\nu + \text{jets}$ events. Although the full $W$ mass cannot be reconstructed in $W \rightarrow \mu\nu$ events, the transverse mass of the muon and neutrino can be used to select for events containing a $W$ boson:

$$m_T^2 = 2p_T^\mu \cdot p_T^{\text{miss}} (1 - \cos \Delta \phi(p_T^\mu, p_T^{\text{miss}})) \quad (7.1)$$

where $p_T^\mu$ is the muon transverse momentum and $p_T^{\text{miss}}$ is the invisible transverse momentum. In a pure sample of perfectly reconstructed $W \rightarrow \mu\nu$ events, $p_T^{\text{miss}} = p_T^\mu$. A requirement of $30 < m_T < 100$ GeV is applied to ensure that the muon $p_T$ and $p_T^{\text{miss}}$ are consistent with a $W$ boson. The muon is treated as invisible in the calculation of missing transverse momentum so that the $E_T^{\text{miss}}$ spectrum shown in Figure 7.1 resembles the $W$ boson $p_T$.

This control region strongly constrains the scale factor $k_1$ which normalizes the $W \rightarrow \mu\nu + \text{jets}$ and $Z \rightarrow \nu\nu + \text{jets}$ processes. As no control region can be constructed for $Z \rightarrow \nu\nu$, the normalization of this background needs to come from other, similar processes. Because $W \rightarrow \mu\nu$ events occur at five times the rate of $Z \rightarrow \mu\mu$ events, the $W \rightarrow \mu\nu$ spectrum is used to normalize $Z \rightarrow \nu\nu$ instead of a $Z \rightarrow \ell\ell$ sample.

The use of a $W$–enriched control sample to constrain the normalization of the $Z \rightarrow \nu\nu+\text{jets}$ process translates into a reduced uncertainty in the estimation of the main irreducible background contribution, due to a partial cancellation of systematic uncertainties and the statistical power of the $W \rightarrow \mu\nu+\text{jets}$ control sample in data relative to the $Z \rightarrow \mu\mu+\text{jets}$ control sample. A full discussion of this uncertainty is given in Section 7.4.1.
Figure 7.1: Distributions of the measured $E_{T}^{miss}$ (a), leading-jet $p_T$ (b), muon $m_T$ (c), and jet multiplicity (d) in the 1–muon control region for the $E_{T}^{miss} > 250$ GeV selection, compared to the background predictions before the global fit. The error bands in the ratios include the statistical and experimental uncertainties in the background predictions. The contributions from multijets and non-collision backgrounds are negligible and are not shown in the figures.

<table>
<thead>
<tr>
<th>Inclusive Selection</th>
<th>&gt; 250</th>
<th>&gt; 300</th>
<th>&gt; 350</th>
<th>&gt; 400</th>
<th>&gt; 500</th>
<th>&gt; 600</th>
<th>&gt; 700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3.2 fb$^{-1}$)</td>
<td>10481</td>
<td>6279</td>
<td>3538</td>
<td>1039</td>
<td>677</td>
<td>261</td>
<td>95</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>10480 ± 100</td>
<td>6279 ± 79</td>
<td>3538 ± 60</td>
<td>1039 ± 44</td>
<td>677 ± 26</td>
<td>261 ± 16</td>
<td>95 ± 10</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>10500 ± 710</td>
<td>6350 ± 460</td>
<td>3560 ± 280</td>
<td>2010 ± 160</td>
<td>700 ± 57</td>
<td>256 ± 23</td>
<td>106 ± 9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusive Selection</th>
<th>[250–300]</th>
<th>[300–350]</th>
<th>[350–400]</th>
<th>[400–500]</th>
<th>[500–600]</th>
<th>[600–700]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3.2 fb$^{-1}$)</td>
<td>4202</td>
<td>2741</td>
<td>1599</td>
<td>1262</td>
<td>416</td>
<td>166</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>4202 ± 65</td>
<td>2741 ± 52</td>
<td>1599 ± 40</td>
<td>1262 ± 36</td>
<td>416 ± 20</td>
<td>166 ± 13</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>4140 ± 260</td>
<td>2800 ± 190</td>
<td>1540 ± 120</td>
<td>1310 ± 100</td>
<td>444 ± 35</td>
<td>150 ± 14</td>
</tr>
</tbody>
</table>

Table 7.2: Data and SM background prediction, before and after the fit, in the 1–muon control region for the different selections. For the SM predictions both the statistical and systematic uncertainties are included.
7.1.2 1–electron Control Region

The 1–electron control region is constructed to be enriched in $W \rightarrow e\nu$+jets and $W \rightarrow \tau\nu$+jets background processes. The electron is visible in the missing transverse momentum calculation so the $E_T^{\text{miss}}$ spectrum in Figure 7.2 resembles the $\nu p_T$ rather than the $W$ boson $p_T$, which gives a better suppression of the multijet background in this control region.

This control region strongly constraining the scale factor $k_2$ which normalizes the $W \rightarrow e\nu$+jets, $W \rightarrow \tau\nu$+jets, and $Z \rightarrow \tau\tau$+jets background processes. No dedicated $W \rightarrow \tau\nu$+jets control region is used because the $\tau$ lepton in the $W \rightarrow \tau\nu$+jets background process mainly decays hadronically, resembling the signal region event topology. Instead, the normalization is taken from the leptonic tau decay in the 1–electron control region, which is kinematically similar to the $W \rightarrow e\nu$+jets sample. A small $Z \rightarrow \tau\tau$+jets background contribution is also constrained using the $W \rightarrow e\nu$+jets control sample. Uncertainties related to the difference between $W$+jets and $Z$+jets final states, leading to potential differences in event kinematics and selection acceptances and efficiencies, are discussed in Section 7.4.1.

<table>
<thead>
<tr>
<th>Inclusive Selection</th>
<th>$&gt; 250$</th>
<th>$&gt; 300$</th>
<th>$&gt; 350$</th>
<th>$&gt; 400$</th>
<th>$&gt; 500$</th>
<th>$&gt; 600$</th>
<th>$&gt; 700$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3+ fb$^{-1}$)</td>
<td>3559</td>
<td>1866</td>
<td>992</td>
<td>532</td>
<td>183</td>
<td>72</td>
<td>32</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>3559 ± 60</td>
<td>1866 ± 43</td>
<td>992 ± 32</td>
<td>532 ± 23</td>
<td>183 ± 14</td>
<td>72 ± 8</td>
<td>32 ± 6</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>3990 ± 320</td>
<td>2110 ± 170</td>
<td>1142 ± 94</td>
<td>654 ± 54</td>
<td>216 ± 19</td>
<td>85 ± 8</td>
<td>34 ± 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusive Selection</th>
<th>[250–300]</th>
<th>[300–350]</th>
<th>[350–400]</th>
<th>[400–500]</th>
<th>[500–600]</th>
<th>[600–700]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3+ fb$^{-1}$)</td>
<td>1693</td>
<td>874</td>
<td>460</td>
<td>349</td>
<td>111</td>
<td>40</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>1693 ± 41</td>
<td>874 ± 30</td>
<td>460 ± 21</td>
<td>349 ± 19</td>
<td>111 ± 11</td>
<td>40 ± 6</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>1880 ± 150</td>
<td>971 ± 79</td>
<td>488 ± 40</td>
<td>439 ± 36</td>
<td>131 ± 12</td>
<td>50 ± 5</td>
</tr>
</tbody>
</table>

Table 7.3: Data and SM background prediction, before and after the fit, in the 1–electron control region for the different selections. For the SM predictions both the statistical and systematic uncertainties are included.

7.1.3 2-muon Control Region

Finally, the 2–muon control region is used to constrain the $Z \rightarrow \mu\mu$+jets background contribution. An additional cut is applied to the dimuon invariant mass $66 < m_{\mu\mu} < 116$ GeV, and both muons are treated as invisible particles so that the $E_T^{\text{miss}}$ spectrum shown in Figure 7.3 resembles the $Z$ boson $p_T$.
Figure 7.2: Distributions of the measured $E_T^{\text{miss}}$ (a), leading-jet $p_T$ (b), electron $m_T$ (c), and jet multiplicity (d) in the 1–electron control region for the $E_T^{\text{miss}} > 250$ GeV selection, compared to the background predictions before the global fit. The error bands in the ratios include the statistical and experimental uncertainties in the background predictions. The contributions from multijets and non-collision backgrounds are negligible and are not shown in the figures.

<table>
<thead>
<tr>
<th>Inclusive Selection</th>
<th>&gt; 250</th>
<th>&gt; 300</th>
<th>&gt; 350</th>
<th>&gt; 400</th>
<th>&gt; 500</th>
<th>&gt; 600</th>
<th>&gt; 700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3.2 fb$^{-1}$)</td>
<td>1488</td>
<td>877</td>
<td>505</td>
<td>293</td>
<td>100</td>
<td>33</td>
<td>15</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>$1488 \pm 39$</td>
<td>$877 \pm 30$</td>
<td>$505 \pm 22$</td>
<td>$293 \pm 17$</td>
<td>$100 \pm 10$</td>
<td>$33 \pm 6$</td>
<td>$15 \pm 4$</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>$1520 \pm 98$</td>
<td>$910 \pm 59$</td>
<td>$487 \pm 34$</td>
<td>$271 \pm 19$</td>
<td>$89 \pm 7$</td>
<td>$32 \pm 3$</td>
<td>$13 \pm 1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusive Selection</th>
<th>[250–300]</th>
<th>[300–350]</th>
<th>[350–400]</th>
<th>[400–500]</th>
<th>[500–600]</th>
<th>[600–700]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3.2 fb$^{-1}$)</td>
<td>611</td>
<td>372</td>
<td>212</td>
<td>193</td>
<td>67</td>
<td>18</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>$611 \pm 25$</td>
<td>$372 \pm 19$</td>
<td>$212 \pm 15$</td>
<td>$193 \pm 14$</td>
<td>$67 \pm 8$</td>
<td>$18 \pm 4$</td>
</tr>
<tr>
<td>SM prediction (pre-fit)</td>
<td>$610 \pm 42$</td>
<td>$422 \pm 36$</td>
<td>$217 \pm 15$</td>
<td>$182 \pm 13$</td>
<td>$57 \pm 4$</td>
<td>$19 \pm 2$</td>
</tr>
</tbody>
</table>

Table 7.4: Data and SM background prediction, before and after the fit, in the 2–muon control region for the different selections. For the SM predictions both the statistical and systematic uncertainties are included.
Figure 7.3: Distributions of the measured $E_{\text{miss}}$ (a), leading-jet $p_T$ (b), dimuon mass (c), and jet multiplicity (d) in the 2–muon control region for the $E_{\text{miss}} > 250$ GeV selection, compared to the background predictions before the global fit. The error bands in the ratios include the statistical and experimental uncertainties in the background predictions. The contributions from multijets and non-collision backgrounds are negligible and are not shown in the figures. The shape difference observed in the dimuon invariant mass between data and simulation does not have an impact in this analysis.
7.2 Non–Collision Background

A high–$p_T$ jet recoiling against missing transverse momentum is also the event signature of non–collision background (NCB) jets. Without additional jet selection criteria, non-collision background dominates the signal region at $\mathcal{O}(100)$ the rate of Standard Model background processes, as shown in Figure 7.4. Tight jet cleaning criteria have been deployed to efficiently suppress the level of NCB in the monojet signal region, suppressing non-collision rates by $\mathcal{O}(10^3)$.

Figure 7.4: The leading jet $p_T$ (left) and $\phi$ (right) distributions of the data events passing the signal region selection without the tight cleaning criteria applied on the leading jet. The $\phi$ distribution shows a typical azimuthal structure of beam-induced backgrounds. The Standard Model background indicated in the plots corresponds to the estimates obtained for the analysis signal region, including tight jet quality requirements. The jet selection inefficiency of the cleaning selection is $\mathcal{O}(1\%)$, which is negligible compared to the observed excess in data. This demonstrates the necessity of a strong non-collision background suppression for this analysis.

The residual NCB in the signal region is estimated using a data-driven method. A set of beam–induced–background (BIB) tagging methods have been developed [108] which match¹ calorimeter clusters in the LAr or Tile barrels with $E_T > 10$ GeV to a CSC or MDT segment which is nearly parallel to the beam pipe. The two–sided no–time method is used: a match between a calorimeter cluster and a muon segment on both the A and C sides of the detector is required, and no requirement on jet timing is applied. Extensive studies conducted using 8 TeV data showed that the typical efficiency of this BIB tagger was around 15%, with a mistag rate (probability of tagging a good jet as a fake jet) of less than $10^{-5}$.

This BIB tagger is used for the evaluation of the residual NCB contribution in the signal region:

¹Matching happens in terms of the azimuthal angular distance and of the relative radial distance between cluster and segment.
1. A sample enriched in BIB can be constructed by looking at events in the signal region in which the leading jet fails the tight cleaning criteria.

2. The BIB tagging efficiency is then assessed as the ratio between the number of events tagged as BIB and the overall number of events in this BIB–enriched region:

\[ \epsilon_{\text{BIB tag}} = \frac{N_{\text{NCB region}}^{\text{BIB tag}}}{N_{\text{NCB region}}}; \]

3. The NCB yield in the SR is then estimated as the ratio between the number of SR events which are tagged as BIB and the BIB tagging efficiency:

\[ N_{\text{NCB}}^{\text{SR}} = \frac{N_{\text{SR}}^{\text{BIB tag}}}{\epsilon_{\text{BIB tag}}}; \]

4. The BIB mistag rate is cross-checked as the fraction of events in the signal region which are flagged as BIB by the tagger but pass the tight cleaning criteria:

\[ r_{\text{mistag}} = \frac{N_{\text{SR}}^{\text{BIB tag}}}{N_{\text{SR without tight}}^{\text{BIB tag}}}; \]

The BIB tagger information was effectively introduced on September 20, 2015 and available in the last 2.7 fb\(^{-1}\) of data collected in 2015. Using this subset of data, one obtains the numbers shown in Table 7.5.

<table>
<thead>
<tr>
<th></th>
<th>( E_T^{\text{miss}} &gt; 250 \text{ GeV} )</th>
<th>( E_T^{\text{miss}} &gt; 600 \text{ GeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{SR}}^{\text{BIB tag}} )</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>( N_{\text{NCB region}}^{\text{BIB tag}} )</td>
<td>69653</td>
<td>2175</td>
</tr>
<tr>
<td>( N_{\text{NCB region}} )</td>
<td>275816</td>
<td>8521</td>
</tr>
<tr>
<td>( \epsilon_{\text{BIB tag}} )</td>
<td>25 ± 0.2%</td>
<td>25 ± 1%</td>
</tr>
<tr>
<td>( r_{\text{mistag}} )</td>
<td>0.03 ± 0.4%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 7.5: Evaluation of the BIB tagger efficiency and mistag rate in the last 2.7 fb\(^{-1}\) of data collected in 2015. \( \epsilon_{\text{BIB tag}} \) is evaluated using the inverted jet cleaning control region defined above. Errors shown are statistical uncertainties.
To extrapolate the total amount of NCB in the signal region for the entire 3.2 fb\(^{-1}\) of data, one must determine the amount of fake jets in runs in which the BIB tagger was not available.\(^2\) The total number of events in the BIB–enriched region for the entire dataset is shown in Table 7.6.

<table>
<thead>
<tr>
<th>(E_T^{\text{miss}} &gt; 250,\text{GeV})</th>
<th>(E_T^{\text{miss}} &gt; 600,\text{GeV})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N^\text{NCB region})</td>
<td>(N^\text{NCB region})</td>
</tr>
<tr>
<td>324460</td>
<td>9999</td>
</tr>
</tbody>
</table>

Table 7.6: Number of fake jet events in the full 3.2 fb\(^{-1}\) of data collected in 2015.

Then, assuming that the BIB tagging efficiency is constant across the data collection period, the total number of events flagged as BIB by the tagger can be determined by rescaling \(N^\text{SR BIB tag}\) to match the fake jet rate for the entire dataset. Therefore, the total amount of non–collision background in the signal region can be calculated as:

\[
N^\text{SR NCB} = \left( \frac{N^\text{NCB region}^{3.2\,\text{fb}^{-1}}}{N^\text{NCB region}^{2.7\,\text{fb}^{-1}}} \right) \frac{N^\text{SR BIB tag}}{\epsilon_{\text{BIB tag}}}
\]

The amount of non–collision background is shown in Table 7.7. The BIB tagger efficiency can vary between 22\% and 45\% when evaluated using different BIB-enriched regions, as discussed in Appendix B. Therefore, a conservative 100\% systematic uncertainty is applied to the total amount of non–collision background in the signal region.

### 7.2.1 Jet Cleaning Performance

The non–collision–background rejection power of the Tight jet cleaning criteria is evaluated on a sample of BIB–tagged events in the signal region for different \(E_T^{\text{miss}}\) regimes in Table 7.8. Only sub-percent non-collision backgrounds remain in the signal region after applying the cleaning criteria.

---

\(^2\)This extrapolation will not be necessary when using the reprocessed data since the tagger will be available for the whole 2015 dataset there.
<table>
<thead>
<tr>
<th>Region</th>
<th>$N^{\text{NCB}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T^{\text{miss}} &gt; 250$ GeV</td>
<td>112 ± 23</td>
</tr>
<tr>
<td>250 &lt; $E_T^{\text{miss}}$ &lt; 300 GeV</td>
<td>61 ± 17</td>
</tr>
<tr>
<td>300 &lt; $E_T^{\text{miss}}$ &lt; 350 GeV</td>
<td>23 ± 10</td>
</tr>
<tr>
<td>350 &lt; $E_T^{\text{miss}}$ &lt; 400 GeV</td>
<td>19 ± 9</td>
</tr>
<tr>
<td>400 &lt; $E_T^{\text{miss}}$ &lt; 500 GeV</td>
<td>9 ± 7</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ &gt; 500 GeV</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.7: Total amount of non–collision background in the specified regions. Errors shown are statistical uncertainties.

<table>
<thead>
<tr>
<th>$E_T^{\text{miss}}$ &gt; 250 GeV</th>
<th>$E_T^{\text{miss}}$ &gt; 600 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N^{\text{SR w/o cleaning}}$ in first 2.7 fb$^{-1}$ of data</td>
<td>69677</td>
</tr>
<tr>
<td>Total estimated NCB w/o cleaning</td>
<td>324572 ± 3</td>
</tr>
<tr>
<td>$N^{\text{SR with cleaning}}$ in first 2.7 fb$^{-1}$ of data</td>
<td>24</td>
</tr>
<tr>
<td>Total estimated NCB with cleaning</td>
<td>113 ± 2</td>
</tr>
<tr>
<td>% Remaining NCB</td>
<td>0.03 ± 0.3%</td>
</tr>
</tbody>
</table>

Table 7.8: Amount of NCB in the signal region with and without applying the Tight cleaning criteria to the leading jet. Errors shown are statistical uncertainties.
Figure 7.5: Selected distributions for the events in the signal region $E_{T}^{\text{miss}} > 250$ GeV that are tagged as non-collision background, yet have leading jets that pass the Tight jet cleaning criteria.
7.3 Multijet Background

The multijet background with large $E_T^{\text{miss}}$ mainly originates from the misreconstruction of the energy of a jet in the calorimeter and to a lesser extent is due to the presence of neutrinos in the final state from heavy-flavor hadron decays. In this analysis, the multijet background is determined from data, using the jet smearing method as described in Reference [109], which relies on the assumption that the $E_T^{\text{miss}}$ of multijet events is dominated by fluctuations in the jet response in the detector which can be measured in the data. The jet smearing method requires the normalization of the smeared data in a multijet-enriched control region. This region is defined with similar $E_T^{\text{miss}}$ and leading jet $p_T$ cuts as in the signal region definition, but inverting the $\Delta\phi(\text{jet, } \vec{p}_T^{\text{miss}})$ cut, requiring it to be less than 0.4. Distributions for this selection are shown in Figure 7.6. The multijet background estimation includes both the statistical and a 100% systematic uncertainty. For the $E_T^{\text{miss}} > 250$ GeV and $250 < E_T^{\text{miss}} < 300$ GeV selections, the multijet background constitutes about 0.5% of the total background, and is negligible for the other signal regions.

Figure 7.6: Measured distribution of the $E_T^{\text{miss}}$ (left) and jet multiplicity (right) in the multijet control region for the $E_T^{\text{miss}} > 250$ GeV selection compared to the expected background. The error bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background expectations. The multijets background estimation includes both the statistical and a 100% systematic uncertainty.
7.4 Experimental Systematics

Experimental uncertainties effect expected event yields, ratios, and scale factors in the analysis, and must be accounted for in the final limit calculation. Uncertainties on reconstructed objects such as jets or leptons can arise from the energy/momentum scale or efficiencies of object reconstruction, identification, and selection. Overall uncertainties on the event selection efficiency from the trigger and luminosity measurement are also included. As described in Section 7.6, the following list of nuisance parameters are used to model the impact of experimental systematic uncertainties on expected background and signal event yields in different $E_{T}^{\text{miss}}$ bins:

**Luminosity** A 5% uncertainty has been applied to all MC event yields, to account for the uncertainty on the knowledge of the integrated luminosity measured in data which is used for the MC normalization.

**Trigger Efficiency** No uncertainty related to the trigger efficiency is considered in the signal regions because the efficiency plateau for the $\text{HLT}_{xe70}$ trigger is reached at the missing transverse momentum values below 250 GeV already.

**EG_RESOLUTION_ALL** Accounts for the uncertainty on the electron/photon resolution.

**EG_SCALE_ALL** Accounts for the uncertainty on the electron/photon energy scale.

**EL_EFF_ID_TotalCorrUncertainty** Accounts for the uncertainty on the electron identification efficiency scale factors applied to MC.

**EL_EFF_Reco_TotalCorrUncertainty** Accounts for the uncertainty on the electron reconstruction efficiency scale factors applied to MC.

**EL_EFF_Iso_TotalCorrUncertainty** Accounts for the uncertainty on the electron isolation efficiency scale factors applied to MC.

**JET_GroupedNP_i** ($i = 1 \ldots 3$) Accounts for the uncertainty on the jet energy scale (JES) from in–situ analyses.
**MET_SoftTrk_ResoPara** Accounts for the missing transverse momentum track soft term resolution uncertainty (soft term projection parallel to the hadronic recoil system $p_T$).

**MET_SoftTrk_ResoPerp** Accounts for the missing transverse momentum track soft term resolution uncertainty (soft term projection perpendicular to the hadronic recoil system $p_T$).

**MET_SoftTrk_Scale** Accounts for the missing transverse momentum track soft term scale uncertainty.

**MUONS_ID** and **MUONS_MS** Account for the impact of muon identification efficiency scale factor uncertainties.

**MUONS_SCALE** Accounts for the impact of muon momentum scale uncertainties.

**MUON_EFF_STAT** Accounts for the statistical component of muon identification efficiency scale factor uncertainties.

**MUON_EFF_SYS** Accounts for the systematic component of muon identification efficiency scale factor uncertainties.

Uncertainties in the absolute jet and missing transverse momentum energy scales and resolutions [102] translate into an uncertainty in the total background which varies between $\pm 0.5\%$ for the low-$E_T^{miss}$ signal region bin and $\pm 1.6\%$ for the high-$E_T^{miss}$ signal region bin. Uncertainties related to jet quality requirements, pileup dependance, and corrections to the jet $p_T$ and $E_T^{miss}$ introduce a $\pm 0.2\%$ to $\pm 0.9\%$ uncertainty in the background predictions. Uncertainties in the simulated lepton identification and reconstruction efficiencies, energy/momentum scale and resolution translate into an uncertainty in the total background which varies between $\pm 0.1\%$ and $\pm 1.4\%$ for the low-$E_T^{miss}$ signal region bin and between $\pm 0.1\%$ and $\pm 2.6\%$ for the high-$E_T^{miss}$ signal region bin, respectively. Uncertainties on the luminosity are strongly constrained by the background fit and are negligible in the signal region.

7.4.1 **WZtransfer Uncertainty**

A WZtransfer uncertainty is assigned to the $Z \rightarrow \nu\nu$ prediction in the signal region to account for the fact that its normalization is primarily derived from the $W \rightarrow \mu\nu$ yield in the 1-muon control region, as
described in Section 7.6.

Monte Carlo modeling differences between the missing transverse momentum in \( Z \to \nu\nu \) and \( W \to \mu\nu \) are one source of uncertainty. Figure 7.7 shows several observables used to define the analysis are compared between events from \( Z \to \nu\nu \) in the signal region (\( E_T^{\text{miss}} > 250 \text{ GeV} \)) and events from \( W \to \mu\nu \) in the single muon control region (without the invariant mass cut). The MC modeling differences are on the order of 2-3%.

![Figure 7.7: Comparison of the truth level quantities \( E_T^{\text{miss}} \), jet multiplicity, leading jet \( p_T \) and \( H_T \) in the \( W \) and \( Z \) Monte Carlo samples.](image)

The effect from NLO electroweak corrections on the \( W+\text{jets} \) to \( Z+\text{jets} \) ratio is also included \([110-112]\). Dedicated parton-level calculations are performed with the same \( E_T^{\text{miss}} \) and leading-jet-\( p_T \) requirements as in the \( E_T^{\text{miss}} \)-binned signal regions. The studies suggest an effect on the \( W+\text{jets} \) to \( Z+\text{jets} \) ratio which varies between about ±1.9% for \( E_T^{\text{miss}} > 250 \text{ GeV} \) and ±5.2% for \( E_T^{\text{miss}} > 700 \text{ GeV} \), although the calculations suffer from large uncertainties, mainly due to limited knowledge of the photon PDFs in the
These results are adopted as an additional uncertainty in the $\tau\tau$ contributions, quoted in Table 7.9.

The final $WZ$ transfer uncertainty used for the $Z \to \nu\nu$ prediction in the SR corresponds to the sum in quadrature of the 3% from MC modelling and the corresponding uncertainty from the EW correction. The values used are given in Table 7.9, where numbers are rounded up for brevity and simplicity.

<table>
<thead>
<tr>
<th>Exclusive bins of $E_T^{\text{miss}}$ (GeV)</th>
<th>250-300</th>
<th>300-350</th>
<th>350-400</th>
<th>400-500</th>
<th>500-600</th>
<th>600-700</th>
<th>700-∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW correction by theoretical calculations</td>
<td>$(-0.4^{+1.6}_{-0.8})%$</td>
<td>$(0.1^{+1.6}_{-1.0})%$</td>
<td>$(-0.7^{+1.8}_{-1.2})%$</td>
<td>$(0.2^{+1.8}_{-1.4})%$</td>
<td>$(0.4^{+2.1}_{-1.9})%$</td>
<td>$(1.5^{+2.5}_{-2.3})%$</td>
<td>$(1.7^{+2.4}_{-3.5})%$</td>
</tr>
<tr>
<td>Final $WZ$ transfer uncertainties</td>
<td>±3.5%</td>
<td>±3.5%</td>
<td>±4.0%</td>
<td>±4.0%</td>
<td>±4.0%</td>
<td>±5.0%</td>
<td>±6.0%</td>
</tr>
</tbody>
</table>

Table 7.9: LO $Z/W$ electroweak corrections as given by theoretical calculations. The large uncertainties on these estimations are mostly coming from errors in the photon PDFs. Additionally, this table shows final $WZ$ transfer uncertainties, combining contributions from the MC modelling and the EW corrections differences in the $W+\text{jets}$ and $Z+\text{jets}$ production.

### 7.5 Theoretical Uncertainties

Uncertainties related to the Monte Carlo predicted background yields are estimated for the $W/Z+\text{jets}$, $t\bar{t}$, single-top, and diboson processes.

Uncertainties corresponding to variations of the renormalization, factorization, and parton-shower matching scales and PDFs in the SHERPA $W/Z+\text{jets}$ background samples are shown in Table 7.10. These uncertainties translate into a ±1.1% to ±1.3% uncertainty in the total background.

Theoretical uncertainties in the predicted background yields for top-quark-related processes include: uncertainties on the absolute $t\bar{t}$ and single-top production cross sections, variations in the set of parameters that govern the parton showers and the amount of initial- and final-state soft gluon radiation, and
uncertainties due to the choice of renormalization and factorization scales and PDFs. This introduces an uncertainty in the total background prediction which varies between ±2.7% and ±3.3%.

Uncertainties in the diboson contribution are estimated using different MC generators and translate into an uncertainty in the total background in the range between ±0.05% and ±0.4%. A ±100% uncertainty in the multijet and non-collision background estimations is adopted, leading to a ±0.2% uncertainty in the total background for $E_{T}^{\text{miss}} > 250$ GeV.

Statistical uncertainties related to the data control regions and simulation samples lead to an additional uncertainty in the final background estimates in the signal regions which varies between ±2.5% and ±10%.

### 7.5.1 Signal Sample Uncertainties

The uncertainty on the signal sample yields arises from experimental, theoretical, and Monte Carlo generator-dependent uncertainties. The experimental uncertainties related to the jet and $E_{T}^{\text{miss}}$ scales and resolutions introduce uncertainties in the signal yields which vary between ±1% and ±3%. The uncertainty in the integrated luminosity is also included. Aspects of signal sample generation create uncertainties in the signal acceptance. The uncertainty related to the modeling of the initial- and final-state radiation translates into ±20% uncertainty in the acceptance. The choice of different PDF sets results in up to ±20% uncertainty in the acceptance and ±10% uncertainty in the cross section. Varying the renormalization and factorization scales introduces ±5% variations of the cross section and a ±3% change in the acceptance.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[250-300]</th>
<th>[300-350]</th>
<th>[350-400]</th>
<th>[400-500]</th>
<th>[500-600]</th>
<th>[600-700]</th>
<th>[700-∞]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z \rightarrow \nu\nu$</td>
<td>0.51%</td>
<td>0.79%</td>
<td>0.99%</td>
<td>0.39%</td>
<td>0.81%</td>
<td>0.37%</td>
<td>0.61%</td>
</tr>
<tr>
<td>$Z \rightarrow \ell\ell$</td>
<td>2.73%</td>
<td>3.50%</td>
<td>4.39%</td>
<td>2.42%</td>
<td>3.23%</td>
<td>1.82%</td>
<td>1.08%</td>
</tr>
<tr>
<td>$W \rightarrow e\nu$</td>
<td>3.72%</td>
<td>1.90%</td>
<td>1.62%</td>
<td>1.21%</td>
<td>2.08%</td>
<td>4.70%</td>
<td>7.22%</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$</td>
<td>0.92%</td>
<td>0.16%</td>
<td>0.33%</td>
<td>0.48%</td>
<td>0.41%</td>
<td>0.33%</td>
<td>1.32%</td>
</tr>
<tr>
<td>$W \rightarrow \tau\nu$</td>
<td>3.96%</td>
<td>0.95%</td>
<td>1.17%</td>
<td>1.71%</td>
<td>2.38%</td>
<td>4.54%</td>
<td>3.90%</td>
</tr>
</tbody>
</table>

Table 7.10: Final $V+$jets systematic uncertainties for the different Sherpa samples, as a function of missing transverse momentum [GeV].
Simultaneous Shape Fit

A simultaneous likelihood fit is performed across the 1–muon, 1–electron, and 2–muon control regions and signal region in order to normalize and constrain the background estimates. Background-only fits which remain blind to the signal region data yield are performed separately in each of the seven inclusive regions $E_T^{\text{miss}} > 250$ GeV through $E_T^{\text{miss}} > 700$ GeV. This fit is used to set model-independent limits on the total number of events that could be arising from new physics, presented in Section 8.3. In addition, a fit simultaneously using all the exclusive $E_T^{\text{miss}}$ regions is performed. In this case, three normalization factors are considered separately in each of the seven exclusive $E_T^{\text{miss}}$ regions, for a total of 21 normalization factors, which uses information from the shape of the $E_T^{\text{miss}}$ distribution to enhance the sensitivity of the analysis to the presence of new phenomena. This scheme is used to set limits on the cross section for various dark matter simplified models, presented in Section 8.4.

Shape Fit

The simplified shape fit strategy reduces analysis uncertainties arising from discrepancies between data and Monte Carlo predictions of the boson $p_T$ spectrum, while using information about the $E_T^{\text{miss}}$ spectrum to improve the analysis sensitivity. For example, in the $\sqrt{s} = 8$ TeV version of the mono–jet analysis a discrepancy between the expected and observed $E_T^{\text{miss}}$ shape was present in the 1–muon control region, as shown in Figure 7.8. Instead of accounting for this discrepancy with an additional systematic uncertainty, the background estimation scheme can be expanded to use multiple normalization factors that each scale a different bin of $E_T^{\text{miss}}$. Additionally, this scheme incorporates shape information into the statistical analysis. Instead of performing a counting experiment for the entire inclusive signal region, in the simplified shape fit a counting experiment is performed in each exclusive bin of the $E_T^{\text{miss}}$ spectrum. The seven-bin scheme used in this analysis and shown in Table 6.2 was chosen based on the available luminosity. More bins better exploit shape information, but also suffer from lower statistics.
Figure 7.8: Distribution of $E_T^{\text{miss}}$ in the 1–muon control region for the 8TeV mono–jet analysis [113], compared with the background expectation. The error bands in the ratios include the statistical and experimental uncertainties on the background expectations. A shape disagreement is observed between the measured and expected distributions. Instead of accounting for this discrepancy with an envelope uncertainty, the background normalization scheme can be expanded to fit to the $E_T^{\text{miss}}$ shape.

**Analysis Uncertainties**

The use of control regions to constrain the normalization of the dominant background contributions from $Z \rightarrow \nu\nu+\text{jets}$ and $W+\text{jets}$ significantly reduces the relatively large theoretical and experimental systematic uncertainties, of the order of 20%–40%, associated with purely MC-based background predictions in the signal regions.

To determine the final uncertainty in the total background, the systematic uncertainties described in Section 7.4 are incorporated as nuisance parameters in the fit, as described in Section 7.6.2. This accounts for correlations among systematic variations. The systematic uncertainties are and are assumed to be fully correlated across all the $E_T^{\text{miss}}$ bins. The likelihood also takes into account cross-contamination between different background sources in the control regions.

The precise formulation of the statistical treatment is described in the following sections.
7.6.1 Signal Strength

The parameter of interest for discovering or excluding Dark Matter is the production cross section \( \sigma \), which in this analysis is measured relative to the theoretical prediction for a given WIMP model \( \sigma_{\text{theory}} \). This ratio, \( \mu \), is defined as

\[
\mu = \frac{\sigma}{\sigma_{\text{theory}}}.
\]  

(7.2)

The statistical analysis of the signal region event yield is a hypothesis test, where the null hypothesis is background-only with no Dark Matter production. All of the likelihoods used in the statistical analysis of the final signal region events are parameterized as a function of \( \mu \). \( \mu \) is a natural variable for hypothesis testing, as \( \mu = 0 \) corresponds to a background-only hypothesis and \( \mu = 1 \) corresponds to the predicted cross section for a particular WIMP model.

7.6.2 Likelihood Function

The following section describes the profile likelihood method \cite{114} used for the statistical analysis of the mono–jet search.

The likelihood function condenses all details of an analysis into a single equation. It is a formula describing the probability of observing the number of events seen in the signal region for some particular value of the signal strength. The observation of events in a signal region is fundamentally a Poisson counting experiment. In a simple single-region counting experiment, the likelihood can be expressed as a Poisson probability of observing \( N \) events given a total number of predicted signal and background events:

\[
\mathcal{L}(\mu) = P(N|\mu S + B).
\]  

(7.3)

where \( P \) is the Poisson probability density function, \( N \) is the total number of observed events, \( \mu \) is the signal strength scaling the predicted number of signal events \( S \), and \( B \) is the predicted number of background events.

In the mono–jet analysis, the estimated yields for certain background processes entering the signal and control regions are scaled by a normalization factor. This technique allows for more precise background es-
mination by using data as a constraint, reducing the impact of theoretical uncertainties on the background model. The corresponding likelihood is then a function of both the signal strength and background normalization factors:

\[ L(\mu, \theta) = P(N|\mu S + \theta B) \cdot P(N_{CR}|\theta B_{CR}) . \]  

(7.4)

where \( \theta \) serves as a “nuisance parameter”, or a parameter that is not of primary interest but still enters the likelihood. The second Poisson term enforces that the background normalization be consistent with the number of observed events in data in the control region, \( N_{CR} \).

These two formulations of likelihoods have assumed a single signal region and do not take into account any shape information of potential discriminating variables. However, the mono–jet analysis signal region is subdivided into seven different orthogonal regions based on \( E_{T}^{\text{miss}} \). The counting experiment described above can be performed in each individual region to utilize shape information from the \( E_{T}^{\text{miss}} \) distribution. Thus, the total likelihood becomes a product over signal regions and bins of \( E_{T}^{\text{miss}} \). Additionally, more than one background process is normalized in control regions. The following formulation of the likelihood accounts for this by including a product over control regions in the second Poisson term:

\[ L(\mu, \theta) = \prod_{\text{bins } b} P_N \left( N_b | \mu S_b + \sum_{\text{bkg } k} \theta_{kb} B_{kb} \right) \prod_{\text{CRs } l} \prod_{\text{bins } b} P_{N_b} \left( N_{lb} | \sum_{\text{bkg } k} \theta_{kb} B_{klb} \right) \]  

(7.5)

where the variable \( i \) counts over the different signal regions, \( b \) counts over bins of \( E_{T}^{\text{miss}} \), \( k \) counts over the backgrounds, and \( l \) counts over the control regions, and \( \theta \) represents the set of \( \theta_k \).

Finally, nuisance parameters for the systematic uncertainties must be included in the likelihood. Each systematic uncertainty \( \epsilon \) is allowed to affect the expected event yields through an exponential response function of the nuisance parameter \( \nu(\theta) = (1 + \epsilon)^{\theta} \). The value of the nuisance parameters for the systematic uncertainty are constrained with a Gaussian term of the form \( g(\delta|\theta) = e^{-(\delta-\theta)^2/2} \sqrt{2\pi} \), where \( \delta \) is the central value and \( \theta \) is a nuisance parameter. An additional term is included to account for the statistical uncertainty in the Monte Carlo samples, which adds an additional Poisson term The full
likelihood used in the final statistical analysis then becomes:

\[
\mathcal{L}(\mu, \theta) = \prod_{\text{SRs i}} P \left( N_b \mu S_b \cdot \prod_{\text{sig. syst. } r} \nu_{b r}(\theta_r) + \sum_{\text{bkg k}} \theta_{k b} B_{k b} \cdot \prod_{\text{bkg. syst. } s} \nu_{b s}(\theta_s) \right)
\]

\[
\cdot \prod_{\text{CRs i}} P \left( N_{l b} \sum_{\text{bkg k}} \theta_{k b} B_{k l b} \right)
\]

\[
\cdot \prod_{\text{syst } t} g (\delta_t | \theta_t) \cdot \prod_{\text{bkg k}} P (\xi_k | \xi_k \theta_k).
\]

(7.6)

Where \( \theta \) represents the full set of nuisance parameters, \( r \) is an index for signal systematics, \( s \) is an index for background systematics, and \( t \) is an index for Monte Carlo samples. The fourth term of the equation quantifies the uncertainty due to finite Monte Carlo sample size. Here, \( \xi \) represents the central value of the background prediction, \( \theta \) is the associated nuisance parameter, and \( \zeta = (B/\delta B)^2 \), where \( \delta B \) is the statistical uncertainty of \( B \).

The best fit value of the signal strength \( \mu \) is determined by finding the values of \( \mu \) and \( \theta \) that maximize the likelihood. Once the likelihood is defined, a test statistic must be built for use in hypothesis testing, described in Section 8.2.

### 7.7 Fit Results

The results of a background–only fit in the control regions are presented in detail in Table 7.11 for \( E_T^{\text{miss}} > 250 \text{ GeV} \). Tables 7.3–7.4 collect the results for the total background predictions in each of the control regions for the inclusive and exclusive \( E_T^{\text{miss}} \) selections. As the tables indicate, the \( W/Z + \text{jets} \) background predictions receive multiplicative normalization factors that vary in the range between 0.8 and 1.2, depending on the process and the kinematic selection. Values of the 21 normalization factors determined from the background–only fit are shown in Figure 7.9. The effect of these normalization factors on the \( E_T^{\text{miss}} \) distributions of each control region is shown in Figure 7.10. Good agreement is observed between the normalization factors obtained by using inclusive or exclusive \( E_T^{\text{miss}} \) regions.
Figure 7.9: Values of the 21 normalization factors determined from the background--only fit.

<table>
<thead>
<tr>
<th>$E^\text{miss}_T$ control regions</th>
<th>1-electron</th>
<th>1-muon</th>
<th>2-muon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events ($3.2 \text{ fb}^{-1}$)</td>
<td>3559</td>
<td>10481</td>
<td>1488</td>
</tr>
<tr>
<td>SM prediction (post-fit)</td>
<td>3559 ± 60</td>
<td>10480 ± 100</td>
<td>1488 ± 39</td>
</tr>
<tr>
<td>Fitted $W \to e\nu$</td>
<td>2410 ± 140</td>
<td>0.4 ± 0.1</td>
<td>–</td>
</tr>
<tr>
<td>Fitted $W \to \mu\nu$</td>
<td>2.4 ± 0.3</td>
<td>8550 ± 330</td>
<td>1.8 ± 0.3</td>
</tr>
<tr>
<td>Fitted $W \to \tau\nu$</td>
<td>462 ± 27</td>
<td>435 ± 28</td>
<td>0.14 ± 0.02</td>
</tr>
<tr>
<td>Fitted $Z \to e\bar{e}$</td>
<td>0.5 ± 0.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Fitted $Z \to \mu\bar{\mu}$</td>
<td>0.02 ± 0.02</td>
<td>143 ± 10</td>
<td>1395 ± 41</td>
</tr>
<tr>
<td>Fitted $Z \to \tau\bar{\tau}$</td>
<td>30 ± 2</td>
<td>22 ± 4</td>
<td>0.5 ± 0.1</td>
</tr>
<tr>
<td>Fitted $Z \to \nu\bar{\nu}$</td>
<td>1.8 ± 0.1</td>
<td>2.3 ± 0.2</td>
<td>–</td>
</tr>
<tr>
<td>Expected $t\bar{t}$, single top</td>
<td>500 ± 150</td>
<td>1060 ± 330</td>
<td>42 ± 13</td>
</tr>
<tr>
<td>Expected dibosons</td>
<td>150 ± 13</td>
<td>260 ± 25</td>
<td>48 ± 5</td>
</tr>
<tr>
<td>MC exp. SM events</td>
<td>3990 ± 320</td>
<td>10500 ± 710</td>
<td>1520 ± 98</td>
</tr>
</tbody>
</table>

Table 7.11: Data and background predictions in the control regions before and after the fit is performed for $E^\text{miss}_T > 250 \text{ GeV}$. The background predictions include both the statistical and systematic uncertainties. Omitted values are negligible. The individual uncertainties are correlated, and do not necessarily add in quadrature to the total background uncertainty.
Figure 7.10: Distributions of the measured $E_T^{\text{miss}}$ before (left) and after (right) the simultaneous shape fit in the 1–muon control region (top), 1–electron control region (middle), and 2–muon control region (bottom). In the pre–fit plots the error bands in the ratios include the statistical and experimental uncertainties in the background predictions. In the post–fit plots distributions are scaled with global normalization factors extracted from the fit as performed in exclusive missing transverse momentum bins. The error bands in the ratios include the statistical and experimental uncertainties in the background predictions as determined by the global fit to the data in the control regions. The contributions from multijets and non-collision backgrounds are negligible and are not shown in the figures.
8.1 Signal Region Yields

The results of the background estimation scheme and observed data yields are presented in this section. The observed and expected yields as determined by the fit are presented in Figure 8.1 for selected $E_T^{\text{miss}}$ ranges. A detailed breakdown of the number of events in data and expected contributions from individual background processes in the signal region for certain $E_T^{\text{miss}}$ ranges is presented in Table 8.1. The total background results for all of the signal regions are summarized in Table 8.2.

Figure 8.2 shows several measured distributions compared to the corrected Standard Model predictions for $E_T^{\text{miss}} > 250$ GeV. The related uncertainties are determined from the global fit carried out in exclusive $E_T^{\text{miss}}$ bins. For illustration purposes, the distributions include the $E_T^{\text{miss}}$ distributions of several signal models.

Good agreement is observed between the data and the background predictions in each region. The background yield for the inclusive selections is determined with a total uncertainty of $\pm 4.0\%$, $\pm 6.8\%$, and
±12% for the $[250, \infty]$, $[500, \infty]$, and $[700, \infty]$ signal regions, respectively. This uncertainty includes correlations between uncertainties in the individual background contributions.

Figure 8.1: Observed and expected events in the signal and control regions for $E_T^{\text{miss}} > 250$ GeV (a), $E_T^{\text{miss}} > 700$ GeV (b), $250 < E_T^{\text{miss}} < 300$ GeV (c), and $400 < E_T^{\text{miss}} < 500$ GeV (d). The expected yields include the global normalization factors extracted from the corresponding fit. The error bands in the ratios include the statistical and experimental uncertainties on the background predictions.
### Table 8.1: Data and SM background predictions in the signal region for several inclusive and exclusive missing transverse momentum selections. For the SM prediction both the statistical and systematic uncertainties are included. In each signal region, the individual uncertainties for the different background processes can be correlated, and do not necessarily add in quadrature to the total background uncertainty. Negligible yields are omitted.

<table>
<thead>
<tr>
<th>Signal Region $[E_T^{\text{miss}} \text{ bin edges in GeV}]$</th>
<th>$[250, \infty]$</th>
<th>$[350, 400]$</th>
<th>$[500, 600]$</th>
<th>$[700, \infty]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events (3.2 fb$^{-1}$)</td>
<td>21447</td>
<td>2939</td>
<td>747</td>
<td>185</td>
</tr>
<tr>
<td>SM prediction</td>
<td>21730 ± 940</td>
<td>3210 ± 170</td>
<td>686 ± 50</td>
<td>167 ± 20</td>
</tr>
<tr>
<td>$W \rightarrow e\nu$</td>
<td>1710 ± 170</td>
<td>228 ± 26</td>
<td>37 ± 7</td>
<td>7 ± 2</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$</td>
<td>1950 ± 170</td>
<td>263 ± 28</td>
<td>44 ± 8</td>
<td>11 ± 2</td>
</tr>
<tr>
<td>$W \rightarrow \tau\nu$</td>
<td>3980 ± 310</td>
<td>551 ± 47</td>
<td>101 ± 15</td>
<td>19 ± 4</td>
</tr>
<tr>
<td>$Z \rightarrow ee$</td>
<td>0.01 ± 0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$Z \rightarrow \mu\mu$</td>
<td>76 ± 30</td>
<td>9 ± 5</td>
<td>5 ± 2</td>
<td>2 ± 1</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>48 ± 7</td>
<td>5 ± 1</td>
<td>0.9 ± 0.2</td>
<td>0.2 ± 0.1</td>
</tr>
<tr>
<td>$Z \rightarrow \nu\nu$</td>
<td>12520 ± 700</td>
<td>1940 ± 130</td>
<td>443 ± 42</td>
<td>109 ± 18</td>
</tr>
<tr>
<td>$t\bar{t}$, single top</td>
<td>780 ± 240</td>
<td>108 ± 32</td>
<td>19 ± 7</td>
<td>3 ± 1</td>
</tr>
<tr>
<td>Dibosons</td>
<td>506 ± 48</td>
<td>82 ± 8</td>
<td>36 ± 5</td>
<td>15 ± 2</td>
</tr>
<tr>
<td>Multijets</td>
<td>51 ± 50</td>
<td>6 ± 6</td>
<td>1 ± 1</td>
<td>0.4 ± 0.4</td>
</tr>
<tr>
<td>Non-collision background</td>
<td>110 ± 110</td>
<td>19 ± 19</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 8.2: Data (3.2 fb$^{-1}$) and SM background predictions in the signal region for the different selections. For the SM predictions both the statistical and systematic uncertainties are included.

<table>
<thead>
<tr>
<th>Signal Region</th>
<th>$[250, \infty]$</th>
<th>$[300, \infty]$</th>
<th>$[350, \infty]$</th>
<th>$[400, \infty]$</th>
<th>$[500, \infty]$</th>
<th>$[600, \infty]$</th>
<th>$[700, \infty]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>21447</td>
<td>11975</td>
<td>6433</td>
<td>3494</td>
<td>1170</td>
<td>423</td>
<td>185</td>
</tr>
<tr>
<td>SM prediction</td>
<td>21730 ± 940</td>
<td>12340 ± 570</td>
<td>6570 ± 340</td>
<td>3390 ± 200</td>
<td>1125 ± 77</td>
<td>441 ± 39</td>
<td>167 ± 20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal Region</th>
<th>$[250, 300]$</th>
<th>$[300, 350]$</th>
<th>$[350, 400]$</th>
<th>$[400, 500]$</th>
<th>$[500, 600]$</th>
<th>$[600, 700]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>9472</td>
<td>5542</td>
<td>2939</td>
<td>2324</td>
<td>747</td>
<td>238</td>
</tr>
<tr>
<td>SM prediction</td>
<td>9400 ± 410</td>
<td>5770 ± 260</td>
<td>3210 ± 170</td>
<td>2260 ± 140</td>
<td>686 ± 50</td>
<td>271 ± 28</td>
</tr>
</tbody>
</table>
Figure 8.2: Measured distributions of the $E_T^{\text{miss}} \gtrsim 250$ GeV signal region selection compared to the SM predictions as a function of: $E_T^{\text{miss}}$ (a), leading jet $p_T$ (b), leading jet $\eta$ (c), jet multiplicity (d), second-leading jet $p_T$ (e), and third-leading jet $p_T$ (f). The SM predictions are normalized with normalization factors as determined by the global fit that considers exclusive $E_T^{\text{miss}}$ regions. For illustration purposes, the distributions of different ADD, SUSY, and WIMP scenarios are included. The error bands in the ratio shown in the lower panel include both the statistical and systematic uncertainties in the background expectations. The contributions from multijets and non-collision backgrounds are negligible and not shown. No excess is observed.
8.2 Setting Limits

In the absence of any excess, the observed data and predicted background yields are used to set model-independent limits on new phenomena. The CL$_s$ method [115] is used to set exclusion limits in this analysis.

A test statistic is used for setting limits, and measures the degree of agreement between the data and the hypothesized signal with strength $\mu = \sigma / \sigma_{\text{theory}}$. The test statistic is defined as:

$$ q_\mu = \begin{cases} -2 \ln \frac{L(\mu, \hat{\theta}(\mu))}{L(0, \hat{\theta}(0))} & \hat{\mu} < 0 \\ -2 \ln \frac{L(\mu, \hat{\theta}(\mu))}{L(\hat{\mu}, \hat{\theta})} & 0 \leq \hat{\mu} < \mu \\ 0 & \hat{\mu} > \mu \end{cases} $$ \hspace{1cm} (8.1)

where $\mu$ is the value of the signal strength under test, $\hat{\mu}$ is the best fit, $\hat{\theta}$ is the best fit value of the nuisance parameters, $\hat{\theta}_0$ is the best fit value of the nuisance parameters under the fixed $\mu$ value, and $L$ is the Poisson likelihood of the data (as described in section 7.6.2).

Higher values of $q_\mu$ represent greater incompatibility between the data and the hypothesized value of $\mu$. Additionally, $q_\mu$ is protected against negative, unphysical values of the signal strength $\mu$, and does not count excesses in the data larger than those expected by a signal strength $\mu$ as evidence against the $\mu$ hypothesis.

Setting a limit on the cross section for new physics processes requires defining the following terms:

- CL$_{s+b}$: the probability that the signal+background hypothesis produces a value of the test statistic that is less than or equal to the observed value.

- CL$_b$: the probability that the background-only hypothesis produces a value of the test statistic less than or equal to the observed value.

- CL$_s$: the ratio CL$_{s+b}$/CL$_b$.

A 95% upper limit on the cross section is defined as the value of $\mu$ that makes CL$_s$ less than 5%. This is an exclusion interval. A 95% CL$_s$ limit makes the statement that the probability of falsely excluding a
true signal with signal strength $\mu$ is less than 5% in the excluded range or region. Models are considered excluded when $\mu \leq 1 (\sigma < \sigma_{\text{theory}})$ for 95% CL $\alpha$.

### 8.3 Model Independent Limits

An upper limit is set on the number of events in each signal region that could be produced by new physics. A simultaneous likelihood fit is performed in both the control regions for different $E_T^{\text{miss}}$ ranges. Model-independent 95% confidence level (CL) upper limits on the visible cross section, defined as the production cross section $\sigma$ times acceptance $A$ times efficiency $\epsilon$, are extracted using the $CL_s$ method and considering the systematic uncertainties in the SM backgrounds and the uncertainty in the integrated luminosity.

The results are presented in Table 8.3. Values of $\sigma \times A \times \epsilon$ above 553 fb for $E_T^{\text{miss}} > 250$ GeV and above 19 fb for $E_T^{\text{miss}} > 700$ GeV are excluded at 95% CL. Typical event selection efficiencies $\epsilon$ varying from about 100% for $E_T^{\text{miss}} > 250$ GeV to 96% for $E_T^{\text{miss}} > 700$ GeV are found in simulated $Z \rightarrow \nu\nu$+jets background processes.

<table>
<thead>
<tr>
<th>Signal channel</th>
<th>$\langle \sigma \rangle_{\text{obs}}^{95%}$ [fb]</th>
<th>$S_{\text{obs}}^{95%}$</th>
<th>$S_{\text{exp}}^{95%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T^{\text{miss}} &gt; 250$ GeV</td>
<td>553</td>
<td>1773</td>
<td>1864$^{+589}_{-548}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 300$ GeV</td>
<td>308</td>
<td>988</td>
<td>1178$^{+348}_{-348}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 350$ GeV</td>
<td>196</td>
<td>630</td>
<td>694$^{+308}_{-204}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 400$ GeV</td>
<td>153</td>
<td>491</td>
<td>401$^{+168}_{-113}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 500$ GeV</td>
<td>61</td>
<td>196</td>
<td>164$^{+133}_{-45}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 600$ GeV</td>
<td>23</td>
<td>75</td>
<td>84$^{+32}_{-23}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 700$ GeV</td>
<td>19</td>
<td>61</td>
<td>48$^{+18}_{-13}$</td>
</tr>
</tbody>
</table>

Table 8.3: Observed and expected 95% CL upper limits on the number of signal events, $S_{\text{obs}}^{95\%}$ and $S_{\text{exp}}^{95\%}$, respectively. This table also shows the upper limit on the visible cross section $\langle \sigma \rangle_{\text{obs}}^{95\%}$ for $E_T^{\text{miss}} > 250$ GeV through $E_T^{\text{miss}} > 700$ GeV.

### 8.4 Dark Matter Interpretation

The results are translated into exclusion limits on the WIMP pair-production cross section for an axial-vector particle mediating an $s$-channel exchange. For on-shell WIMP pair-production, where $m_A > 2m_\chi$, typical $A \times \epsilon$ values for signal models with a 1 TeV mediator range from 25% to 2% for $E_T^{\text{miss}} > 250$ GeV and $E_T^{\text{miss}} > 700$ GeV signal region selections, respectively.
Figure 8.3 shows the observed and expected 95% CL exclusion limits in the \( m_\chi - m_A \) parameter plane for a simplified model with an axial-vector mediator, Dirac WIMPs, and couplings \( g_q = 1/4 \) and \( g_\chi = 1 \). A minimal mediator width is assumed. In addition, observed limits are shown using \pm 1\sigma \) theoretical uncertainties in the signal cross sections. In the region of phase space where the mediator is heavy enough to decay into a pair of WIMPs \( (m_A > 2m_\chi) \), called the “on-shell regime”), the models with mediator masses up to 1 TeV are excluded. This analysis loses sensitivity to the models in the off-shell regime \( (m_A < 2m_\chi) \) where the decay into a pair of WIMPs is kinematically suppressed. The perturbative unitarity is violated in the parameter region defined by \( m_\chi > \sqrt{\pi/2}m_A \) [116].

Comparing the relic density predicted by the benchmark models to the measured relic density provides some insight on the viability of a given choice of model parameters. The freezeout temperature and relic density of dark matter can be calculated for each point of \( (m_A, m_\chi) \) phase space in Figure 8.3, assuming that all of the DM interactions are encapsulated by the simplified model, as discussed in Section 2.5. This prediction is then compared to the the correct relic density as measured by the Planck and WMAP satellites [117, 118]. The red line in Figure 8.3 (left) indicates where the relic density as calculated with the simplified model agrees with the measured relic density. Below this line are models that result in an overproduction of dark matter. Models above the line predict dark matter underproduction, and require other WIMP production mechanisms in order to explain the observed dark matter relic density. The line indicates relic abundance corresponding to a single species of Dirac fermion dark matter and a single mediator that couples to all standard model quarks universally. As such, a given model’s incompatibility with the observed relic abundance does not imply that the model is excluded. Instead, it implies that additional physics not encapsulated in the simplified model is relevant for determining the dark matter relic density.

The analysis sensitivity to coupling choices is examined in Fig. 8.4. The ratios of the observed and expected 95% CL upper limits on cross section to the predicted signal cross section for the s-channel model with axial-vector couplings and \( m_\chi = 150 \) GeV, \( m_A = 1 \) TeV, for different choices of the coupling \( g = g_q = g_\chi \). The yellow band indicates the expected \pm 1\sigma \) ranges of limits in the absence of a signal. Minimal mediator width is assumed. \( g > 0.8 \) is excluded.

In Figure 8.5 the results are translated into 90% CL exclusion limits on the spin-dependent WIMP–
proton and WIMP–neutron scattering cross section as a function of the WIMP mass, following the technique described in Section 2.4.2, and are compared to results from the direct-detection experiments XENON100 [27], LUX [28], and PICO [29, 30]. This comparison is model-dependent and only valid in the context of this particular axial vector mediator model. In this case, stringent limits on the scattering cross section of the order of $10^{-42} \text{ cm}^2$ up to WIMP masses of about 300 GeV are provided by this analysis, and complement the results from direct-detection experiments for $m_\chi < 10 \text{ GeV}$. The loss of sensitivity in models where WIMPs are produced off-shell is expressed by the turn of the exclusion line, reaching back to low WIMP masses and intercepting the exclusion lines from the direct-detection experiments at around $m_\chi = 80 \text{ GeV}$. 

Figure 8.3: 95% CL exclusion contours in the $m_\chi$–$m_A$ parameter plane. The solid (dashed) curve shows the median of the observed (expected) limit, while the bands indicate the ±1σ theory uncertainties in the observed limit and ±1σ range of the expected limit in the absence of a signal. The red curve corresponds to combinations of dark matter and mediator mass that are consistent with a dark matter thermal relic density of $\Omega_c h^2 = 0.12$, as computed in MadDM [43]. The region where the model violates perturbative unitarity [116], defined by $m_\chi > \sqrt{\pi/2} m_A$, is indicated by the hatched area.
Figure 8.4: 95% CL upper limits on signal strength for different choices of the coupling $g = g_q = g_\chi$. The yellow band indicates the expected ±1σ ranges of limits in the absence of a signal.
Figure 8.5: A comparison of the production cross section limits to the constraints from direct detection experiments on the spin-dependent WIMP–proton (left) and WIMP–neutron (right) scattering cross section in the context of the $Z'$-like simplified model with axial-vector couplings. Unlike in the $m_A - m_A$ parameter plane, the limits are shown at 90% CL. The results from this analysis, excluding the region to the left of the contour, are compared with limits from the XENON100 [27], LUX [28], and PICO [29, 30] experiments. The comparison is model-dependent and solely valid in the context of this model, assuming minimal mediator width and the coupling values $g_q = 0.25$ and $g_\chi = 1$.

8.5 Monojet and Dijet Complementarity

Limits from dijet resonance searches (for a brief overview see Appendix C) can also constrain Dark Matter production at the LHC by putting limits on the production of the mediator itself [119]. Although the monojet search is sensitive to the mediator decay to Dark Matter, the mediator may also decay to quarks. This decay channel would manifest as a resonance in the dijet mass spectrum, shown Figure C.1.

The relative exclusion power of the monojet and dijet channels is a function of the model couplings. The dijet $q\bar{q} \rightarrow A \rightarrow q\bar{q}$ cross section scales as $g_q^4$, whereas the monojet $q\bar{q} \rightarrow A \rightarrow \chi\bar{\chi}$ cross section scales as $g_q^2 g_\chi^2$. As such, monojet limits will be more powerful when the mediator $A$ interacts weakly with Standard Model quarks, and vice-versa.

The constraint provided by the dijet channel is important for models in which Dark Matter has a sizeable interaction with Standard Model particles. In this case, the annihilation cross section for the WIMP dark matter candidate is so high that it can only be a subcomponent of the total dark matter relic density, reducing the exclusion power of direct and indirect detection experiments.
Figure 8.6 shows the monojet and dijet exclusion of dark matter models [120]. The exclusions from the ATLAS dijet searches are derived from limits on Gaussian-shaped resonances [121] in the dijet mass spectrum. The search for new resonances in a dijet system accompanied by a photon or jet Initial-State Radiation (ISR) [122] excludes mediator masses starting at 200 GeV. Results from the Trigger-object Level Analysis [123] and the dijet resonance searches at 8 TeV [121] and 13 TeV [124] constrain the parameter space starting from 425 GeV up to 2.5-2.8 TeV depending on the value of the dark matter mass.
Figure 8.6: Regions of 95% CL exclusion in the $m_\chi$–$m_A$ parameter plane for various ATLAS Dark Matter searches with dark matter coupling $g_{DM} = 1.0$ and quark coupling $g_q = 0.25$ [120]. The gray dashed curve labeled “thermal relic” corresponds to combinations of dark matter and mediator mass that are consistent with a dark matter thermal relic density of $\Omega_c = 0.12 h^2$, as computed in MadDM [43]. Between the two curves, annihilation processes described by the simplified model deplete $\Omega_c h^2$ below 0.12. The dotted curve indicates the kinematic threshold where the mediator can decay on-shell into dark matter. Points in the plane where the model violates perturbative unitary considerations [116] are indicated by the shaded triangle at the upper left. The exclusions from the ATLAS dijet searches are derived from limits on Gaussian-shaped resonances [121] in the dijet mass spectrum. The search for new resonances in a dijet system accompanied by a photon or jet Initial-State Radiation (ISR) [122] excludes mediator masses starting at 200 GeV. Results from the Trigger-object Level Analysis [123] and the dijet resonance searches at 8 TeV [121] and 13 TeV [124] constrain the parameter space starting from 425 GeV up to 2.5-2.8 TeV depending on the value of the dark matter mass.
Figure 8.7: An alternate version of Figure 8.6 with exclusions computed for dark matter coupling $g_{\text{DM}} = 1.5$ and quark coupling $g_q = 0.1$ [120]. With this choice of couplings, the mediator decays to quarks are suppressed in favor of a higher branching ratio to dark matter particles, reducing the sensitivity of dijet searches to this scenario. The monojet and monophoton exclusion regions are obtained by rescaling, using acceptance and cross-section information from samples simulated at truth-level, the exclusion contours published in the corresponding papers. The discontinuous regions of dijet exclusion arise from fluctuations in the exclusion contours, shown in Figures C.2 and C.4.
Part IV

Looking Ahead
Ongoing Analysis Improvements

Before the end of the 13 TeV data-taking period, the results of mono-jet analysis will be limited by systematic rather than statistical uncertainties [125]. The largest systematic uncertainties in the analysis (described in Section 7.4) are a 2%–4% uncertainty from the $Z \rightarrow \nu\nu$ normalization and a 3% uncertainty from the top quark modeling.

Several techniques to reduce the systematic uncertainty are under development. A new photon-jet control region will provide an additional constraint on the Standard Model background in the signal region and reduce the $Z \rightarrow \nu\nu$ normalization uncertainty. Additionally, the current profile likelihood fit strategy can be extended to extract signal sensitivity from the additional event variables, which may provide a sensitivity improvement of more than 30% for the next analysis result.
9.1 Photon Control Region

In the \( \sqrt{s} = 13 \text{ TeV} \) 3.2 fb\(^{-1}\) iteration of the monojet analysis, the \( W \rightarrow \mu \nu \) process is used to constrain the \( Z \rightarrow \nu \nu \) contribution in the signal region, and any discrepancy is accounted for with the \( WZ \) transfer uncertainty described in Section 7.4.1. This scheme is not a unique choice, nor is it necessarily the optimal strategy.

The \( \gamma \)+jets process has a larger cross section than the leptonic decay channels of \( W \)+jets or \( Z \)+jets. A high-\( p_T \) photon also provides a clean event signature with low contamination from multi-jet process. Additionally, at high-\( p_T \) the photon momentum strongly resembles the \( Z \) momentum, as shown in Figure 9.1. The \( \gamma \)+jet process is a natural candidate to estimate the \( Z \rightarrow \nu \nu \) background, especially at high values of \( E_T^{\text{miss}} \).

A preliminary study of this alternate normalization scheme was performed for a luminosity of 5 fb\(^{-1}\) using background Monte Carlo processes. A 1–photon control region was defined. Events in this region were selected using a photon trigger and required to have only one photon balanced with the leading jet: \( \Delta \phi (\gamma, \text{jet}_1) > 1.0 \) and \( p_T^{\text{jet}_1} / p_T^\gamma > 0.5 \). The other selection cuts are consistent with the signal region selection defined in Chapter 6.4, with the photon treated as an invisible particle in the calculation of \( E_T^{\text{miss}} \).

In this way, the invisible photon \( p_T \) resembles the \( E_T^{\text{miss}} \) of \( Z \rightarrow \nu \nu \) events.

Figure 9.1 shows the \( p_T \) distributions of photon \( p_T \) in the 1–photon control region and the dimuon \( Z p_T \) in the 2–muon control region. Good agreement is observed beyond 350 GeV. Figure 9.2 shows the \( E_T^{\text{miss}} \) distributions in signal region, 1–muon, 2–muon and 1–photon control regions. The 1–photon control region \( E_T^{\text{miss}} \) distribution agrees best with the \( Z \rightarrow \nu \nu \) process.
The MC yield with a luminosity of 5 fb$^{-1}$ and purity in different control regions are shown in Table 9.1. The purity is calculated as the primary process event yield divided by the total number of events in the region. The 1–photon control region has both a higher purity and higher event yield compared to the other control regions.

Including 1–photon control region is a promising step towards improving the analysis sensitivity. However, a complete one-to-one comparison with the WZ transfer strategy is impossible without the corresponding γ+jet theoretical uncertainties, which are not yet available. A preliminary study not considering the theoretical uncertainties indicates that using a 1–photon control region instead of the 1–muon control region to estimate $Z(\nu\nu)+jets$ process in the signal region may improve the model-independent limit on visible cross-section by 26% for $E_T^{\text{miss}} > 400$ GeV and 62% for $E_T^{\text{miss}} > 600$ GeV.
Table 9.1: MC event yield and purity with 5 fb\(^{-1}\) luminosity for \(E_T^{\text{miss}} > 400\) GeV and \(E_T^{\text{miss}} > 600\) GeV.

<table>
<thead>
<tr>
<th>CR</th>
<th>1–electron</th>
<th>1–muon</th>
<th>2–muon</th>
<th>1–photon</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_T^{\text{miss}} &gt; 400) GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MC yield</td>
<td>823.5 ± 12.7</td>
<td>2977.5 ± 51.4</td>
<td>375.5 ± 18.8</td>
<td>5200.5 ± 2.6</td>
</tr>
<tr>
<td>purity</td>
<td>77.5%</td>
<td>81.1%</td>
<td>94.1%</td>
<td>99.5%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} &gt; 600) GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MC yield</td>
<td>104.5 ± 9.4</td>
<td>403.0 ± 19.0</td>
<td>40.0 ± 6.3</td>
<td>644.0 ± 1.6</td>
</tr>
<tr>
<td>purity</td>
<td>77.0%</td>
<td>83.4%</td>
<td>92.5%</td>
<td>98.8%</td>
</tr>
</tbody>
</table>

9.2 Two-Dimensional Fit

A preliminary study was performed in MC to check if additional sensitivity can be obtained by using bins in jet multiplicity in addition to \(E_T^{\text{miss}}\) in the profile likelihood fit. This can better limit systematics that depend on jet multiplicity, as a fluctuation in jet modeling will not affect the yields in all bins equally. Additionally, dark matter limits may benefit from an improved signal–background ratio by binning in jet multiplicity. Figure 9.3 shows the jet multiplicity for backgrounds and select dark matter processes in the signal region.

The same \(E_T^{\text{miss}}\) binning scheme as in the simplified shape fit is used, with one normalization factor per bin of \(E_T^{\text{miss}}\). However, the signal and control regions are further subdivided according to jet multiplicity into 1–, 2–, 3–, and 4–jet bins. The relative impact of this subdivision on the systematic uncertainties is shown in Table 9.2.

The two-dimensional fitting strategy better constrains the top, jet, and \(E_T^{\text{miss}}\) systematics, resulting in improved limits as shown in Table 9.3. Axial vector mediator limits are improved by \(\sim 30\%\) and pseudoscalar mediator limits are improved by \(> 30\%\) at low \(m_\phi\). The corresponding changes to the \(m_\chi - m_A\) and \(m_\chi - m_\phi\) limits are shown in Figure 9.4. The limits are improved across all of \((m_\chi, m_{\text{med}})\) phase space.

The multivariate fitting scheme will be an excellent analysis extension once enough data is available to populate the twenty–one signal region \((E_T^{\text{miss}}, N_{\text{jet}})\) bins.
<table>
<thead>
<tr>
<th>Experimental Uncertainty</th>
<th>Impact with Nominal Fit</th>
<th>Impact with 2D Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>lumiSys</td>
<td>$(-0.54%,0.55%)$</td>
<td>$(-0.03%,0.03%)$</td>
</tr>
<tr>
<td>EG_RESOLUTION_ALL</td>
<td>$(0.02%,0.01%)$</td>
<td>$(0.01%,0.01%)$</td>
</tr>
<tr>
<td>EG_SCALE_ALL</td>
<td>$(0.09%,-0.09%)$</td>
<td>$(0.12%,-0.12%)$</td>
</tr>
<tr>
<td>EL_EFF_ID_TotalCorrUncertainty</td>
<td>$(-0.62%,0.64%)$</td>
<td>$(-0.63%,0.65%)$</td>
</tr>
<tr>
<td>EL_EFF_Isol_TotalCorrUncertainty</td>
<td>$(-0.11%,0.12%)$</td>
<td>$(-0.13%,0.13%)$</td>
</tr>
<tr>
<td>EL_EFF_Reco_TotalCorrUncertainty</td>
<td>$(-0.22%,0.23%)$</td>
<td>$(-0.25%,0.26%)$</td>
</tr>
<tr>
<td>JET_GroupedNP_1</td>
<td>$(-1.02%,0.78%)$</td>
<td>$(0.54%,-0.55%)$</td>
</tr>
<tr>
<td>JET_GroupedNP_2</td>
<td>$(-0.87%,0.52%)$</td>
<td>$(-0.22%,-0.02%)$</td>
</tr>
<tr>
<td>JET_GroupedNP_3</td>
<td>$(-0.25%,0.47%)$</td>
<td>$(0.04%,0.20%)$</td>
</tr>
<tr>
<td>MET_SoftTrk_ResoPara</td>
<td>$(0.65%,-0.69%)$</td>
<td>$(0.41%,-0.39%)$</td>
</tr>
<tr>
<td>MET_SoftTrk_ResoPerp</td>
<td>$(0.20%,-0.19%)$</td>
<td>$(0.17%,-0.16%)$</td>
</tr>
<tr>
<td>MET_SoftTrk_Scale</td>
<td>$(0.02%,-0.01%)$</td>
<td>$(0.05%,-0.04%)$</td>
</tr>
<tr>
<td>MUONS_ID</td>
<td>$(-0.02%,-0.08%)$</td>
<td>$(-0.05%,-0.09%)$</td>
</tr>
<tr>
<td>MUONS_MS</td>
<td>$(0.42%,-1.00%)$</td>
<td>$(0.46%,-1.11%)$</td>
</tr>
<tr>
<td>MUONS_SCALE</td>
<td>$(-0.01%,-0.00%)$</td>
<td>$(-0.02%,-0.00%)$</td>
</tr>
<tr>
<td>MUON_EFF_STAT</td>
<td>$(-0.21%,0.23%)$</td>
<td>$(-0.23%,0.23%)$</td>
</tr>
<tr>
<td>MUON_EFF_STAT_LOWPT</td>
<td>$(-0.00%,0.00%)$</td>
<td>$(-0.00%,0.00%)$</td>
</tr>
<tr>
<td>MUON_EFF_SYS</td>
<td>$(-1.42%,1.45%)$</td>
<td>$(-1.46%,1.49%)$</td>
</tr>
<tr>
<td>MUON_EFF_SYS_LOWPT</td>
<td>$(-0.00%,0.00%)$</td>
<td>$(-0.00%,0.00%)$</td>
</tr>
<tr>
<td>top_Sys</td>
<td>$(-3.42%,3.44%)$</td>
<td>$(-0.66%,0.76%)$</td>
</tr>
<tr>
<td>Total Correlated Error</td>
<td>$6.23%$</td>
<td>$2.02%$</td>
</tr>
</tbody>
</table>

Table 9.2: Impact of experimental systematics on signal region yield when constrained with a fit only to the control regions. The systematics are defined in Section 7.4. The 2D fitting scheme strongly constrains the luminosity, jet, and top-background nuisance parameters.

<table>
<thead>
<tr>
<th>Signal Sample</th>
<th>Nominal $\mu$</th>
<th>2D Fit $\mu$</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_\chi = 1$ GeV, $m_A = 0.5$ TeV</td>
<td>0.20</td>
<td>0.15</td>
<td>$-25%$</td>
</tr>
<tr>
<td>$m_\chi = 1$ GeV, $m_A = 1$ TeV</td>
<td>0.86</td>
<td>0.63</td>
<td>$-27%$</td>
</tr>
<tr>
<td>$m_\chi = 150$ GeV, $m_A = 1$ TeV</td>
<td>0.88</td>
<td>0.63</td>
<td>$-28%$</td>
</tr>
<tr>
<td>$m_\chi = 1$ GeV, $m_\phi = 0.5$ TeV</td>
<td>13.5</td>
<td>11.1</td>
<td>$-18%$</td>
</tr>
<tr>
<td>$m_\chi = 1$ GeV, $m_\phi = 1$ TeV</td>
<td>155</td>
<td>136</td>
<td>$-12%$</td>
</tr>
<tr>
<td>$m_\chi = 50$ GeV, $m_\phi = 0.3$ TeV</td>
<td>5.04</td>
<td>3.43</td>
<td>$-32%$</td>
</tr>
</tbody>
</table>

Table 9.3: Upper 95% CL limit on $\mu$ for different signal points using both the nominal fit and two-dimensional fit.
Figure 9.3: Jet multiplicity in the signal region with the $N_{\text{jet}}$ cut removed. The jet multiplicity is shown for axial vector mediator models with $m_\chi = 1 \text{ GeV}, m_A = 1 \text{ TeV}$ (black) and $m_\chi = 1 \text{ GeV}, m_A = 0.5 \text{ TeV}$ (gray) as well as pseudoscalar mediator models with $m_\chi = 1 \text{ GeV}, m_\phi = 1 \text{ TeV}$ (pink) and $m_\chi = 1 \text{ GeV}, m_\phi = 0.5 \text{ TeV}$ (purple).

Figure 9.4: Expected excluded $(m_\chi, m_{\text{med}})$ phase space for dark matter production via an axial vector mediator (left) or pseudoscalar mediator (right) when constraining the background uncertainties with the nominal (black) and two–dimensional (red) fitting schemes. No pseudoscalar mediator models are excluded, so the contour is shown for $\mu = 5$ instead of $\mu = 1$. This study was performed with a subset of the signal grid points used in Section 8.4.
Conclusions

This thesis has presented the results from a search for dark matter production in monojet events obtained from proton–proton collisions at \( \sqrt{s} = 13 \) TeV at the LHC, based on data corresponding to an integrated luminosity of 3.2 fb\(^{-1}\) collected by the ATLAS experiment in 2015. The measurements are in agreement with the Standard Model predictions.

In the absence of any excess, limits are placed on the existence of new physics. These results are translated into 95% CL model independent limits on the visible cross section for new physics. Additionally, the results are interpreted in terms of upper limits on the pair-production cross section of WIMP Dark Matter, using a simplified model with an axial-vector mediator and fermionic couplings \( g_x = 1 \) and \( g_q = 0.25 \). Mediator masses below 1 TeV are excluded at 95% CL for WIMP masses below 250 GeV. These results are converted into upper limits on spin-dependent contributions to the WIMP–nucleon elastic cross section as a function of the WIMP mass. WIMP–proton cross sections above \( 10^{-42} \) cm\(^2\) are excluded at 90% CL for WIMP masses below 10 GeV, complementing results from direct-detection experiments.
These were one of the first limits on Dark Matter production derived from the 13 TeV LHC data-taking period. Sensitivity to these models will improve as the LHC continues to collect data. Together with limits from future direct detection experiments and relic density constraints, most of the relevant model phase space will be excluded in the coming years [119], as shown in Figure 10.1. If the dark sector interacts with quarks, it will be discovered here. If not, constraining this sector will have important ramifications for the future of dark matter detection efforts.

Figure 10.1: Projected three-year (left) and ten-year (right) sensitivities for near-future experiments [119] in the plane of DM mass $m_\chi$ and axial vector mediator mass $M_R$. The limits include monojet analyses (green), dijet resonances (blue), DM direct detection experiments (yellow), and excluding regions of phase space which predict an excess of thermal relic DM (red). The gray area contains models which violate perturbative unitary considerations [116].
A

Jet Quality Variables

This appendix presents a selection of additional plots examining jet quality variables.

A.1 Good and Fake Jet Topologies

The jet selection criteria should efficiently reject jets from background processes while keeping the highest efficiency selection for jets produced in proton-proton collisions. Since the level and composition of background depend on the jet multiplicity and the jet kinematics, two sets of criteria are proposed that each correspond to different levels of fake jet rejection and jet selection efficiency. Jet candidates arising as high energy objects produced in a collision event are called “good jets”, while jet candidates coming from background processes are called “fake jets”.

The criteria for the jet quality selection are optimized by studying two different event samples, one enriched with good and the other with fake jets:

- Good jets are selected by requiring that the two leading jets have $p_T > 70$ GeV and are back-to-
back ($\Delta \phi_{j-j} > 3.0$ radians) in the plane transverse to the beam. The two jets are required to be balanced in transverse momentum ($\sqrt{|p_{T1}^2 - p_{T2}^2|/(p_{T1}^2 + p_{T2}^2)} < 0.3$). Events are selected with single jet triggers. For each $p_T$-bin considered in this analysis, a dedicated trigger chain is chosen that is fully efficient (> 99%) while having a prescale factor as small as possible. This sample is dominated by dijet events produced by strong interactions and will henceforth be referred to as the “good jets enriched sample”.

- Fake jets are selected from events with at least one jet with $p_T > 70$ GeV. Since events with fake jets are characterized by jets with unbalanced transverse momentum, only events satisfying $H_T^{\text{miss}} = |\vec{H}_T^{\text{miss}}| > 70$ GeV are retained. The variable $H_T^{\text{miss}}$ is defined as $\vec{H}_T^{\text{miss}} = -\sum_j \vec{p}_T$ where all jets with $p_T$ greater than 20 GeV are considered. In addition, the direction of $\vec{H}_T^{\text{miss}}$ should be opposite to the transverse component of the jet momentum ($\Delta \phi_{H_T^{\text{miss}}-j} > 3.0$ radians). In order to reduce the contribution from physics processes like $Z(\to \nu\nu)+\text{jets}$, the leading jet is required to be out-of-time ($|t_{\text{jet}}| > 6$ ns), where the jet time ($t_{\text{jet}}$) is defined as the time of the calorimeter cell energy deposits by constructing the weighted average of the cell time $t_{\text{cell}}$ in the jet, weighted by the square of the cell energies: $t_{\text{jet}} = \sum E_{\text{cell}}^2 t_{\text{cell}} / \sum E_{\text{cell}}^2$ where the sum runs over the cells belonging to the jet. Jets produced in proton-proton collisions are expected to be reconstructed at $t_{\text{jet}} = 0$. This jet sample is dominated by non-collision backgrounds, and will henceforth be referred to as the “fake jets enriched sample”. The jet triggers used for the good jets samples are also used to select these jets.

The kinematics of the good and fake jet selections are shown in Figure A.1.

---

\[1\] In order to select jets with $p_T > 70$ GeV, two single jet triggers are considered with different online jet $p_T$ thresholds. The one with the high threshold is fully efficient to select offline jets with $p_T > 270$ GeV while the one with the low threshold is fully efficient to select offline jets with $p_T > 70$ GeV. Due to its high rate, the lowest threshold trigger is prescaled by a factor of about 10. In all distributions presented in this document, the data recorded by this trigger are normalised taking into account the prescale correction.
Figure A.1: Distributions of $p_T$ (a), $\eta$ (b) and $\phi$ (c) in the good jets enriched sample for both data (black points) and the simulation (blue histograms). Distributions from the fake jets enriched samples are also superimposed (red points). Both selections feature kinematically similar jets. The fake jets selection phi distribution exhibits the typical azimuthal structure of beam-induced backgrounds as in Figure 7.4.
Figure A.2: Distribution of $p_T$ as a function of $\eta$ for the good (a) and fake (b) jets enriched samples in data.

Figure A.3: Distribution of $p_T$ as a function of $\phi$ for the good (a) and fake (b) jets enriched samples in data.
Figure A.4: Distribution of $\eta$ as a function of $\phi$ for the good (a) and fake (b) jets enriched samples in data.

Figure A.5: Distribution of $\eta$ as a function of $t_{\text{jet}}$ for the good (a) and fake (b) jets enriched samples in data.
A.2 Correlations between Jet Quality Variables

Interesting features of the good and fake jets are revealed when examining correlations between jet quality variables.

Figure A.6: Distribution of $f_{ch}$ as a function of $f_{max}$ for the good (a) and fake (b) jets enriched samples in data.
Figure A.7: Distribution of $f_{\text{HEC}}^Q$ as a function of $f_{\text{HEC}}$ for the good (a) and fake (b) jets enriched samples in data.

Figure A.8: Distribution of $f_{\text{HEC}}^Q$ as a function of $\langle Q \rangle$ for the good (a) and fake (b) jets enriched samples in data.
Figure A.9: Distribution of $f^L_{\text{Jet}}$ as a function of $\langle Q \rangle$ for the good (a) and fake (b) jets enriched samples in data.

Figure A.10: Distribution of $E_{\text{neg}}$ as a function of $f^\text{HEC}_Q$ for the good (a) and fake (b) jets enriched samples in data.
A.3 Jet Quality Variables at Low $p_T$

The good jet topology was extended to low-$p_T$ to ensure that the jet quality variables were understood in this regime.
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Figure A.11: Distributions of $p_T$ (a), $\eta$ (b), and $\phi$ (c) in the loose good jets sample ($p_T$ cut relaxed to 20 GeV) for both data (black points) and the simulation (green histograms).
Figure A.12: Distributions of $f_{Q}^{\text{LAr}}$ (a), $\langle Q \rangle$ (b), and $f_{Q}^{\text{HEC}}$ (c) in the loose good jets sample ($p_T$ cut relaxed to 20 GeV) for data (black points).
Figure A.13: Distributions of $f_{EM}$ (a), $f_{HEC}$ (b) and $f_{max}$ (c) in the loose good jets sample ($p_T$ cut relaxed to 20 GeV) for both data (black points) and the simulation (green histograms).
Figure A.14: Distributions of $E_{\text{neg}}$ (a) and $t_{\text{jet}}$ (b) in the loose good jets sample ($p_T$ cut relaxed to 20 GeV) for both data (black points) and the simulation (green histograms).

Figure A.15: Distributions of $f_{\text{ch}}$ (a) and $f_{\text{ch}}/f_{\text{max}}$ (b) for $|\eta| < 2.4$ in the loose good jets sample ($p_T$ cut relaxed to 20 GeV) for both data (black points) and the simulation (green histograms).
The estimation of non-collision background in the signal region is obtained by correcting the number of events tagged as beam–induced–background by the efficiency of the tagger, as described in Section 7.2. However, several different sets of cuts can be applied on top of the signal region selection to construct a bjb–enriched sample, and the measured tagging efficiency is not consistent across different fake jet selections. As the NCB yield in the signal region depends directly on the measured tagger efficiency, the systematic uncertainty on the yield is determined by evaluating the tagger efficiency for three separate BIB–enriched selections:

1. A BadTight jet sample consisting of events in the signal region in which the leading jet fails the tight cleaning criteria. The tagger efficiency measured in this sample is 25 ± 0.2%. Using this efficiency, the total amount of non–collision–background with $E_T^{\text{miss}} > 250$ GeV in the signal region is 113 events.

2. A late jet sample which contains events in the signal region without tight cleaning applied, in which
the leading jet is out-of-time with $t > 5$ ns. The tagger efficiency measured in this sample is $45 \pm 0.7\%$. With this efficiency, the total amount of non–collision–background with $E_T^{\text{miss}} > 250$ GeV in the signal region is 63 events.

3. An early jet sample of events in the signal region without tight cleaning applied, in which the leading jet is out-of-time with $t < -5$ ns. The tagger efficiency measured in this sample is $22 \pm 0.4\%$. With this efficiency, the total amount of non–collision–background with $E_T^{\text{miss}} > 250$ GeV in the signal region is 128 events.

As the BadTight jet sample also includes all out–of–time jets (as shown in Figure B.1), the efficiency calculated from this selection is used for the nominal estimation of the non–collision–background yield of 113 events. As the early and late jet selections respectively produce NCB estimations of 128 and 63 events, a conservative 100 % systematic uncertainty is put on the NCB estimation.\footnote{The different tagging efficiency measured for the jets with $t \leq 0$ and $t > 0$ is likely due to the position of the CSC readout window. The fake jets with $t \leq 0$ are associated to the nominal radio-frequency bucket where the beam-induced muon create a signal in the incoming CSC station just at the edge of its readout window. The jets with $t > 0$ are associated with de-bunched ghost charge from later radio-frequency buckets and therefore the beam-induced muons arrive at least by 2.5ns later. This positions them further into the CSC readout window, resulting in higher efficiency of the tagging method.}
Figure B.1: The BIB tagger efficiency as a function of jet time for the three different BIB-enriched selections. The badTight sample selects all jets with $|t| > 5$.

Figure B.2: The evolution of the fake jet rate in the full dataset, evaluated as the number of events in the BIB–enriched selection (for $E_T^{miss} > 250$ GeV) per 1 fb$^{-1}$ of data.
C

Search for Dijet Resonances

C.1 Overview

The dijet analysis [124] is a search for massive particles decaying into jet pairs. As any new particles produced in LHC collisions must interact with the partons of the proton, the new particles can also produce quarks or gluons in the final state. The dijet analysis looks for mass resonances in the dijet spectrum, shown in Figure C.1. In the absence of any excess, this channel provides a powerful constraint on strongly coupled new physics.
Figure C.1: The reconstructed dijet mass $m_{jj}$ distribution using the data collected by the ATLAS detector in 2015 and 2016, corresponding to an integrated luminosity of 3.5 fb$^{-1}$ and 12.2 fb$^{-1}$, respectively [124]. No excess is observed.

C.2 Limits

Limits on $q\bar{q} \rightarrow Z' \rightarrow q\bar{q}$ are presented for a selection of dijet searches to complement the limits shown in Figures 8.6 and 8.7.
Figure C.2: 95% CL upper limits on predicted cross-section as a function of the coupling to quarks $g_B = 6g_q$ and the mass $M_Z$ obtained from the $\sqrt{s} = 8$ TeV $m_{jj}$ distribution [121].

Figure C.3: 95% CL upper limits on predicted cross-section as a function of the coupling to quarks $g_q$ and the mass $M_Z$ obtained from the $\sqrt{s} = 13$ TeV $m_{jj}$ distribution [124].
Figure C.4: 95% CL upper limits on predicted cross-section as a function of the coupling to quarks $g_q$ and the mass $M_Z$ obtained from the $\sqrt{s} = 13$ TeV trigger-level $m_{jj}$ distribution [123].

Figure C.5: 95% CL upper limits on predicted cross-section as a function of the coupling to quarks $g_q$ and the mass $M_Z$ obtained from the $\sqrt{s} = 13$ TeV dijet + ISR $m_{jj}$ distribution [122].
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